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CHAPTER 1

INTRODUCTION

1.1 What is Green Computing?

1.1.1 Green Computing Origins

”Although the term ’green computing’ and its alternative ’green IT’ have recently

become widely popular and taken on increased importance, their conceptual origin

is almost two decades old. In 1991 the Environmental Protection Agency (EPA)

introduced the Green Lights program to promote energy-efficient lighting.” [5] ”The

Green Lights program encourages U.S. corporations to install energy-efficient lighting

technologies.” [6] ”Green Lights is a non-regulatory program. The motivation for this

program was energy-efficiency whenever profitable while maintaining or improving

lighting quality.” [6] Green Lights was originally a government regulatory effort to

promote energy efficiency without sacrficing performance.

Another source states, ”The ’green computing’ idea started in 1992 when the

US Environmental Protection Agency (EPA) launched Energy Star,” a voluntary

labeling program.[7, p. 74] The EPA’s Energy Star program is still active.[8] Energy

Star labels promote consumer awareness of the power efficiency of products. This

regulatory program makes energy efficiency information publically available to allow

informed evaluation of builders and buildings as well as products.

The earliest use of the keyword ”Green Computing” in an IEEE journal is from

2005 when the term was used to describe differences between green and red computing.[9,

p. 3] In this case, green computing was meant as safe, secure processing, while red
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computing was meant as less safe web browsing and downloading. This security term

does not apply to the power efficiency meaning of ”Green Computing” in common

usage today. This thesis reviews other uses of the term Green Computing in the

literature through the introduction chapter.

1.1.2 Sustainability and the United Nations

An important early milestone in the definition of terms for Green Computing comes

from the United Nations. United Nation’s resolution A/RES/42/187 summarizes the

importance of sustainablity as ”Believing that sustainable development, which implies

meeting the needs of the present without compromising the ability of future genera-

tions to meet their own needs, should become a central guiding principle of the United

Nations, Governments and private institutions, organizations and enterprises,...” [10]

”The term (sustainability) is often used in reference to the potential longevity

of the environmental and human ecological systems, such as climate, agriculture,

forestry and human communities in general.” [11] ”Computing plays a critical role in

our society, thus it has a critical role in our society, thus it has a special responsibility

for sustainability and green movement.” [11]

Social responsibility includes proper stewardship of the environment. Energy ef-

ficiency, energy aware design, minimizing the energy used in manufacturing, and de-

signing for recycling are all aspects of Green Computing that contribute to fulfilling

the computer scientist’s role in creating sustainable systems.

1.1.3 Significance of Green Computing

It is important to understand the amount of energy used by computing compared to

all energy used. ”Information and communications technology (ICT) infrastructure

accounts for roughly 3 percent of global electricity usage and the same percentage of

greenhouse gasses (GHGs)”. [7, p. 74]
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”Because green IT is a very small segment of the aggregate electrical energy equa-

tion, its ecological impact might not be great overall, but it’s an integral part of the

wider green movement, and many of its manifestations are significant.” [7, p. 77]

1.1.4 Definitions of Green Computing

The terms Green Computing, Green IT and sustainable computing seem to be used

without distinction in meaning between them. The terms relate computers to the

environment, whether through power consumption, or the materials and processes

involved in the construction/destruction of computers. The focus is on minimizing

the negative impact of these factors. For example, when the term Green Computing

is applied to computer power consumption, it means minimizing the power consump-

tion which lessens the negative impact of consuming power. When the term Green

Computing is applied to construction/destruction of computer equipment, it means

designing, producing and handling equipment in the least harmful way. ”Thus, green

IT includes the dimensions of environmental sustainability, the economics of energy

efficiency, and the total cost of ownership, which includes disposal and recycling.”

[12]

”Green computing also includes the goals of controlling and reducing the environ-

mental footprint of computing by minimizing the use and discharge of hazardous ma-

terials, conserving water and other scarce resources, and reducing waste throughout

the value chain [1]. Green computing encompasses IT product use over its lifecycle,

and the recycling, reuse, and biodegradability of obsolete products. These goals seek

to minimize the ecological footprint of IT products and services for companies and

their customers.” [13] The Green computing term applies not only to power efficiency,

but also the choice and management of material used in the construction and disposal

of computers.

”Green computing is the study and practice of using computing resources effi-
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ciently, by reducing the use of hazardous materials, maximizing energy efficiency

during the products lifetime, and promoting recyclability or biodegradability of de-

funct products and factory waste.” [14] This focus on efficiency in Green Computing

suggests that the negative environmental impact will be lessened by Green Computing

efforts.

Sustainable Computing refers to all aspects of the computer life-cycle. ”Sup-

porting business critical computing needs with least possible amount of power and

sustainable computing.” [15] In this case, sustainable computing refers to reducing

the negative environmental impact. ”Each stage of a computer’s life, from its pro-

duction, throughout its use, and into its disposal, presents environmental problems.”

[12]

Sustainable IT refers to service strategies. While ”we define green computing as

the practice of maximizing the efficient use of computing resources to minimize envi-

ronmental impact.” [5] ”We define sustainable IT services in broader terms to include

the impact of IT service strategies on the firms and customers societal bottom line

to include economic, environmental, and social responsibility criteria for defining or-

ganizational success.” [5] ”The primary driver of sustainable IT is corporate social

responsibility (CSR), especially as it applies to firms impact on the economy, envi-

ronment, and society at large [56].” [13] As previously stated, the United Nations

defined sustainability as meeting the needs of the present without compromising the

ability of future generations to meet their own needs. [10]

While the terms Green IT and Green Computing have similar meaning, the term

Green IT could be more specifically applied to an organization IT department’s imple-

mentation of Green Computing practices. ”Green IT, also known as Green Comput-

ing, refers to the study and practice of designing, manufacturing, and using computer

hardware, software, and communication systems efficiently and effectively with no or

minimal impact on the environment. Green IT is also about using IT to support,
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assist, and leverage other environmental initiatives and to help in creating green

awareness.” [16, p. 4]

In Europe, where there is more government regulation, compliance is an addtional

motivation for Green IT. [17] This provides an opportunity to study company’s re-

sponses to Green IT regulation.

A survey of 14 Danish companies led to the identification of 3 different Green

IT strategies in response to regulation. They are Storefront (Creating an Image);

Tuning (Improving Current Operations) and Redesign (Reinventing the Company).

[17] The strategies correspond to tiers of increasing commitment to Green IT. The

StoreFront level consists of ”buying new servers that are more energy efficient, or

an investment in IT for tracking emissions at production facilities”. [17] and con-

clude that ”behind the facade was very little substance.” [17] ”Tuning was the most

common strategy employed. Its convenient and leads to improvements without re-

quiring drastic changes.” [17] Adopting redesign strategy may involve Green IT as

part of a broader Corporate Social Responsibility (CSR) program. Redesign suggests

a response to regulation that exceeds what the regulations require.

Profit driven efficiency, or first wave Green Computing, has be applied to many

aspects of computing. ”The first wave of green computing strategies focused on in-

creasing data center efficiency. Infrastructure costs, power and workload management,

thermal management, product design, virtualization, and cloud computing strategies

remain the central focus of business value oriented strategy and tactics that have had

the desired effect of lowering costs and environmental impact in terms of energy use.”

[13]

David Wang, the data center architect for Teradata, has specialized in thermal

management solutions for the Miamisburg, OH-based data warehousing company

since 1996. ””I’ve raised the issue [of green computing] because, for me, its both

a business question and an ethical question,’ [18] He describes ”the green comput-
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ing movement - a multifaceted, global effort to reduce energy consumption and pro-

mote sustainability.” [18] This definition highlights the ethical responsibility for Green

Computing.

The social responsibility motivation of Green Computing is a less powerful moti-

vator than both profit through energy efficiency and regulatory compliance. ”While

energy efficiency is the principal driver of green computing, environmental reporting

standards will be the primary driver of sustainable IT services. Voluntary and global

guidelines for sustainability reporting have existed for some time and are continuing

to evolve.” [5]

”’Green’ isn’t all that new, of course. Energy management has always been an

important topic for laptop manufacturers, who have been working on this for years as

they struggle to manage weight versus battery life issues” [19] Battery effficiency in

battery powered devices should not necessarily be considered Green Computing. The

term seems to be applied recently to reviewing existing systems for power efficiency

(and environmental impact) when those factors had not been seriously considered

before. The idea is that when power efficiency and waste reduction are an integral

part of the design process, it won’t be Green Computing, it will be good design.

1.1.5 Benefits of Green Computing

Benefits of Green Computing ”Green IT benefits the environment by improving en-

ergy efficiency, lowering greenhouse gas emissions, using less harmful materials, and

encouraging reuse and recycling”. [12]

”Green IT also strives to achieve economic viability and improved system perfor-

mance and use, while abiding by our social and ethical responsibilities.” [12]

”The US Environmental Protection Agency (EPA) estimated that providing com-

puters with a sleep mode reduces their energy use by 60-70 percent” [12]

”The energy use of the nations servers and data centers in 2006 is estimated to be
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more than double the electricity that was consumed for this purpose in 2000.” [20]

1.1.6 Carbon Footprint

Green Computing has also received attention because of the computer’s contribution

to carbon dioxide emmisions. ”Over the last several years the link between energy

use and carbon generation and the desire to lessen both has given rise to the green

computing label.” [5] ”Reducing electric power consumption is a key to reducing

carbon dioxide emissions and their impact on our environment and global warming.”

[12]

The 1E/Nightwatchman software calculates the carbon footprint based on a single

carbon conversion factor. This carbon emissions factor is based on the efficiency of

power production and transmission. Because most commercial installations do not

generate CO2 directly, the CO2 is emitted when power is produced initially. The

carbon conversion kg/KW factor could obtained from the power company, but would

not reflect the transmission loss to your specific location. The problem is made more

complex by multiple generation sources on the power grid. The carbon footprint of

energy used is a factor of how efficient the power generation facility is.

You could try to precisely calculate a carbon footprint by multiplying the total

energy used by some factor that indicates the amount of carbon produced per unit

at a specific generation facility. But, there is transmission loss through the grid, so

the amount of power generated is greater than the amount recieved. Because the grid

has multiple generation sources, calcuating the exact transmission loss is complex.

Unless you can choose the efficiency of your power generation, the carbon footprint

minimization problem reduces to a power consumption minimization problem. Most

organizations can not choose the efficiency of their energy providers, and have limited

ability to retask computing to more efficient environments. Presumably if purchasing

greener power is an option, we could calculate the cost/benefit based on comparing
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the carbon emissions of the two power production methods. Unless you can choose

the efficiency of your power generation, the carbon footprint minimization problem

reduces to a power consumption minimization problem.

Environmentally responsible choices, like Google’s placement of a datacenter next

to a hydro-electric dam, can dramatically reduce the carbon footprint of computing.

Most organizations can not choose the efficiency of their energy providers, and have

limited ability to retask computing to more efficient environments. But, for dynamic

cloud scheduling solutions, if you can do distributed computing at a datacenter with

more efficient energy production, you can lower the carbon footprint. In this case,

power cost may be lower, but have higher carbon factor output such as using power

from coal.

In general, minimizing the energy used also minimizes the carbon footprint. ”A

key green objective in using computer systems and operating data centers is to reduce

their energy consumption, thereby minimizing the greenhouse gas emissions.” [12]

Because the carbon factor is not precise, we apply a general rule that reducing power

consumption reduces carbon emissions.

”Each PC in use generates about a ton of carbon dioxide per year.” [12]

1.1.7 Is there any Computer Science in Green Computing?

”Although currently there’s a lot more hype than science or engineering behind green

computing, there’s also great promise behind achieving the goals that are being ar-

ticulated. [19]

Green Computing focuses on aspects of minimizing the negative environmental

impact. One category of papers are high level overviews that try to put Green Com-

puting in the context of global warming, peak oil and global economic strategy. These

papers are therefore inter-disciplinary, and rely on expertise in economics, climate sci-

ence and public policy.
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Another type of Green Computing papers are those that present an idea to address

an existing computer science problem. Many topics can be re-analyzed with a fresh

perspective of ”What are the power implications of this solution?” or ”Can we re-

write this algorithm/architecture so that it is power aware and power optimized?” In

these cases, the computer science comes from the nature of the existing problem, not

from making it power aware.

1.2 Green Computing Efforts

1.2.1 Green Computing’s Goal of Reducing Power Consumption

The primary goal of Green Computing efforts seems to be aimed at reducing power

consumption. This section gives an overview of types of efforts that have been put in

place.

”The most obvious cost savings associated with using green computing methods

is in energy costs. Simply put, a computer (or other device) that requires less power

to operate, costs less to operate.” [21]

”Power management is one of the major approaches in green computing to min-

imize the power consumption while the processing performance can be maintained

at the target level.” [22] Batch scheduler on the server farm level allows switching

servers off. [22]

”The energy used by the nations servers and data centers is significant. It is

estimated that this sector consumed about 61 billion kilowatt-hours (kWh) in 2006

(1.5 percent of total U.S.electricity consumption) for a total electricity cost of about

$4.5 billion.” [20] ”Among the different types of data centers, more than one-third (38

percent) of electricity use is attributable to the nations largest (i.e., enterprise-class)

and most rapidly growing data centers.” [20]
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1.2.2 Data Centers

”Energy management has now become a key issue for servers and data center opera-

tions, focusing on the reduction of all energy-related costs, including capital, operating

expenses, and environmental impacts.” [23] ”Creating an energy-efficient data center

is paramount to curbing runaway power consumption and accommodating greater

data center capacity.” [3]

”Data center energy and emissions costs are a major concern in green IT analysis

because more than half of all IT-related electrical costs are generated there.” [7] ”In

2005, the power and cooling cost for servers worldwide was US$26 billion, and that

cost is forecasted to top $40 billion by next year”. [7]

”Information and communications technology (ICT) infrastructure accounts for

roughly 3 percent of global electricity usage and the same percentage of greenhouse

gasses (GHGs)1-3 but it seems to have a far greater role in the green debate than

that.” [7]

”In recent years, Microsoft and other companies have built data centers in central

Washington to take advantage of the hydroelectric power produced by two dams in

the region. The Microsoft facility, which consumes up to 27 megawatts of energy at

any given time, is powered by hydroelectricity.” [18]

”Another Microsoft data center, located in Dublin, Ireland, is expected to become

operational in 2009 and, thanks to Irelands moderate climate, the 51,000-square-meter

facility will be air cooled, making it 50% more energy efficient than other comparably

sized data centers.” [18]

Environmentally responsible choices, like Google’s placement of a datacenter next

to a hydro-electric dam, can dramatically reduce the carbon footprint of computing.

Most organizations can not choose the efficiency of their energy providers, and have

limited ability to retask computing to more efficient environments.
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1.2.3 Energy Aware Scheduling

Energy Aware Scheduling uses the idea that you can balance the speed of a number

of processors using digital voltage scaling DVS, against a certain number of tasks.

Energy aware scheduling algorithms often give a tradeoff between performance and

energy savings. One example is energy aware Dynamic Level Scheduling (DLS).

”The scheme utilizes both time and energy to schedule tasks. The algorithm attains

a higher energy saving by rewarding task processor pairs which are more energy

efficient.” [24] This energy-aware DLS (EDLS) immediately sacrifices a slight amount

system response (0%-20%) in exchange for a large power savings (50%).

The test cases used for predicting power savings for EDLS included turning off a

processor/core, or reducing the power of a processor/core. The power savings comes

from the reduced energy consumption of the processors when some of them are shut

down. The slow down comes from the schedulers inability to predict what the future

processor requirements will be.

Another model for Energy Aware scheduling identified that memory contention

would be a problem for memory bound processes. ”We define a memory contention

when several memory-bound tasks are concurrently executed on the same machine.”

[25] In this case, the model applies a penalty to the Estimate Time of Completion

(ETC) because it assumes a higher cache miss rate. The power savings projected for

this model are 17%. [25]

Task scheduling to meet performance parameters such as time and power is an NP-

Complete problem.[26] ”Therefore, many heuristics have been developed for real-time

scheduling algorithms.” [27] One approach is to compare new power aware scheduling

heuristics to analyze power savings potential. For example, comparing Shortest Task

First for Computer with Minimal Energy First with Speed Adjustment (STFCMEF-

SA) algorithm, and Longest Task First forComputer with Minimal Energy First with

Speed Adjustment (LTFCMEF-SA) algorithm, the researchs shows energy savings of
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a 1% to 3% while potentially sacrificing some performance.[27] ”STFCMEF-SA algo-

rithm and LTFCMEF-SA algorithm may not guarantee optimal speeds to minimize

energy consumption.” [27]

Another power aware task scheduling model compared shortest task first on the

most power efficient computer with longest task first on the most power efficient

computer. These results show that shortest task first provides a slight power savings

of less than one percent compared to longest task first. [28] The percentage would

increase in an environment with more variety in the power efficency of the servers

available. The authors argue that because of the large amounts of power involved,

this is still a significant savings.

The idea behind actively managing voltage by processor is the same idea as is used

by Intel SpeedStep and AMD PowerNOW!. With this software, a desktop PC’s pro-

cessor will be reduced when the CPU is not under load. If Energy Aware Scheduling

like EDLS were used on a computer that was also being actively power managed by

Intel SpeedStep and AMD PowerNOW!, the additional savings would be very little, if

any. Because you get a 50% power savings from Intel SpeedStep or AMD PowerNOW!

already, that power savings from addition DVS would have marginal benefit. Essen-

tially you would have 2 methods trying to modify the power consumption in response

to load, so contention between the methods could lead to additional inefficiency.

The possible contention between different DVS algorithms (i.e. EDLS and Pow-

erNOW!) raises the question of what level of the system should implement power

management. What if the processor would automatically lower the voltage or shut

off processors when the pipeline was empty? In that case, the length of the pipeline

plus the amount of time to change voltage would dictate the amount of power saved.

If that time were reduced to zero, the processor would automatically reduce its power

consumption when not under load. This would bring the processor much closer to the

goal of proportional processing in which energy used is proportional to work done.
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”There are three key components for implementing dynamic voltage scaling (DVS)

in a general-purpose microprocessor: an operating system that can intelligently deter-

mine the processor speed, a regulation loop that can generate the minimum voltage

required for the desired speed, and a microprocessor that can operate over a wide

voltage range.” [29]

”Control of the processor speed must be under software control, as the hardware

alone may not distinguish whether the currently executing instruction is part of a

compute-intensive task or a nonspeed-critical task.” [29]

Energy aware caching for disk arrays, like PRE-BUD, allow more disks to be kept

in a low power state for a longer period of time. ”Energy dissipation in parallel

disks can be reduced by traditional power management strategies that turn idle disks

into low-power modes or by directly shutting down idle disks. The traditional power

management schemes can suffer great time and energy overheads that are induced

by waking a disk up many times.” [30] ”Empirical results show that PRE-BUD is

able to reduce energy dissipation in parallel disk systems by up to 50 percent when

compared against a non-energy aware approach. Similarly, our strategy is capable of

conserving up to 30 percent energy when compared to the dynamic power manage-

ment technique.” [30]

”It is known that disk systems can account for nearly 27% of the total energy

consumption in a data center [Maximum Throughput, Inc., 2002]. Even worse, the

push for disk I/O systems to have larger capacities and speedier response times have

driven energy consumption rates upward.” [30]

1.2.4 Server Virtualization

”Virtualization is at or near the top of every ’green computing’ list. Virtualization

may be considered a no-brainer, but there are a surprisingly limited number of appli-

cations for virtualization.” [21]
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”Virtualization software manages large clusters of separate, individual servers as if

they were a single, virtual computer. In a data center with thousands of servers, there

can be considerable idle time as equipment waits for sequentially assigned tasks using

electricity and cooling power while doing no computing. Virtualization harnesses

these resources by increasing server sharing and utilization, thereby reducing electrical

cost.” [7, p. 76]

”When you have multiple underutilized physical servers consider virtualization.”

[21] ”Physical servers take up physical space, use up energy resources, and require

cooling. Consider that a physical server using, at maximum, 20% of that server’s

CPU, memory, storage and network bandwidth is still using 100% of that server’s

other components (fans, LEDs, optical devices, network interface card(s), and power

supply). This Physical overhead can be reduced by consolidating these underper-

forming servers into a set of virtual servers hosted by one large physical server.”

[21]

”Data centers and computational clusters use virtualization because of the many

benefits it offers over the use of traditional stand-alone servers such as ease of man-

agement, enhanced security, and reduced costs.” [31]

”Optimal power efficiency is obtained when virtual machines are consolidated so

that all the resources for a given host are fully utilized.” [31]

”A recent study of six corporate data centers found that most of the 1,000 servers

were using just 10-35% of their processing power [12]. IBM estimated that the average

capacity utilization of desktop computers was just 5% [13]. All of this wasted capacity

still requires power, space, and cooling, as well as administration.” [32] ”Proper use

of powerful modern server class hardware can eliminate the wasted capacity. First,

by using products such as those developed by VMware [14], a physical server can be

carved into a number of ’virtual machines’ that share the disk space, memory, and

processing capacity of the physical server while remaining entirely isolated from each

14



other.” [32]

”A virtual machine can represent almost any operating system, and virtual ma-

chines representing different operating systems can reside on the same physical server

hardware. Natural consolidation occurs when multiple physical servers are turned

into virtual servers and aggregated on one physical server. This reduces the space,

cooling, and power requirements of the data center.” [32]

1.2.5 Computer Replacement to Save Energy

Because of the high energy cost of manufacture, it is generally not energy efficient to

replace less efficient computers with more efficient computers.

One manufacturer (Teradata) noticed that successive generations of their servers

consumed significantly less power to perform the same amount of work, stating that

”today’s computers or servers can perform at a much higher level compared to those

only a year or two old while consuming similar or even less energy during operation.”

[33]

This allowed them to consider the question of whether it would be energy efficient

to replace computers with newer models. The basic calculation is to compare the

energy cost of manufacturing a computer to the energy saved by replacing it with a

more energy efficient computer.

The key number in this analysis is the very high amount of energy required to

manfacture a new computer. An estimate of 1700 kWh was used in the Teradata

study. [33]

Consider the power savings in the case with a one to one replacement of a computer

for a more power efficient model. For example, replacing a server that consumes 100

watts of power with one that consumers 90 watts would yield about a 10 watt savings.

When compared with the high estimated manufacturing cost of 1700 kWh, it would

take 170,000 hours of operation to justify replacement based on energy cost alone.
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This is far beyond the useful life of computers. [33]

”Green computing must take the product life cycle into consideration, from pro-

duction to operation to recycling.” [33] To complete the energy cost replacement

calculation, we would need to consider the energy required to recycle the computer.

This additional factor would make computer replacement for energy savings even less

justifiable.

1.2.6 Router Power Efficiency

In 2008, a rough estimate by Lawrence Berkeley Laboratory researcher Bruce Nord-

man was ”that although data center network equipment accounted for 2 terawatt

hours per year in the US, residential network equipment accounted for 7.3 terawatt

hours and commercial office equipment accounted for 8.8 terawatt hours, not includ-

ing cooling costs.”[34] This estimate indicates that data center routers consumes far

less than office and home routers. This observation led to the suggestion that ”the

resurgence of network-centric applications on which servers, proxies, and switches

closer to the network core will be key to cutting overall consumption, and the con-

tinued deployment of peer-to-peer and grid computing networks in which desktops

assume the role of servers will be crucial to cutting energy use and costs.” [34]

Energy Efficient Ethernet is an IEEE standard ”which can maintain rudimentary

connectivity for devices in low-power states, and an IEEE standards track effort to

speed up or slow down Ethernet link rates”. [34] The IEEE ratified standards for

energy efficient ethernet in September 2010. The estimate is that 50% power will be

saved by enabling power saving features in routers. [35]

1.2.7 EOC - Container Based Data Center

One example is creation of a virtualized data center termed ”Environmentally Op-

portunistic Computing (EOC) , which engages sustainable computing at the macro
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scale” [36] at Notre Dame. This solution is a containerized data center with no

cooling unit. ”From the outset the system was designed for operation utilizing only

direct free cooling via outdoor or greenhouse air.” [36] All output of air goes into the

greenhouse. ”During cold weather, the heat generated by the data center is vented

into the greenhouse, saving both cooling costs for the data center and heating costs

for the greenhouse. During hot weather, heat production and delivery is balanced

by services migration.” [36] The 100 servers in this ”Sustainable Distributed Data

Center (SDDC) container” [36] are dynmically scheduled, using a temperature aware

algorithm, in the Notre Dame Condor cloud, which is called ”Green Cloud.” [36] This

solution demonstrates that modern data centers can be dstirbuted in containers, pos-

sibly eliminating the need for active cooling.

1.2.8 Software to Manage Power in Buildings

Computer software has proven the ability to reduce power consumption in the man-

agement of office buildings. ”the Energy Star power-management tool Portfolio Man-

ager showed potential energy savings of 6 to 15 percent for more than 20 buildings.” [7,

p. 76] This example demonstrates that software programs can be effective in reducing

power consumption.

1.2.9 Telecommuting

Telecommuting offers the potential to save huge amounts of energy. ”An ITIF report

found that, if only 14 percent of existing American office jobs were converted to

work-from-home jobs, the savings would be dramatic: estimated at 136 billion vehicle

travel miles annually in the US by 2020 and 171 billion miles by 2030.10” [7, p. 77]

”The federal government has been relatively unsuccessful in achieving even modest

telecommuting goals.” [7, p. 77] Some unknown change in how managers handle off-

site employees will be required for the government to meet even modest telecommuting
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goals. [7, p. 78]
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CHAPTER 2

POWER MEASUREMENT AND SAVINGS

2.1 Power Measurement

2.1.1 CMOS Single Transistor Energy Cost

”Most microprocessors today are fabricated using the CMOS (Complementary Metal

Oxide Semiconductor) technology. All digital circuits, regardless of their complexity,

work by switching the state (on-to-off, off-to-on) of the millions/thousands/hundreds

of transistors in the device. The reason that CMOS is so popular is that significant

power is only drawn while the transistors in the CMOS device are switching between

on and off states. In other words: no processing/calculating implies no (minimal)

electrical current drawn.” [1]

”For any electrical device, the power it dissipates is equal to P = V x I where

V is the voltage and I is the current. Furthermore, the average amount of energy

consumed equals E = P x t where P is the average power dissipated in the device

and t is the time period of interest. If the speed of a CPU clock is S MHz, then a

transistor could switch S million times in one second. Thus, the amount of energy

used by a single transistor in one second is” [1]

Figure 2.1: Single Transistor Energy Equation [1] (t=1)
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2.1.2 Static Power and Leakage

”The static power of a CMOS circuit is determined by the leakage current through

each transistor.” [29] Static Power is the amount of power consumed by a CMOS

circuit that is not related to the switching of the transistors. It is wasted power that

is dissipated as heat.

”With the continuous scaling of CMOS devices, leakage current is becoming a

major contributor to the total power consumption.”[29] ”Reducing the supply voltage

for transistors requires that the threshold voltage be decreased as well. Decreasing

the threshold voltage increases the subthreshold leakage current.” [29]

”The ratio of leakage power to total power is of particular interest in a modern

high-performance microprocessor.” [37] The leakage power ratio is the leakage power

divided by the total power consumed. Leakage power for an early Itanium processor

varies from .2 to .4 during various tests. [37] This means that 20% to 40% of power

consumed by this CPU under load is wasted when compared to a design with no

leakage power.

Models have been developed to help designers understand device leakage in CMOS

circuits. Total leakage includes gate-to-channel, edge direct tunneling (EDT) and

subthreshold leakage. [38] ”The major leakage mechanisms in DG devices are the

subthreshold leakage and the gate (gate-to-channel + EDT) leakage.” [38] In this

case, DG means double gate transistors.

Reducing the leakage current is a complex design problem. ”The goal is to opti-

mize the channel profile to minimize the off-state leakage while maximizing the linear

and saturated drive currents.” [29] ”With reduction of threshold voltage (to achieve

high performance), leakage power becomes a significant component of the total power

consumption in both active and standby modes of operation” [29]
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2.1.3 Dynamic Power

In order to understand the energy consumed by a computer, it is important to un-

derstand dynamic power measurement. A Watt is a point in time measurement. The

sum of the fluctuating point in time measurements is the energy used measured in

Joules.

”Today, the limits are based on fundamental physics, as exhibited by the dynamic

power equation: P = CV2f where P is power, C is capacitance, V is voltage, and f is

frequency.” [39]

”However, the most popular measurement of machine energy for benchmarking

is based on measuring the power consumption in Watts [35], [36]. Although power

(Watt) is a good benchmark on a time interval, it does not reflect the overall energy

of the processes. This paper takes execution time into account and continuously

monitors the power of the entire processes. Thus, the energy is (Joule, Watt / Second)

more important than power (Watt).” [2]

”The energy is obtained by integrating the power over execution time as shown

on equations 4 and 5. We also had the result shown in Joule in addition to Watts.”

[2]
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”Our measurement comes along with the current signal we intercept between the

machine and the wall AC source. As we mentioned before, in reality, the system

power (Watts) usage is not a constant. Thus, continuously monitoring the system

power will bring us a more accurate picture. As a result of a continuous random

variable, the dynamic energy Edyn is ” [2]

Figure 2.2: Dynamic Energy Equation [2]

where

Figure 2.3: Dynamic Energy Equation 2 [2]

”Note that the energy Edyn is in Joules when time t is measured in seconds and

power P in Watts. For example, equipment consumes 10 Watts, and it takes one

second to complete a task, then we need 10 Joules for each task. To obtain the total

energy usage of a process, we simply record the signal through its entire execution.

Actually, to make the record more precise, we have the process repeat itself for at

least 120 seconds for measurement purpose. So, even if the process is so fast that all

we get are aliasing signals, we can still get a rough average power.” [2]

”Dynamic power dissipation consists of two components. One is the switching

power due to charging and discharging of load capacitance. The other is short circuit
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power due to the nonzero rise and fall time of input waveforms.” [29]

2.2 Power Reduction

2.2.1 Dynamic Voltage and Frequency Scaling

”Dynamic Voltage and Frequency Scaling (DVFS) is used in order to obtain lower

energy consumption on a dynamic CPU load; vendors refer to DVFS as P-states

(P=performance). This allows for energy saving in processors tuned for laptops or

marketed as EE (energy effcient) [13, 4].” [40]

”Per Core Power Gating (PCPG) (or dynamic core gating [DCG]) [8, 5, 11] is

another technology, that is a hardware feature allowing the cores in a multi-core CPU

to shut themselves off in absence of any load [15]. DVFS is explicitly controlled by the

OS-scheduler, but on the other hand PCPG is controlled, in hardware, automatically.

The PCPG states are also called C-states. The i7 processors has a hardware unit

called Power Control Unit (PCU) that controls the C-states of a core depending on

the load.” [40]

2.2.2 Cooling, Waste Heat and PUE

Each watt of power consumed is dissipated as heat. When the computer is in a cooled

environment, the power cost calculations should include the cost of cooling. Likewise,

in a heated environment, the power cost should be discounted because of the useful

work the computer does in heating the environment.

”A Gartner study found that data centers, with their associated servers, air con-

ditioning, fans, pumps, uninterruptible power supply (UPS), and so on, use 100 times

the energy per square foot of an office building.6” [7] Data centers therefore require

more concentrated cooling than office space.

”Cooling is the removal of waste heat generated by power conversion, racks, and

any other equipment in the data center. Cooling can be improved by more efficiently
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removing the waste heat, or by generating less heat in the first place.” [32]

”To a first order approximation, both cooling and provisioning costs are propor-

tional to the average energy that servers consume, therefore energy efficiency im-

provements should benefit all energy-dependent TCO components.” [23] TCO stands

for total cost of owernship.

”Supercomputers consume a huge amount of electrical power and generate a

tremendous amount of heat. Consequently, keeping a large-scale supercomputer reli-

ably functioning requires continuous cooling in a large machine room.”” [41]

”high voltage AC power can reduce waste heat by eliminating PDUs and lowering

current and circuit requirements.” [32]

”Almost all power consumed by IT equipment turns into waste heat that must

be removed, or IT equipment can’t function properly and reliably.” [42] ”Every watt

of electricity consumed by IT equipment, an extra one and one half (1.5) watts of

electricity is needed” [42] The figure is 1.5 instead of 1 because of ineffieciencies in the

cooling process. ”As a current rule of thumb, 1 megawatt (MW) of power consumed

by a supercomputer today typically requires another 0.7 MW or cooling to offset the

heat generated” [41]

Managing heat effectively is important because running computers at higher tem-

peratures reduces reliability. ”Hot spots in data centers are detrimental to hard-

ware reliability as, for every 10 ◦C (18 ◦F) above 21 ◦C (70 ◦F), reliability declines by

50%.”[42] ”According to Arrhenius’ equation as applied to computer hardware, every

10 ◦C increase in temperature results in a doubling of the system failure rate.” [41]

”The lesson learned is that by keeping the power draw lower, we can lower a super-

computer’s system temperature, thus improving system reliability, which, in turn,

contributes to better availability and productivity.” [41]

The PUE is the ratio of the total power used in the data center divided by the

power used by the computer equipment in the data center. The lower the PUE, the
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more efficient the datacenter. Using the PUE as measure of data center efficiency,

we can speculate on what the values of an efficient data center would be. For a

naive interpretation, a PUE of 1.0 would mean that all power consumed by the data

center is used computers, and none is used for lighting or cooling. A PUE of 2.0

would mean that each watt of power used would need to be actively cooled excluding

lighting. Figure 3 shows industry accepted standards for the interpretation of the

PUE as a measure of efficiency.

Figure 2.4: PUE efficiency interpretation for data centers. [3]

Because the PUE is defined with respect to total energy consumed, it is possible

to have a PUE of less than 1.0 if energy generation is included as part of the data-

center design. One example is using the heat generated by the computers to power a

heat driven absorption chiller. ”The main challenge addressed is generating enough

high temperature heat from the blade components inside the data center, and then

capturing and transporting that high quality heat effectively and efficiently to the

Li-Br absorption chiller.” [3] When a solar array is added, a datacenter can achieve

a PUE of 0.94 with current technology. [3]

2.2.3 Power/Performance Metrics

”There are two popular energy-efficient metrics currently in use: the energy-delay

product (i.e., ED2) and performance per watt (e.g., floating-point operations per
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second per watt or FLOPS/watt).” [43]

”The ED2 metric represents the energy consumed by an application (E) multiplied

by its execution time (i.e., delay) of that application (D) to the power n, where n =

1, 2, . . .. The ED2 captures the translation of energy into useful work. For example,

a small ED2 means that energy is more efficiently translated into performance, i.e.,

smaller execution delay.” [43] ”Using ED2 with n ≥ 2 as an efficiency metric to

compare two supercomputer designs has a biased effect towards a massively parallel

HPC architecture. A large n value not only emphasizes the performance aspect of

a HPC system, but it also exaggerates the performance gained from the massive

parallelism.More specifically, the ED2 metric with n ≥ 2 increases exponentially with

respect to the number of processors in a supercomputer.[44]

”The Green500 List uses performance per watt (PPW) as its metric to rank the en-

ergy efficiency of supercomputers.” [45] ”The ’performance per watt’ metric is defined

as: PPW = Performance / Power. The Green500 List explicitly specifies that per-

formance is defined as the achieved maximal performance by the Linpack benchmark

on the entire system.” ”Power is defined as the average system power consumption

during the execution of Linpack with a problem size that delivers” the maximum

performance. [45] The units for this metric are GFLOPS (Giga FLoating-point OP-

erations per Second) per watt. [45]

”the performance-power ratio is a better metric for efficient supercomputing, at

least relative to power consumption.” [44] ”The FLOPSn/W metric is really a deriva-

tive of EDn” with the value of n equal to one. [44]

For a comprehensive power/performance metric, reliablity must be included, but

it currently is not. We know that computers become less reliable when operating

at higher temperature. Additionally, a computer that fails to operate over sustained

periods of time wastes energy during those failure periods, which is not reflected in

the metric. ”Despite the ’elusiveness’ of a new efficiency metric, we still advocated the
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need for one in supercomputing and discussed the issues that a new metric should

consider: reliability, productivity, power efficiency (performance-power ratio), and

sustained performance.” [44]

2.2.4 Data Centers Power Measurement Metrics

”Data center energy and emissions costs are a major concern in green IT analysis

because more than half of all IT-related electrical costs are generated there, from small

installations to massive facilities with thousands of servers and tens of thousands of

associated workstations.” [p. 75][7]

”Total power consumption. In a recent study, this metric was the most popular

with 68% of IT managers specifying its use. The cost of power and the kilowatts used

are typically included in the baseline assessment [9]. This metric can be useful in

tracking power usage by facility, function, application, and employee. Accountability

for electricity usage by IT organizations has been highlighted since it is a cost that can

easily be tracked and it is a large part of the IT budget. Making power cost a discrete

line item in the IT budget invites action to become more efficient and generate cost

savings.” [5]

”Power usage effectiveness (PUE). PUE is equal to Total Facility Power/IT Equip-

ment Power. IT equipment power is defined as the load associated with computers,

storage, network equipment and peripherals [33, 44]. Total facility power is the total

power measured at the utility meter. A PUE of 2.0 indicates that data center demand

is twice as high as the power necessary to power the IT equipment. A PUE value of

1.0 would indicate 100% efficiency with all power consumed by IT equipment.” [5]

”Data center infrastructure efficiency (DCiE). DCiE = 1/PUE. This ratio is equiv-

alent to the PUE. In the above example IT equipment uses 50% of the power in the

data center. The other 50% is of power demand is typically required for cooling. As

IT equipment uses less energy per unit of performance, then less energy is needed for
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cooling and DCiE will move higher [33].” [5]

”Data center performance efficiency (DCPE). DCPE = Useful Work/Total Facility

Power. This ratio is informed by PUE and DCiE. However, it is much more complex

to define and measure ’useful work’ performance as a standard metric [44].” [5]

2.2.5 High Performance Computing

The performance to power design problem leads to two questions: how to measure

performance, and how to measure power. For measuring power, the Green Destiny

team used a Yokogawa digital power meter that was plugged into the same power

strip as the system.[46] The author used the Watts Up Pro power meter for verifying

the power usage parameters supplied in the 1E software. The Watts Up Pro meter

was also recommended and used by Tabeli in his Villanova thesis.

Measuring performance is more complex. The Green Destiny team used MIPS and

Mflops at a clock speed to describe overall system performance. They ran benchmark

programs like Linpak for CPU performance, STREAM for memory performance,

Bonnie for I/O performance. The result of measuring power performance is that you

can generate power efficiency measurements when you do the ratio of performance to

power consumption.

For each of these performance metrics, it is possible to show the power efficiency

by dividing performance by the power consumption. This the simple idea behind the

Green 500 supercomputer list. The Green 500 shows supercomputers that perform

with the highest power efficiency and provides recognition for teams that optimize

for this area of design. ”It is a common practice to use average power for reporting

FLOPS/watt metric for the Green500 list.” [43] Even though average power is used for

the Green 500 FLOPS/watt metric, it can be argued that maximum instantaneious

power would be a better measure because it can indicate when to best measure power

due to fluctuations. [43]
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The Supercomputing in Small Spaces project was started in 2001 by members

of the Los Alamos National Lab. They identified lower power building blocks that

could be used to create a low power supercomputer. One result of the project was the

creation of Green Destiny, a power efficient supercomputer. Green Destiny consumed

only 3.2 kilowatts of power while running diskless, ”but with performance slightly

better than a 172-processor Cray T3E 900 (circa 11/2001 TOP500 List) when running

Linpack.” [46]

The Supercomputing in Small Spaces team recognized the idea ”that the failure

rate of a compute node doubles with every 10.C (18.F) increase in temperature above

75.F, and temperature is proportional to power density.” [46] They designed their

supercomputer to run reliably at high temperatures. ”Green Destiny provided reliable

compute cycles with no unscheduled downtime from April 2002 to April 2004, all while

sitting in an 85.F dusty warehouse.” [46] By using low power building blocks, they

were able to provide a reliable super-computer without active cooling (refrigeration).

Green Destiny ran at higher temperatures.

The Green Destiny team provided an example that if nodes in the computer were

spaced out to allow adequate air flow, active cooling could be avoided. There will

likely continue to be massive super-computers with huge actively cooled facilities. In

the future, this same technology can be used to create reliable computers that do not

need active cooling simply by spacing the nodes and providing adequate air flow.

”A major issue in contemporary data centers, hosting such high computation

facilities, is the high energy consumption in their operations.”[47]

”However, as supercomputers transition from petascale to exascale systems, well

have to dramatically rethink the underlying way in which computation is performed.”

[39]

The K computer is a new super computer. Preliminary test showed 828 mega-

flops/Watt while performing the LINPACK benchmark on 4 racks of nodes and
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48tera-flops. [48]

”As a result, supercomputers must be designed to provide significantly better

power performance. This contrasts sharply with previous decades, when reliance on

commodity parts drove supercomputer evolution at the cost of power and device

efficiency.” [39]

”Historically, CMOS scaled by decreasing the capacitance per device, while in-

creasing the total number of devices with Moores law. Successive generations also

experienced increases in clock frequency. Despite the exponential growth derived by

increasing capacitance and clock frequency, decreasing supply voltages held the entire

equation in balance.” [39]

”However, clock-rate increases have resulted in increases in per-processor power

consumption, which have now reached the upper limits of practical acceptance, even

with the mitigating contributions of reduced logic voltage levels. Clock rate shouldn’t

increase over the coming decade as much as it has over the previous two, which will

largely eliminate an important contributing factor to performance increase. Also,

voltage levels will diminish only slightly because we’re now reaching the limits of

reliable circuit switching. Thus, we can expect little future power advantage from

this other source of past improvements.” [39]

”Indeed, the use of hardware-supported speculative computing was one factor

in increasing power consumption. The current era in processor core size has largely

eliminated processor complexity as the second important source of performance gain.”

[39]

”Finally, active power management and fault tolerance mechanisms will be in-

cluded within the new architectures. Where core logic is used only lightly, clock rates

will be lowered to further reduce power consumption. Fault detection, isolation, and

reconfiguration mechanisms will be incorporated for fault tolerance. The mean time

between failures of future systems comprising hundreds of millions of cores will be
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too short to support conventional check-pointing and restart methods.” [39]

”Projecting todays systems into exascale performance, even adjusting for technol-

ogy improvements, will result in supercomputers that exceed 100-MW power bud-

gets.12” [39] [49]

2.2.6 High Performance Computing Power Measurement

”Power utilization is a primary issue for high performance computing (HPC). Under-

standing it through physical measurements provides the critical first step to devel-

oping effective control techniques. For example, knowing the power consumption of

each job in an HPC system will enable us to design a power-aware job scheduler and

enhance the systems power efficiency.” [50]

Power measurement for the Jaguar supercomputer at Oak Ridge National Lab-

oratory (ORNL) ” remains an ad hoc process.” [50] It relies on a combination of

hardware based methods for measuring wattage and software-based methods to esti-

mate wattage. [50]

Hardware based methods for measuring power can be distinguished as a stand-

alone meter or an integrated sensor. ”The use of meter requires a measurement

platform be physically built first whereas the use of sensor can skip this step. As we

will see, today we have more options to use integrated sensors for each domain. In

other words, the measurement process is slowly being standardized.” [50]

”The use of an inline meter is a common power measurement method for a server.

Watts up? PRO, for example, is a popular inline meter used by many because of its

cheap price (around $150), reasonable accuracy (+/- 1.5%), and okay sampling rate

(1 Hz) via USB interface. Energy benchmarking such as Green500 and SPECpower

ssj2008 use this type of measurement method.” [50]

”To measure the power usage of server components such as processors, memory

and peripherals, a common method used is to intercept the power rails coming from
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the nodes power supply unit. In practice, current is measured instead since the

voltages on these rails remain constant.” [50]

”The new generations of CPU, such as AMD K10, use multiple power rails for a

CPU. The cores, memory controller, and I/O links are all powered up with separate

rails. Yet there is no easy way to measure the power usage of these CPU components.”

[50] ”New high-end processors add on-chip power sensors and an integrated power

control unit to allow each processor to perform real-time monitoring of each cores

current, power, and voltage states.” [50]

”The U.S. Environmental Protection Agency has recently determined that source

energy is the most equitable unit for energy efficiency evaluation. Source energy

represents the total amount of raw fuel required to operate the site. In other words,

it accounts for all production, transmission, and delivery losses. The evaluation of

the power loss will require simultaneous power measurements.” [50]

2.2.7 Optimal Power to Performance Ratio

”The list of fastest supercomputers is maintained by the Top500 [2], based on the

high-performance LINPACK (HPL) benchmark [1]. The list ranks the supercom-

puters based on performance using the metric of floatingpoint operations per second

(FLOPS).” [51] ”Many analytical and statistical models have been developed to au-

tomate the process of tuning the parameter space of HPL for achieving maximum

performance.” [51]

”The most popular metric for energy efficiency is the performance-per-watt metric

(i.e., FLOPS/watt). It is used by the Green500 to rank the most energy-efficient

supercomputers in the world.” [51]

Some HPC researchers took an existing 64 node HPC test cluster and attched

a Watts Up! Pro energy meter to attempt to understand the relationship between

the maximum performance settings for the cluster in FLOPS, compared to the most
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energy efficient settings in FLOPS/watt.[51] The model used multi-variable regression

analysis select the optimal settings. We could reasonably expect that the most energy

efficient settings to be the same as the maximum performance settings because of the

static power problem. Instead, they found that the most energy efficient settings were

slightly below the maximum performance settings (3.65 TFLOPS to 3.62 TFLOPS).

Though the researchers did not identify the cause, it is plausible that high performance

settings produce more heat and therefore the components are slightly hotter and

therefore less efficient. To verify this, we would need to monitor the temperature for

the nodes. Additionally, changing the model to include the amount energy required

for active cooling would increase the gap between the most energy efficient settings

and the performance optimized settings. Because of other costs like personnel and

facility, it is not clear that the fastest supercomputers would be set to run a few

percent slower to save a few percent in energy costs.

”In our experiments, we use a Watts UP? Pro ES power meter” [51]

2.3 Desktop Power Management Concepts

”PCs, which are left powered on during night or weekends irrespective of user activi-

ties, waste 1.5 TWh of electricity per year.” [52]

Desktop computer usage can be divided into different modes of operation: Active,

Hibernation, Standby and Shutdown. [15] In active mode, the computer is not power

managed. In hibernation mode, memory is stored in persistant storage. In standby

mode, the processor is stopped, but memory remains active. From shutdown mode,

the computer must restart. [15] These modes of operation can be used by an algorithm

to reduce power consumption. [15]

”The most attractive energy-savings modes tend to be those with the highest wake-

up penalities, such as disk spin-up time, and thus their use complicates application

deployment and greatly reduces their practicality.” [23]
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2.3.1 Power Savings Potential

The power savings potential from Green Computing efforts is really the amount of

power wasted. Many computer components have a static power consumption even

when the computer is doing no useful work. One design ideal for proportional com-

puting would be the reduction of static power consumption to a minimum level.

”For example, the EPA recently estimated annual savings from using enterprise

power-management software for desktops could be US $25 to $75 per computer -

you do the math for your company (Computerworld, ’Green from the Roots,’ 4 Aug.

2008).” [14]

The idea behind powering down a desktop when not in use is to eliminate the

power that is used while the computer is doing no useful work. ”Essentially, even an

energy-efficient server still consumes about half its full power when doing virtually no

work.” [23] ”We see that peak energy efficiency occurs at peak utilization and quickly

drops as utilization decreases. Notably, energy efficiency in the 20 to 30 percent

utilization range - the point at which servers spend most of their time - has dropped

to less than half the energy effeciency at peak performance.” [23]

One author proposes that hardware should be designed so that energy use be

proportional to use. ”energy-proportional hardware could obviate the need for power

management software, or at least simplify it substantially, reducing power manage-

ment to managing utilization.” [23] If computer desktop’s power consumption were

proportional to the work done, it would be unnecessary to place the computer in a

low power state because no energy would be saved. This would render specialized

power management software, like Nightwatchman, obsolete.

The power wasted by current server hardware power overhead is about 50%.

”Energy-proportional computers would enable large additional energy savings, po-

tentially doubling the efficiency of a typical server.” [23]

A study of power savings potential on database servers observed that implement-
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ing low-power ”resource management algorithms within the DBMS to exploit the

power-saving modes of energy-aware hardware systems (e.g., CPU,storage devices,

and memory). ” [53] could save ”up to 47% of energy”. [53] Implementing DBMS

power aware query optimizer would provide a 3% - 19% energy savings with min-

imum sacrifce in performance. This savings was calculated from a model that as-

signed power savings to execution plans. The model accepted more power effiicient

plans while sacrificing performance. [53] The model ”also systematically studied the

energy/performance patterns of our workloads, and found that queries with power

efficient plans that are missed by traditional query optimizers are very common.” [53]

Although low-power supercomputing has resulted in impressive efficiency and com-

petitive performance, many system researchers argue that it still has two disadvan-

tages. First, most low-power supercomputing solutions require architectural modifica-

tions, for example ... Second, the tremendous growth in supercomputing performance

has largely been spurred by commodity parts designed for PCs and servers.” [41]

”We are building a system with multiple power and performance modes and then

dynamically adapting the system’s power and performance mode to match the current

workload - the aim is to reduce power while maintaining performance. For instance,

a processor-bounded workload requires the highest clock frequency (and voltage) to

maintain performance, whereas a memory-bound workload can use a lower frequency

and voltage for better energy effeciency while still maintaining performance.” [41]

”Ideally , the appropriate time to scale down the processor’s voltage and frequency

is whenever the processor is waiting for data from memory accesses or I/O operations

because there’s no reason for it to set and spin its wheels at the maximum voltage

and frequency while doing nothing.” [41]

A similar approach can be taken with network loads. Power savings can be

achieved on switches by adding dynamic transimission capacity control. The idea

is to have multiple ports connecting two locations, powering off ports when not in
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use. A test environment was set up with traffic varying up to 8Gb/s balanced over

9 Giga bit ethernet ports. A model was used to find an optimal control interval

to adjust the number of active ports. Acceptable performance was defined as no

packet loss. Proportional power savings have been demonstrated in testing using this

method. [54]

”The challenge for power-aware algorithms is thus to place processors in low-power

mode only when doing so won’t reduce performance.” [41]

”A comprehensive plan for achieving green computing really does require an ar-

chitectural approach.” [19]
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CHAPTER 3

CASE STUDY - PRELIMINARIES

3.1 Scope of Case Study

This case study documents a 1E/Nightwatchman software deployment on 2000 desk-

top computers at more than 10 offices for the City of Tulsa government. 1E/Nightwatchman

software allows centralized management of computer power states with centralized re-

porting. The value of this case study is as a reference for future deployments.

Review of a case study can mitigate risk. Increasingly complex software is de-

ployed as vendors supply more sophisticated products to solve real world problems.

Often the people who evaluate, purchase, deploy and maintain these products have

limited technical understanding of how these products work. Inexperience and lack

of technical understanding can have serious negative impact on success. Review of a

case study can help to inform decision makers about potential issues to mitigate risk.

3.2 1E/Nightwatchman Software Features

- Desktop computers can be power managed in groups with a shared policy.

- Groups of power managed desktop computers can be formed by physical location

or organization role.

- Power management policy is applied by a physical location group, or by organization

role group, or both.

- Power policies include a day and time for shut down.

- Computer users may be allowed to manually cancel a shutdown in progress.

37



- A shutdown policy has the option to detect if a computer has been idle, and skip

the shutdown if not idle.

- There may be multiple shutdowns times in a power policy for a single day.

- Customizable scripts are run as part of shut down in order to save documents or

handle errors. One example of how the City of Tulsa used the custom scripts was to

cancel the shutdown if the computer had the Extra! mainframe terminal emulation

program running.

- Centralized reporting stores time in state (on/off/standby/active/idle) for each desk-

top computer in one minute intervals in a database for reporting.

- Centralized reporting captures shutdown/wakeup errors for proactive troubleshoot-

ing.

- Comprehesive management reports are provided.

- The web wakeup feature allows individuals to power on their computers from a

remote location.

3.3 1E/Nightwatchman Software Assumptions

- Central power management of desktop computers is more effective than relying on

individuals.

- Desktop computers can be shutdown remotely with minimal negative impact.

- Assignment of a computer to a group (location or organization) is done manually

by an administrator.

- For newly added computers, an administrator will be able to tell location and or-

ganization information by computer name.
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3.4 Mayoral Policy on Energy Efficiency

Power management policy for the City of Tulsa’s desktop computers was first estab-

lished in 2007 by Mayor Kathy Taylor in ”City of Tulsa Energy Conservation and

Efficiency Plan”. The policy read, ”In an effort to save electricity, all City computers

are to be turned off at night unless it is absolutely necessary not to do so.” [4]

Figure 3.1: City of Tulsa Desktop Energy Policy [4]

Publishing a desktop computer power policy, and then relying upon the individual

to take action to enforce that power policy, was ineffective. Initial results from the

1E/Nightwatchman pilot showed that computers were in the off state less than 5% of

the time. [see Figure 3.2] We determined this by installing the 1E/Nightwatchman

software in stealth mode. In stealth mode, the software monitored the time in state

including whether the computers were powered off. This low voluntary compliance

with policy would have been a significant factor in the decision to purchase centralized

power management software, if the data had been available.
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Figure 3.2: 5% Time in Off State from Baseline
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3.5 1E/Nightwatchman Software Purchasing Decision

In July 2009 Information Technology management at the City of Tulsa purchased

licenses of 1E/Nightwatchman (NW) software for 2000 of the citys 2750 desktop com-

puters for $24,790.00. NW allows centralized power management and data collection

for desktop computers running the Windows OS. The city also purchased licenses for

500 computers of 1E/Wakeup (WU) software for $2,440.00.

Establish cost to purchase:

Figure 3.3: Cost to Purchase 1E Nightwatchman Software

3.6 Resistance to Implementation

The City of Tulsa’s first effort in Desktop Computer Power Management was initiated

in July 2009 with the purchase of software to manage power. Though the software

was purchased in July 2009 , the software implementation did not begin in January

2010. The delay in implementation from June 2009 to January 2010 was due to many

factors.
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Figure 3.4: Cost to Purchase 1E Web Wakeup Software

The reason given by IT managament for placing the 1E/Nightwatchman imple-

mentation on hold was related to the recent deployment of Altiris centralized desktop

management and control suite. This deployment caused some widespread interrup-

tion of service, dramatic slow-down of desktop computers, and hostile response toward

IT. IT management was unwilling to commit to another city-wide control software

deployment because of the risk of similar problems. City IT workers were skeptical

of whether the software would work properly in the city’s environment, and recom-

mended caution.

A significant factor in normal city worker’s resistance to desktop power manage-

ment was attributed to the ”big brother” factor. Normal city workers are resistant

to big brother software [55] that remotely monitors usage and controls computer us-

age. Employees were concerned that the software was monitoring their computer

usage to measure their job performance and gather evidence against them for pos-

sible disciplinary action and termination. Nightwatchman does gather information

about whether the computer is idle, and for how long, but does not have a method
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to determine whether the worker is being productive. It is impossible to use the

1E/Nightwatchman software to determine if the worker is being productive while

they are active on the computer.

Other obstacles to implementation were:

- It would be difficult to test the installation properly to ensure that the software

did not destabilize the target PC. The team decided to have multiple pilots and a

staggered roll-out schedule to overcome this objection.

- It was well known that Wake On LAN broadcast packets were not relayed by

routers on the city network, so there were concerns about whether the wake up feature

would work at all city locations. As it turned out, the 1E/Nightwatchman software

was successful in using active agents by subnet to broadcast these wakeup packets.

- Many city employees needed to VPN (virtual private network) and remote con-

trol their desktops after hours, which would be impossible if the personal computers

(PCs) were off. This required activation of the 1E/Nightwatchman web wakeup fea-

tures. Other work done to support remote wakeup included custom modification of

1E/Nightwatchman’s web form for waking up computer, integration of the web form

into the Juniper web VPN product, proper designation of network subnets in the

Agent control section of the software, and testing. This allows worker to wakeup up

their work computers from home using the VPN web page.

- There was no list of PCs which could not be turned off, so called production boxes

that performed 24 hour productive work. Mission critical programs ran on desktop

computers (instead of a server) that would have serious consequences if shutdown.

The implementation team would have to create a list of these computers that could not

be power managed. The list exceeded 400 computers, but also included individuals

who strongly objected to power management, as well as computers that needed to

stay on.

In January 2010, the author initiated the implementation of 1E/Nightwatchman
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software at the City of Tulsa because of Green Computing ideas from Dr. Park’s OSU

computer architecture class. This paper details the results of work done to implement

1E/Nightwatchman software for that class project. The author had to reassure IT

management that the list concerns would be addressed before permission was given

to proceed. Without Dr. Park’s vigorous encouragement, this effort would not have

started.

3.7 Power Savings Estimate

To justify the cost of purchasing 1E/Nightwatchman software, IT management guessed

that $100,000.00 per year could be saved if 2000 Desktop computers were power man-

aged by turning off the computers when they were not in use. The actual estimate, as

well as the results after 1 year of operation, confirmed that initial guess. 1E software

provides a saving calculator based on number of computers, time of power off, and

cost of electricity per kWh which also matches the estimate and results.

Estimate of savings was $100,000.00 for the first year. OTC stands for One Tech-

nology Center, and it the main city hall. Outside OTC refers to all locations except

city hall.

1000 computers at the OTC, 1000 computer outside the OTC: Total savings:

$42,300.00 + $84,600.00 = $126,900.00 per year

Estimated savings for each Desktop PC at the OTC at $65.70 - $23.40 = $42.30 per

year. Total savings estimate for 1000 PCs at the OTC is 1000 * $42.30 = $42,300.00

per year.

Estimated savings per Desktop PC outside the OTC at $131.40 - $46.80 = $84.60

year. Total savings estimate for 1000 PCs outside the OTC is 1000 * $84.60 =

$84,600.00 per year.

Lighting estimates for the OTC used a $0.06021 cost per kilowatt hour. Based on

review the rate paid to PSO through Williams, our estimate used the lower figure of
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Figure 3.5: Yearly Cost per PC at the OTC for City of Tulsa at $.05/KWh

Figure 3.6: Yearly Cost per PC outside the OTC for the City of Tulsa at $.10/KWh
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$.05 per KWh at the main city hall. Using the higher rate would have increased the

estimated savings.

Figure 3.7: Lighting Cost at OTC, December 2008

PSO charges a higher rate outside city hall, averaging more than $.10 per KWh.

The actual rate paid varies by location from $.08 per kWh to $.14 per kWh with

rates varying by meter. No suporting documention is provided in the thesis for this.

The author’s opinion is that $.10 per KWh is a conservative guess.

The reduced cooling cost was not included in the estimate of savings. Almost

all power consumed by computers is dissipated as heat. Desktop computer power

savings have a double impact on Green Computing during warm weather. Including

the reduced cooling costs would have increased the savings estimate.
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Figure 3.8: Electricing Cost at OTC from PSO, January 2010

Figure 3.9: Electricing Cost at OTC paid to Williams, January 2010
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CHAPTER 4

CASE STUDY - Implementation

4.1 Implementation Planning

4.1.1 Power Management Naive Solution for Desktop Computers

A naive solution for computer power management of a desktop computer is to power

it off when not in use. ”Turning off the system when not in use. This is the most basic

energy conservation strategy for most systems.” [12] This is the approach behind the

practical section of this thesis, implementing 1E software. This is also the approach

use by other modern research such as the Somniloquy solution. The naive solution is

valid, if you provide a method for remotely powering on a desktop computer. Allowing

the computer to be remotely powered on allows software updates to be applied, as well

as the ability to remotely access it. With this remote wakeup ability, it is feasible

to power off desktop computers when not in use for large power savings, even for

complex organizations like a city government.

The 1E power management software allows a central administrator to set rules

for powering off computers when not in use. The implementation of rules like ”turn

off all computers at 6:00PM except those in use,” allow the 1E software dramatically

save energy. These power policies can be applied to groups of computers by location

or organzation.

A computer that is powered off may need to be remotely powered-on. Many

modern network interface cards (NICs) support wake on LAN. Wake on LAN is a

broadcast packet that allows a remote computer to send a signal to wake a powered
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off computer. In order to recieve the wake on LAN packet, the network interface card

will stay powered while the rest of the computer is powered off. Our direct observation

is that this takes about half a watt of power. Unfortunately, many routers are set to

not relay wake on LAN beyond the originating subnet for security reasons.

A sophisticated solution that uses hardware to solve the problem of waking a

computer is Somniloquy. The Somniloquy solution allows a computer to be powered

off when not in use, but allows the ability to power on the computer by having a low

power USB device simulate the computer. In fact, the Somniloquy solution allows

certain PC functions like BitTorrent to active even when the PC is powered-off. [56]

1E software uses agent computers on the same subnet as the target computer. The

agent will receive a message from the Nightwatchman server and will broadcast the

wakeup message(s) originating from the same subnet.

The authors of the Somniloquy solution did an informal survey to better under-

stand the motivation for not powering off a PC. For home machines that were left

powered on, ”29% did so for remote access, 45% for quick availability and 57% for

applications running in the background, of which file sharing/downloading (40%) and

IM/e-mail (37%) were most popular. In the office environment, 52% of respondents

left their machines on for remote access, and 35% did so to support applications

running in the background, of which e-mail and IM were most popular (47%).” [56]

Because some computers are relied upon to do valuable work when a person is not

present, identifying computers that are doing useful work when a person is not there

is critical. 1E software identifies a computer as idle if a person has not interacted with

it for some period of time (i.e. 15 minutes). Desktop computers can be setup to run

data processing jobs that should be run on a properly monitored and supported server

computer. Turning off these computer can cause serious data processing problems for

the computer owners. Identification of computers that could not be powered off was

a key factor in success in the project.
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The 1E/Nightwatchman solution implemented in the thesis allows the function of

remote wakeup to address the remote access need. Our experience was that computer

power-on took 3-10 minutes, and functioned properly more than 90% of the time. The

1E server did properly log computers that did not wake. The troubleshooting for this

was an on-going minor issue. In general, the support group waited until a person

complained about a computer not waking instead of pro-actively checking the report.

4.1.2 Management Directive - Manager Approval

Figure 4.1: Deployment Plan Diagram

To facilitate rapid deployment, the city IT management establishing the directive

that all desktop PCs would be turned off at 6:00PM, and left off until manually pow-

ered. They encouraged aggressive deployment of the power management software in

order to make the savings goal for the year in spite of obstacles. They recognized that

provisions would need to be made to accommodate VPN users and 24 hour desktops.

IT management placed an additional restriction that managers must approve before
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the software was deployed in their area. This additional manager approval step was

put in place to help ease user acceptance.

A problem with requiring manager approval before implementation was that the

city did not maintain a complete list of PCs and owners. The city also did not

maintain an accurate operational organizational chart, just a cost center chart. A

city employee may be paid by a different department, which makes it difficult to

programmatically identify the approving manager for an employee. Fortunately, the

recent Altiris deployment provided a fairly complete list of AD (Active Directory)

user names and corresponding computer name. Also, spreadsheets were used in the

recent Exchange implementation that roughly showed the actual organizational unit

for each AD user. From this information, we constructed a new Green Computing

database table that listed each computer, the owner, its power management policy,

the approving manager, and whether approval was given.

This new Green Computing table was web enabled with a grid showing all comput-

ers assigned to a manager, and a function added to allow web based approval. After

the mangers approved, a WSH script was used to install the power management soft-

ware. Because installations were automated, with lists of installations coming from

this table, multiple workers could update the Green Computing table through a web

form and thus control software installation.

4.1.3 Power Down Options and Behavior

1E/Nightwatchman identify the model of computer. The model of the computer is

stored to the central database. That model is used to pull the power usage of the

computer. Tests of specific computer using the Watts Up! meter verified the soft-

ware’s estimatated power usage. Figure 4.2 shows a sample of the power consumption

estimates by model.

1E/Nightwatchman software allows the option of the computer’s user to delay
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Figure 4.2: Power Consumption Values Supplied with 1E software

shutdown using a pop-up window. Whether to force the shutdown, or allow the user

to cancel, is configured in the power policy. Figure 4.3 shows the pop-up screen that

allows you to delay shutdown.

When a computer receives a shutdown command from the server, or reaches a

scheduled shutdown time, a pop-up with a countdown timer is provided. Whether

the user can cancel the shutdown is part of the power policy. The time for the

countdown is also set in the power policy.

4.1.4 Deployment Plan - Green Computing Table

In order to track the status of installation a new Green Computing table was created

to combine information from various sources. Inputs to this new table came from 4

sources: The list of computers, and usernames came from Altiris; the management

structure came from Active Directory; the group and power policy came from the

Nightwatchman database; finally user objections were captured in a custom web

form.
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Figure 4.3: Options for Delaying Shutdown

Figure 4.4: 15 Minute Poweroff Countdown Message

53



Figure 4.5: Force Poweroff Message

Figure 4.6: Green Computing Table
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The green computing table is used to generate 2 sources of output: 1) automated

generation of install/un-install scripts for Altiris and 2) a list of power managed

computers so that VPN users can wake-up their powered-off desktop.

The Green Computing table’s unique information is the users Category (Prod,

VPN, OK), and an explanation why they are in that category. Prod means a 24/7

computer that should never be power managed. VPN means an active VPN user

who has logged in to the VPN system in the last 90 days. OK means OK to power

manage.

The green computing table alsos tracks manager approval and installations. Ad-

ditional information is stored in the source system. For example, if you want to know

the name of the user, you use the ADUser to look up the name in active directory.

Additional information about the computer or user is gained by joining to the Altiris

database by Computername, or Active Directory by ADUsername. If you want to

know the Power Policy, you look it up in Nightwatchman using the computer name.

The Green Computing table is used by the Green Computing Web Form to store

User preferences. This custom table was created for the project.

4.1.5 Policy Exception Handling

We created a new web form to allow users to register their exceptions to power

management. The form contained detailed explanation about the purpose of the

project. The web form also contained instructions about how to find your computer

name. Finally, the web form allowed the user to see the computers they had logged

on to, and register the computer as an exception. We learned that inviting objections

was the wrong strategy. Only authorized IT employees had access to this web form

after strong negative responses from the organization.

The custom web form was initially deployed to achieve approval from managers

to power manage computers. The development of the form took several iterations.
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The initial version of the web form included an explanation of the intention of the

initiative, an area to enter an exception for power management, and a grid showing

previous entered exceptions. After the initial version was written and deployed, IT

management reworded the form, which was reviewed by a technical writer. The final

version of the web form included a web grid of all computers assigned to a manager,

and the power management settings applied. This custom web form was created

Figure 4.7: Exception Form (1)

for this project to allow Users to enter exceptions to the power management policy.

The web form uses IIS integrated security to capture the ADUsername.
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Figure 4.8: Exception Form (2)

Figure 4.9: Exception Form (3)
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Figure 4.10: Exception Form (4)

4.1.6 Power Management Settings

The NW software allows rules based enforcement of power management settings. This

is accomplished by applying NW Power Policies to NW Groups of computers. All

new computers are added to an unassigned group. In the case of the City of Tulsa,

the unassigned group had the stealth mode power policy assigned. In stealth mode no

system tray icon is displayed, and no power off is scheduled, but reporting statistics

are gathered. Once the computer is moved to its corresponding group, then a different

policy may apply, because a different power policy may be assigned to that group.

At the City of Tulsa, the default unassigned group applies the Stealth Mode policy:

Individual computers are assigned a power policy by group. Computers are as-

signed to a group by drag-drop, or by updating the Nightwatchman database:
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Figure 4.11: Nightwatchman Stealth Mode

Figure 4.12: Location Groups
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4.2 Implementation

4.2.1 Pilot - Phase I

10 computers were identified by the manager of desktop support as the test computers

for a first pilot. In the Nightwatchman console power policies are applied to groups

of computers, not individual computers. By default, the computers show up in the

Unassigned Building group, and must be moved to their correct organizational group.

In this case, the computers were moved to the Pilot Phase 1 group.

Figure 4.13: Pilot Phase I Installation List

The power policy used for initial deployment (Pilot Phase 1) was called Stealth

Mode. This mode has zero visible impact: no system tray icon, no program shows as

installed, and there is no performance slow-down. However, reporting statistics are

sent back to the Nightwatchman server by each individual computer.

A pilot project of installation on 10 test computers was initiated in February.

Letcher installed the software using a new custom Altiris job that executes a MSI
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silent install using these command options:

INSTALLDIR=”C:\\1E\\NightWatchman” SYSTEMTRAY=OFF REPORTING=ON

REPORTINGSERVER=T1ITPAPP06 PIDKEY=COTNWM5-2TXU-248X-9051-XXXX

Remote installation and de-installation was accomplished for the first pilot using

the Altiris deployment console. Installation is accomplished by dragging and dropping

a job onto a computer.

Figure 4.14: Altiris Deployment Console

This Altiris job silently installed the nightwatchman client by pushing an .MSI to

the desktop, and then running MSIEXEC with the specified command line parame-

ters.

As of April 20th, the project is on track for successful deployment to 2000 city
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Figure 4.15: Altiris 1E/Nightwatchman Installation Job
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computers by May 10th. By July 1st, we will be powering off these computers auto-

matically.

4.2.2 Pilot - Phase II

Pilot Phase II involved silent installation on 151 additional computer on the 6th floor

of city hall. This was the first attempt at a reproducible process, concrete steps that

could be re-used for future deployments.

- Load computers from Altiris into the Green Computing table by appending.

- Identify managers based on AD information and usernames (update Green Com-

puting table).

- Notify managers, and include a spreadsheet (add all computers assigned to manager

by web-form)

- Pull the currently installed workstations from Nightwatchman and update the green

computing table.

- Generate an altiris script from the green computing list, everyone who is approved

but not installed to install nighwatchman.

IT management dictated installing Nightwatchman software on all computers on

the 6th floor ASAP in March.

Change control request for the initial deployment to the 6th floor. The change

management committee consisting of 12 IT managers deliberated for 30 minutes on

the request. Besides general resistance to change, the main issue seemed to be whether

exceptions would be enforced by computer name, or by IP address. We could not

store exceptions by IP address because we use DHCP, which assigns dynamic IP

addresses.

An aborted trial installation occurred in March for 193 computers using a vol-

untary web form. Managers responded for only 40 of the computers. All but 2

computers were registered as exceptions to be VPN or production boxes. By policy
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on the web form, VPN boxes were not eligible for the NW installation without the

WU software as well. Pilot Phase 2 ended in failure without implementation. We

could not proceed without manager approval, and could not get approvals using a

web form. We needed human interaction to overcome objections.

Figure 4.16: Pilot Phase II Installation Approval List

For the Pilot Phase II, a notification email was sent to all IT Users Fri 3/26/2010

5:09 PM

Pilot Phase 3 began when IT Management assigned a Project Manager to the

project to overcome obstacles. The project manager obtained approval to silently
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Figure 4.17: NOTICE: Deployment of NightWatchman to IT Computers
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install Nightwatchman on all of the Phase II computers, in reporting mode.

4.2.3 Staggered Software Deployment

The deployment schedule was managed by the project manager. The schedule was

set by location, with one location per week. Exceptions were processed by the service

desk, with a ticket being created for each exception. Exceptions were entered into

the Green Computing web form to control the installations. Installations were done

using the script below.

The final approach to implementation involved these steps: 1) Load computers

from Altiris into the Green Computing table by appending 2) Identify managers

based on AD information and usernames (update Green Computing table) 3) Notify

managers, and include a spreadsheet (add all computers assigned to manager to web-

form) 4) Pull the currently installed workstations from Nightwatchman and update

the green computing list 5) Generate an altiris script from the green computing list,

everyone who is approved but not installed to install nighwatchman.

This is the WSH script used to schedule the Altiris installations of 1E software:

for /f %%f in (1ECL.txt)

do ”\\t1itpappalt2\eXpress\axSched.exe” %%f ”Install1E” /t ”2010-02-10 12:00”

/dsn ”Altiris eXpress Database”

pause

//computer names are put in 1ECL.TXT by the query, one per line.

4.3 Wakeup Issues - Last Man Standing Algorithm

Almost all of the IT staff used RDP (Remote Desktop Protocol) to remotely control

their computers at work from home through a VPN (Virtual Private Network). This

meant that the power off desktop computers was on hold until we implemented an

adequate VPN/web wakeup solution. Fortunately, IT management had already pur-
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chased 500 licenses of 1E Wakeup agent. The 1E wakeup software is an additional

software license that allows web wakeup of powered off computers using Wake On

LAN Magic-Cookie broadcasts from an agent.

”One disadvantage of powering down, or hibernating, a computer is that it is often

convenient for administrators to apply software updates during a time when a user

will not be using the computer, often late at night. Generally this is an automated

update. If the computer is powered down or hibernated, however, it will miss the

scheduled update time. To solve this, you can enable a feature of most Ethernet

cards called Wake On LAN (WOL). Generally, WOL is enabled with a BIOS setting.

Once WOL is enabled, a computer that receives a special network packet will power

itself on. This works because even when a computer is turned off (or hibernating),

the Ethernet card is still receiving power and can thus receive network packets.” [21]

WakeUp Architecture from page 11 of The 1E Web WakeUp Guide:

Figure 4.18: 1E Web WakeUp Architecture

Multi-Agent Installation from The 1E WakeUp Installation Guide
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Figure 4.19: 1E WakeUp Multi-Agent Installation

The 1E Wakeup software is closely integrated with Nightwatchman. The Wakeup

Server is installed on the same web server as the Nightwatchman Server, and it uses

the same database. The agent is installed with a REPORTINGSERVER command

line option which tells the agent where the reporting server is located. The 1E Wakeup

software takes advantage of Wake On LAN capabilities built into almost all modern

NICs. The agent uses a default Magicpacket port of 1776 to receive UDP wakeup

broadcasts. The server uses a default of port 1777 to receive TCP communication

from the agent. See Appendix J for Wireshark analysis of packets sent.

The city’s network is not capable of passing directed subnet broadcasts. The

routers are configured so that a broadcast must originate from the subnet. The desk-

top support manager was concerned that would mean that the wakeup software would

not work. According to 1E technical support, this network limitation is common, and

their software completely handles it by using agents to broadcast the wakeup packets,

and using a last man standing algorithm. Testing verified this as true.
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A last man standing algorithm so that one computer with 1E wakeup installed

on each subnet is always left powered on. If there is a need to wakeup computers,

that primary computer receives a list using TCP/IP from the server which tells which

computers to wake-up (in that subnet). If that primary computer starts to shutdown,

it sends a wakeup packet to the alternate in the subnet, which then handles the

wakeups from that point on.

Figure 4.20: Nightwatchman server sends wakeup messages to target computer. These

broadcast messages are not relayed by the router.

Figure 4.21: The primary agent sends wakeup packets to the powered off computer.

In interesting behavior of the last man standing algorithm is that if we only have

one computer with wakeup installed on a subnet, and Nightwatchman (or the user)

tries to shut that computer down, it will instead reboot. It also means that it would

be impossible to shut down all of the computers in a sub-net without unplugging a

cord. We verified this behavior in the lab.

The city’s network, like many networks, does not relay broadcast messages. In
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Figure 4.22: The computer that is waking up sends this JUSTWOKE packet.

this case, the software must be implemented in multi-agent mode using a last man

standing algorithm.

To wake up a powered off desktop, 1E wakeup server sends a TCP message to the

active agent on the subnet of the target computer, which sends a UDP wakeup on

LAN Magiccookie to the target computer. Almost all modern NICs accept Wake On

LAN magic cookies.

In order to evaluate whether our desktop computers accepted Wake On LAN

magic cookies, we did a brief internet search. Since all modern network cards accept

Wake On LAN magic cookies, we assumed this would not be a problem. Our plan was

to quickly replace any bad network cards on a case by case basis. The replacement

was not necessary.

To implement the Last Man Standing algorithm, the server designates a backup

agent. If the primary is powered off, or fails to respond to health checks, the backup

agent is designated as the primary agent, and a new backup agent is designated.

The Nightwatchman service starts when a computer boots. The Nightwatchman

service is a program that runs in the background while the computer is on. The

service starts after Windows loads, but before a person logs in. The Nightwatchman

service running on each computer reports changes in state to the Nightwatchman

server which logs that information to a database. It is the Nightwatchman service

that shuts down a computer, but a built in feature of the network card that powers

70



on the computer.

The purpose of broadcast wakeups is to power on large groups of computers to

apply patches during the evening. The Altiris deployment console will push main-

tenance patches and software installs during the evening, but the computer must be

powered on. Instead of doing mass wakeups, we established the policy that computers

would not be powered down on Monday nights. This allowed a maintenance windows

of Monday night when any software patch, installation or inventory could be done.

4.3.1 Wakeup Test Results

Management required that the wake on LAN feature be tested because of skepticism

about whether the 1E/Nightwatchman solution would work in the city’s environment.

The software worked well in testing and through the first year of active use.

The VPN system needed to be able to power on a specific desktop. 1E Wakeup

server provides a web interface that allows the entry of a computer name. Upon

submission of this web form, the 1E wakeup server sends a TCP message to the

active agent on the subnet of the target computer, which sends a UDP wakeup on

LAN Magiccookie to the target computer. Because there were so many computers

with VPN requirements (including all IT), we needed to develop an easy method for

waking up computers from the VPN applicance.

The Juniper VPN device allows connection using RDP/remote desktop through

a standard web browser. We configured the VPN appliance to have a permanent link

to the Web Wakeup server, so that individuals can wake up their computers after

they connect to the VPN system. After waiting 3 to 10 minutes for the computer

to fully start, they could connect through the normal VPN RDP utility. The long

3 to 10 minute startup period was caused by old machines, Altiris startup process-

ing, McAfee startup processing, Adobe updates, Java updates and confilcts between

different startup routines.
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Testing the wake on LAN required 2 different subnets of computers. Because

our lab was on one subnet, we waited to test the wake on LAN until Pilot Phase 2.

We tested the wake up on working desktops. We powered off the computers both

manually, and using Nightwatchman power policy. After computers were powered

down, we woke the computers up using the 1E web wakeup form.

Figure 4.23: 1E/Nightwatchman Web Wakeup

The wakeup function worked very well, but required that each subnet be set up on

the Nightwatchman server using the agent setup program. The web wakeup function

did fail when you pulled the power cord from the wall instead of shutting down the

computer manually. This failure was because the power state was still set to ”ON”

in the Nightwatchman database. One other shutdown failure for Dell computers was

that the BIOS on one machine needed the ”Wake On LAN” setting changed from

”ON” to ”ON BOOT FROM NIC”. This counter-intuitive action was repeated on

other similar computers.

For troubleshooting of the 1E web wakeup solution, we first confirmed that wakeup

packets are being sent and recieved. We use WireShark to ensure that the wake

on LAN packets were being sent to the target computer. The computer running

Wireshark needs to be on the same subnet as the machine being awakened. You

can see the signal being sent from the Nightwatchman server (Figure 4.20 t1itpapp06

10.120.242.67) to the current primary agent, and then the agent sending the wakeup

Magic Packets to the target machine. The easiest method is to filter Wireshark results

by the target machines IP address. If you see both of these signals, and the IP of the
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target computer matches, then there is a problem with that machines config (change

the BIOS settings).
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CHAPTER 5

CASE STUDY - RESULTS

5.1 One Year Later

The Nightwatchman system ran continuously for the year 2011. The savings reports

generated by the Nightwatchman system met the expected savings.

5.2 Wake Up Results

A major resistance to powering off desktops is the perception from customers that

they will not be able to remotely power on there computers when needed. The

Nightwatchman system allowed the remote powering on the desktops through a web

page available through the VPN. All web wakeup issues reported to the service desk

were successfully corrected.

Figure 1 shows that, in general, it was possible to power-on computers using the

remote wake-up function. In one week, of 62 attempts to wake up the low-power

desktops, there were 6 failures. This is a failure rate of less than 10% without active

management. The Nightwatchman software provides clear capturing of the wake-up

errors. If a person were actively managing the error report, they would be proactively

troubleshooting the errors. The city instead elected to passively react to service desk

tickets of individuals reporting wake up errors.

With active management, it should be possible to reduce the number of errors,

but may not be with the additional costs. If the failure rate of less than 10% is not

acceptable, a desktop support person could proactively review the errors each week.
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Figure 5.1: Sample Wakeup Results

Determining the cause of the failures, and taking steps to prevent future failures,

would lower the failure rate. However, the personnel costs of active management may

not be worth the savings.

5.3 Actual Costs

After one year of normal operation, the total usage in for the desktops with Night-

watchman installed was 516,312 kWh.

5.4 Time In State - 2011

The Nightwatchman software records the changes in power state for each desktop.

The results from 2011 show that the computers were in use between 20% and 25%

of the time. The Nightwatchman software policies resulted in the computers being

powered off over 60% of the time. The desktop computers were idle for less than 15%

of the time.

The results from 2011 show that the computers were in use between 20% and 25%
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Figure 5.2: Actual Costs by Month - 2011

Figure 5.3: COT Nightwatchman Power States
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of the time. The Nightwatchman software policies resulted in the computers being

powered off over 60% of the time. The desktop computers were idle for less than 15%

of the time.

These results indicate that the efficiency of the simple power management scheme

was highly effective.

Figure 5.4: Yearly Time in State - 2011

5.5 Time In State - Day of the Week

The power policy specified that desktops would not be powered off on Monday nights.

This would allow applying Microsoft Software Updates/Patches as well as allow a

maintenance for the automated installation of software. This caused the percentage

of time in the On state to be higher on Monday and Tuesday. More computers were
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On on Monday night and Tuesday morning to allow for software updates.

The results of one sample week show that on Monday and Tuesday, the time in

the Off state was less than 40%. In contrast, on Saturday and Sunday the time in

the Off state was more than 60%.

Figure 5.5: Weekly Time in State

5.6 Impact of not power managing

One report from 1E/Nightwatchman shows the effect of not power managing desktop

computers. Average energy consumption for power managed computers was $30.04

while the average power consumption from the not power managed computers was

$59.16. The power consumption of the UNASSIGNED desktops is roughly twice the

cost of all other desktops. These other desktops include desktops that are designated

to never power off. This result demonstrates that a 50% savings can be achieved

through desktop power management.
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The procedure for installing Nightwatchman on a new computer included a manual

step of assigning the computer to a power management group by location. If the

computer was not assigned to a group, no power management was done. Often this

step was skipped during the Nightwatchman installation. By default, Nightwatchman

places a desktop into the ”UNASSIGNED” location. The city opted to not apply a

power management policy to the UNASSIGNED group, so those desktops were not

power managed until assigned to a group.

For the year of 2011, an average more than 100 desktops were not power managed

because of a breakdown in this installation process. IT support people did not check

the default ”UNASSIGNED” location in the Nightwatchman management tool and

properly assign computers to power management groups. An additional $3,200.00

could have been saved if this had been done on a regular schedule.

Figure 5.6: Actual Costs of Unassigned Desktops - 2011

5.7 Actual Savings

These results indicate that the efficiency of the power management scheme was ef-

fective. Total savings for the computers that had Nightwatchman software installed

was $98,972.00.

The number of power managed computers dropped from 1750 to 1500 by the end

of 2011. A more aggressive installation procedure would have allowed the city to

reach the goal of power managing 2000 desktop computers, and achieve additional

savings.
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Figure 5.7: Total kWh Saved 2011

Figure 5.8: Total Savings Report 2011
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Figure 5.9: Lessons Learned
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CHAPTER 6

CONCLUSION

Green Computing is the effort to reduce the power consumption of computers through

efficiency. It follows the ideal of sustainable development, progress without compro-

mising the future. Though computers use just 3% of the power in the U.S., computer

based solutions make Green Computing’s influence have more affect.

The terms Green Computing, Green IT and Sustainable Computing can be used

interchangeably. When they are actively pursued, they address the ethical respon-

siblity to protect the environment by promoting power efficiency. For corporations,

Green Computing is an integral part of a Corporate Social Responsibility program.

Three motivations for Green Computing are profit, regulation and ethics.

Power efficiency of use and manufacture are design issues. To recycle computers,

they must be manufactured to facilitate recycling. To fully enable reduced power

consumption, the components must be designed to consume power proportional to

the amount of useful work done. Special Green Computing sustainability efforts will

not be necessary when these principles are fully integrated into computer computer

design.

The amount of carbon produced is proportional to the power consumed. If the

source of power can be chosen, then sophistcated task provisioning can be used to

run tasks at more efficient centers. Without the ability to run a task at a more

efficient location, the carbon footprint minimization problem reduces to the power

usage minimization problem.

Because of wasted power from idle components or leakage, there is at least a 50%
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power savings to be gained through a power saving measures for servers and comput-

ers. Because many data center computers must also be actively cooled, the potential

savings are increased. Solutions like virtualization and energy efficient scheduling

provide viable power savings potential for servers, while power state management

software like 1E/Nightwatchman provide immediate dramatic savings for desktop

computers.

Replacing an inefficient computer with a more efficient model does not make sense

because of the very high power cost for manufacturing computers.

Computer technology can be used to facility energy efficiency in other areas. For

example, telecommuting could save huge amounts of fuel. Also, using software to

power manage buildings has proven significant savings.

CMOS CPU power usage can be calulated by the number of transistors that

switch. Because of scaling, static power consumption is a significant problem which

represent wasted power.

Power measurement in Watts is a point in time measurement. Power measurement

in Joules is the sum of the point in time measurements. Because of the high clock

rate, and rapid changes in Watts, CPU measurements in Joules are estimates based

on the sampling rate. Because of this, average Watts are used as the power part of

the current leading power/performance metrics.

Reducing power in data centers must address the cooling issue. Running systems

at higher temperatures increases energy costs and reduces reliability. Data centers

which can avoid active cooling or use more efficient sources of power are able to reduce

the total power consumed and have a lower PUE.

Power utilization has become a primary issue for high performance computing.

The Green 500 shows supercomputers that perform with the highest power efficiency.

New supercomputers like the K computer boast power efficient design.

Power measurement can be accurately done with inexpensive equipment. Stan-
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dard tools include the Watts Up! Pro meter, which is less than $200, and is the

standard for the Green 500. More advanced meters allow the monitoring to be done

at higher rates or be permanently installed, but do not provide more accurate average

power consumption.

The optimal power to performance ratio is predicted to be slightly below the

optimal performance settings. This is because components consume more power as

they heat up.

Idle desktop computers waste a huge amount of electricity. Approximatedly 1.5

TWh of electricity are wasted each year by idle computers. A 2008 EPA estimate

for power savings potential is 25 to 75 dollars per year per computer. This energy

could be saved by implementing proper desktop computer power management. Proper

desktop computer power management means turning off computer components and

whole computers when they are not in use.

The naive power management solution for desktop computers is to turn the com-

puter off when not in use. This solution is viable will save 50% or more power when

compared to a computer that is not power managed. Remote wakeup and access, and

24/7 production boxes must be addressed for large scale deployment inside organiza-

tions like a city government.
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