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CHAPTER I
INTRODUCTION

Storage subsystems provide two capabilities that nearly

every computer system requires [15,18]: "

» permanent data storage

m timely data retrieval

Some effort usually is required to configure a storage
subsystem that cost effectively provides these capabili-
ties. For small; single usef‘systems, configuring a sub-
system is typically a matter of obtaining the fastest
devices that satisfy the storage space requirements
without exceeding the budget. For larée, multi-user sys-
tems, however, configuring a storage subsystem is much
more difficult. With these systems, capacity planners
must expend considerablé effort to configure a storage
subsystem that matches the anticipated loads with the
capacities of the storage devices while‘mainﬁaining rea-
sonable costs. Numerous models have been developed to
analyze the performance of proposed configurations in

order to determine whether they will perform adequately.

Using these models, a variety of configurations are evalu-



ated until a configuration is found that meets the space,
performancé, and cost criteria specified for the storage
subsystem. B
Obtaining and maintaining the performance nredicted by
a model, howéver, is a very difficult task. This is pri-
marily due to the continuously changing demands experi-
enced by storage subsystemé; Tne changing demands result
from the ever changing'businesé\environmént. As business
conditions change, data requifémenns also change. Thus,
data is added to‘the system; data is nemoved from the sys-
tém; data is ngcessed more frequently; data is accessed
less frequently. These changing demands can result in
conditions that do not permit the storage subsystem to
function efficiently, affecting‘both I/0 perfnrmance and

storage space. These conditions are discussed in the fol-

lowing sections.

Literature Review

I/0 Performance and DASD Skew

One of the most important conditions created by chang-
ing I/O demand that affects I/O‘performancé for direct
access storage devices (DASD) is known as "DASD I/O rate
skew" [20] or simply DASD skew. DASD skew is the dispro-
portionate distribution of access demand among the .storage
devices within a storage subsystem. This means that

within a group of similar storage devices, only a few of



the devices handle a large percentage of the access load.
The remainder of the devices handle a much smaller per-
centage of the load. As a result, the heavily utilized
ydevices become bottlenecks to system performance because
the devices cannot handle the access demands adequately.
The usual indications of this condition include long I/O
request queue times, increaSed(path and channel conten-
tion, increased rotational position sensing (RPS) misseé,
and increased seek times due toAconcurrent activity on
more than one data set, all of which result in longer 1/0
service times; |

Because of itsrprevalence and potentially serious
impact on storage subsystem performance, DASD skew is a
major problem that must be managed in all large storage
subsystems. The existence of DASD skew and its impact on
DASD performance has been observed by many individuals who
have studied DASD performance problems. Suggestions for
dealing with the problem are also numerous. These sug-
gestions usually involve5inVestigation of current activity
rates on the devices iﬁ the subsystem, then locating the
most active devices and data sets, and finally moving the
highlylactive data sets to less active deviceé. This more
evenly distributes the load, allowing each device to be
utilized better.

Following is a summary of the info:mation provided by
others relating to DASD skew. Some authors simply discuss

the nature of DASD skew and its impact on storage subsys- .



tems in general, frequently as part of a discussion of
other topics which are also affected by DASD skew. This
information is described first. Others discuss the topic
more directly, usually providing suggestions about how to
handle the prbblem as part of a discussion of tuning

strategies.

The Nature and Impact of‘DASbwskéw.f McNutt [20] prob-
ably provides the most thoroughtanalfﬁis‘of_the DASD skew.
The intent of ‘his research, however, is not to reduce DASD
skew but to predict its behaﬁior. He'defines a technique
for generating skew profiles: for gSé in Eapacity planning
so that I/O loads for individual devices can be determined
given an overall I/O load. Hig premise is that DASD skew
exists in nearly all storage subsystems and must be con-
sidered when modeling éystemS\because of its significant
impact on performance. He identifies three major
categories of data with diétinctively different skew char-
acteristics due to the'ﬁethOAS used to manage the skew.
These are 1) dynamic"services QUCh as paging, spooling,
and scratch space, 2) fixed services, or "key system
data", such as resident system volumes, catalogndata,
etc., and 3) user data for applicationé such as TSO, data-
bases, etc. The dynamic services category consists of
temporary data sets creéted and managed by the operating
system as needed. The operating system dynamically deter-

mines file placement and skew problems with dynamic data



sets are not generally a problem because of the highly
dynamic nature of these data sets. Fixed services data
sets are generally monitored by the support staff, and the
data sets are moved to different volumes when problems
occur. User data usually receives little\skew control
because of the volume and Volatilitf of usage patterns.

In a later study, McNutt [21] also addresses the ques-
tion of performénce when loéding data”ffbm.lower capacity
storage devices to higher capacity storagevaevices. He
concludes that standard M/M/1 queueing models do not‘
reflect the actual patterns éf I/0 demand for application
data stored on DASD. Based on his éarlier;étudies of
skewed data discqésed previously, he concludes that‘there
will only be a marginal increase in the I/O rate on the
busiest volume, which will cause only a small decrease in
performance. Thisidoes not meén that skewed loads will
not occur on higher capacity devices. 1In fact, McNutt
points out that it is possible’for two highly active data
sets ﬁo end up on the same vélqmé, a condition that would
require the attention of a DASD tuning specialist.

Mungal [23] discusses the importange of skewed loads oﬁ
the performance of I/0O subsystems and fhe,need Eo give
careful consideration to the impact of skewed loads when
configuring a storage subsystem. He mentions the use of
access density as an "interesting way to view I/O actuator
loading, " which can be used to determine storage "pools"

within the storage subsystem.
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Friedman [11], in looking at DASD access patterns while
studying caching opportunities, noted the presence of
highly skewed access patterns in at least two of the sub-
systems on which he performed cache simulations. The
first subéystéﬁ had‘two;thirds¢of the I/0 activity
performed‘by one-third of the devices, while the second
subsystemrhad three-quartefé of fhe I/0 acfivity performed
by one-third of the déviCés;L \ ‘

Duhl [10] analyzed the effeétsyof\the iﬁtroduction of
DASD devices with twice the storage gabaéity.of the origi-
nal DASD devicés. Simulatingmthe éisk’perférmance for 10
gigabytes of storage, with a skew qf 70 percent of the I/O
requests being handled by half the devices and 30 percent
of the I/O requests being handled by the other half of the
devices, and varying tﬂe I/Ovléad from 50 to 200 I/O
requests per second, both the single capacity and the
double capacity devices showed increased response times
with skewed loading versus an evgnly balanced load. The
higher loads showed a more significant difference with the
double capacity devices being more severely impacted.

This indicates that alleviating skew can improve response
time perfdrmancé, especially at higher I/O rates.

Brandwajn [7] makes the following statement regarding
the importance of considering DASD skew in his development
of a model of DASD Dynamic Reconnection: "Note also that
measurements of actual DASD subsystems show that there is

often a considerable imbalance in the load, i.e., rates of



I/0O's and, possibly, other I/O characteristics, among
strings of disks, as well as among devices of a single
string. This can be the case when a small subset of
drives accounts for much of the string activity ("dominant
devices"), and could also be expected in strings mixing
single and multiple capaci;y DASD's. Therefore, it is
important to be able to accurately represent multipath
DASD path reconnection configurations with imbalanced
load."

Wilmot [34] evaluates the skewness of the access rates
for all of the data sets in the‘overall storage subsystem,
noting that "extreme skewness of‘file usage appears to be
ubiquitous in the file systems we have so far examined."
However, he does not look at the skew experienced among
the different devices of the system. It is actually the
skewness of data set access rates that leads to device
skew problems. If all of the data were about the same
size and had the same access rates, then access skew would
not be a problem. However, because of these differences
it is easy for one device té have a large number of active

files while another device has none.

DASD Skew Reduction. The following provide a variety

of suggestions for reducing DASD skew in a storage subsys-
tem.
Piepmeier [29] describes a mathematical method for

determining the proper distribution of I/0 loads over mul-



tiple devices. Minimizing the "total response time"
resulted in evenly distributed access loads for devices
with like access capabilities. The total load is distrib-
uted proportionately across the sets of devices with dif-
ferent capacities. The propdrtibﬁ of the load managed by
the higher capaci;y deviceé,'however; is not equivalent to
the ratio of the accéss‘speedshof thekdiffefent type
devices. Higher éapacity devices are-able to handle a
load somewhat greater than the léad'determined f}om a sim-
ple ratio of éhe access speeds. Generalized examples
illustrated that better perfbrmanqe,is obtainable with
access loads evenly distributed across all devices in
accordance with their capacities.

Beretvas [6], in a general discussion of performance
tuning problems and technigues within the IBM 0S/VS2 MVS
operating system, indicates that when I/O performance
problems occur, the I/O load ﬁay be "incorrectly distrib-
uted. ... Bad data setyplaéement in any operating system
makes it impossible for the\system to achieve its full
potential. ... and may theréfofe require load balancing,
which‘bégins with the time honored task of data set place-
ment. Data set placement is distribution of data séts
such that no channels,\control units, and I/0 devices are
excessively used." He continues with a description of how
to determine whefe bottlenecks exist and then, among other

things, discusses the possible need to spread "TSO user



catalogues, spool data sets, user data bases, and scratch
space... across volumes, control units, and channels to
minimize contention and enhance availability."

Schardt [30], in a deséription of his approach to IBM
MVS operating system tuning, indicates that when a device
is dominating a control uni;, it may be necessary to move
some data séts/to differenthdeVices(with\less active con-
trol units; that is, it\may’be nécessary to distribute the
load. This may also‘bévnecesséry when excessive seek
times are being caused by multiple active data sets resid-
ing on the same volume.

Surveying I/0 bptimizationiprocedurés and problems at
the time, Smith [33] reiterates the recommendations of
Berevtas [6] and Piepmeier [29] -- data sets that are used
concurrently shouid‘be located on different volumes "to
reduce congestion and improve access time."

Barkatski [3] states in his report of performance prob-
lems on a Sperry system that several system files with
high access demands were stdfed on only two of the drives.
It was proposed that the files be evenly distributed among
theﬁavailable disk units. The implementation of this rec-
ommeﬁdation plus others did improve both thé mean responsé
time and the response time variance, however, the
improvements were not able to eliminate user complaints.
The reasons are not clear énd the author indicates that

further studies are needed.
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Singh et. Al. [32], discussing the performance manage-
ment of MVS systems, indicate that the I/0O system requires
tuning and optimization to achieve its full potential.

One of the important aspects of the tuning effort is to
assure that the I/0 load is reasonably balanced across all
the devices within the system. -

Beretvag [5] qoncludgs as the(result of modeling stu-
dies of both MVS‘S/37O and MVS X/A that‘it is "important
to balance the load‘;méng actuators." These studies
showed skewed 1oading has a very negative impact\on chan-
nel utilization, with path utilizations dropping from
forty percent to fifteen percent iﬁ the particular
modeling conditions used.

Wong and Chanéon [35] describe a general purpose soft-
ware package called OPTIMAL that is designed to determine
the optimal upgrade equipment that would improve the
performance of a computer system. A first step in the
upgrade optimization process, is the balancing of loads
across the I/O devices. By reducing the load on highly
utilized devices, system bottlenecks may be eliminated and
the need for upgrades may be eliminated.

Papy [26] provides a case study in which improvements
to the load bélance among the various storage devices of
the system were essential in to resolve the performance
problems being experienced. The actions taken included
moving a highly active device to a different string, mov-

ing some high activity data sets to different devices, and



11
breaking up some data sets into multiple data sets and
then redistributing the new data sets onto different
devices. All of these efforts were directed toward bal-
ancing the loads of the storage subsystem more evenly
across all of the devices.

Papy [27] also addresses some of the general principles
involved in resolving performance problems in the storage
subsystem. He suggests that the principal techniques for
tuning a storage subsystem are data set placement within a
device, data set placement between devices, and volume
placement between strings. He also indicates that deter-
mination of which volumes and data sets are problems is
not the only critical element to the resolution of the
problem. Another important requirement is to determine
where a volume or data set is to be moved. All of these
are directly related to the elimination of DASD skew.

Baker [2], in a review of the fundamentals of DASD tun-
ing, includes in his recommended tuning procedures, the
balancing of I/O loads betweén over-utilized and
under-utilized devices. He also suggests this as means of
resolving path contention in the subsystem.

Buzen and Shum [8], in their review bf various trade-
offs involved in I/O performance tuning, point out that
DASD skew reduction is the most important tuning strategy.

Griffith [14], though not discussing the problems of
skewed access loads directly, recognizes the problem in

his discussion of combining loads from two or more smaller



12
capacity devices to a single higher capacity device. He
suggests combining high activity volumes with low activity
volumes in order to "spread the activity more evenly" to

prevent lengthy queues.

Space Utilization

Space utilization is anbther’importans consideration in
the management of(storagsgsubsYStems. Thelprincipal prob-
lem with space utiiization is large amounts of‘unutilized
space. [9,12,16] This does not create problems for the
user, but it dses indicate resources have been purchased
that may not be necessary. For most people this is an
unacceptable condition and should be avoided. Therefore,
the storage subsystem manager;ﬁust work toward efficient
utilization of storage space.

When maximizing the utilization of space, however,
there are some restrictions shat must be considered. Of
course, it is physicaliy impossible to exceed the capacity
of a storage device. The ph&sical capacity of the device
is an absolute limit. This is in contrast to the I/0
capacity which can be exceeded because of the capability
of storage subsystems to queue access requests: However,
it is not feasible to fully utilize all of the available
space. A certain amount of free spase is required for
temporary files‘and for future growth. Capacity planners
determine the amount of free space required from their

modeling of the expected loads that the storage subsystem
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must be able to handle. Levy describes a method for
determining the amount of free space that should be avail-
able [17]. Tuning personnel must resolve the problem of
how this free space should be allocated among the
different storage dévices.

Initially, the particular device on which the free
space is located may not appéar to be important. However,
because the utilization of free space aléo has an asso-
ciated access requirement, the access loads on the devices
will be affecﬁed by the allocation of free épace among the
devices. As haé already been discﬁssed, system perform-
ance is improved by distributing the adccess load across
the available devicés. Therefofe, to provide better
access performance, distribution of free space is also
important.

Another consideration affécping the distribution of
free space in the subsystem 'is that some devices may have »
different access capacities. Therefore, depending on the
nature of the typical access feéuirements for temporary
data, providing free space'on all of the different device
types cquld improve performance‘by providing the access
capability that best fits the requirement of the temporary

data.

Storage Subsystem Tuning

It is apparent from the recommendations of others who

have studied the problems of DASD skew and space utiliza-
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‘tion that steps must be taken to assure that the system
continues to provide the space and access capabilities
required by the users of thetsystem. This necessitates
some type of periodic tuning of the system to make adjust-
ments for problems thét'have been détected in capacity,
performance, of cost efficiéﬁby.

The challenge of tuning a étorage subsystem is to pro-
vide sufficient storage épace and access capacity as cost
effectively as pbssibie withdut creating unacceptable
performance déiays. This requirés optimization of both
the access and space capabilitieé of the subsystem. That
is, both the syStem's storage'gapacity must be utilized
fully to reduce the cost per megabfte of storage, and the
system's access capacity must be utilized fully to reduce
the cost per access Withouticreating excessively long ser-
vice times. | |

Optimizing these.capabilitiés is difficult because
optimization of one capability;can oppose optimization of
the other. For example, if a device has available storage
space, placing more data on the device can increase the
access deménd on the device and possibly increase the I/0O
responée time. Alternatively, if\a device is experiencing
excessive delays in handling I/O requests, moving data
from the device to reduce the I/0 demand also reduces the
storage space utilization. This results in wasted storage
space and an increased cost per megabyte to store the

remaining data.
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Tuning for I/O performahce also has additional con-
flicting objectives. There are two principal DASD access
performance measures that must be considered:
1) throughput, or the total number of accesses performed
during a speéified period, andIZ)séfvice time, the time
required to perform an indi&idﬁaijaccess request.
Throughput optimization maximizéé utilization of a device
by reducing the deViceﬂs idle time and by removing system
inefficiencies that increase the‘time necessary to com-
plete an I/O request. These inclﬁde long seek times and
RPS misses. Idle time is reduced by assuring that an
access request is always avaiiable to a device. However,
because the arrival of I/O requests is not constant, main-
taining access demapdcrequires the development of long
queues. Long queues, however, cause unacceptably long I/O
service times, leaving many users of the system dissatis-
fied even though a large volume of I/0 is performed.

Optimization of service times attempts to reduce the
time required to prodesé anaf/o request to a minimum.
When waiting is eliminated; an I/0 request is performed in
the minimum amount of time. Optimization‘techniqueé to‘
reduce I/0 service times include elimination of I/0
request queues, reduction of seek times Within DASD
devices, and reduction of RPS delays while waiting for
available data patﬂs. These assure that excessive I/0
request queues do not develop, and they minimize wait

times for the I/O service to be performed. Reducing ser-
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vice times, however, can result in less I/0 being accom-
plished per unit of hardware and thus increase the amount
of hardware required for the system. Therefore, because
of these opposing objectives, the tuning process must
attempt to reduce thelresponse tiﬁe for each I/0O while at
the same time maximizing thé’tofal’quantity of I/0 per-
formed by each unit of hardwafe.

Olcott [25]‘divides;current tuning methods into three
categories: rules of thumb, applicatioﬁ}performance stan-
dards, and modeling.

The first category uses "Rules ofJThumb" which specify
maximum loads for various components of the system. The
loads on each of these componenté are monitored and
adjustments are made periodically when the loads on a com-
ponent exceed these limits. It is assumed that these
adjustments will provide acééptable performance for the
system's users.

The second cétegory\éets‘standards for acceptable per-
formance from the applicétion 6r’user perspective. If a
particular application is experiencing unacceptable
delays, a study is‘initiated to find bo;h the sburcé of
the problem and the actions that should be taken to»
resolve the problem.

The third category seeks to determine a system configu-
ration and proper loading levels for each device in the
system based on a model of the system. The model provides

system specific load limits that are then monitored. If a
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problem develops, the model is altered to reflect the
actual operating conditions. Subsequently, alternatives
for resolving the problem are evaluated. When a solution
is decided upén,‘the actual system is reconfigured and

possibly new rules are implemented.
. 'Problem Statement

One of the major problems wifh tﬂesé:tuniﬁg techniques
is that theyArely on manual methodé. Iﬁ iarger‘multi-user
systems with numerous storage«deVicés‘(sometimes numbering
in the hundreds), éeveral people may manage the storage
subsystems. Gelb [12] describes some of the problems as
follows: "The determination of‘which data sets are to be
placed on which devices is often a difficult and time-con-
suming manual process. In addition, the placement is fre-
quently performed after-the-fact. That is, data are moved
because a problem hés already'occurred, which often
creates new performance and'contention problems. It is
virtually impossible for ménually driven or applica-
tion-driven procedures to optimally place data in a timely
manner." Major [19] also notes that "tuning tendsrﬁo be
costly in skilled people resources as well as in hardware.
Tuning is an ongoing effoft, and thé results are often
unstable. Human resources are growing more costly,
whereas hardware is decreasinéfin cost . Thérefore, tuning
should not be an objective; rather, it should merely be an

unavoidable temporary measure."
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Because of the time and expense of manual tuning meth-
ods, only the most serious problems are given attention.
And usually these are the problems dealing with
performance. Other problems, such as under-utilization of
resources,”get far less atten;ion because they do not gen-
erate immediate éomplaints.; Thus, current methods fre-
quently seek Eo optimize accéss capabilities at the
expense of space utilizationﬁrésulting in wasted storage
space and extra costs.

Ideally, a‘computer system éhould, as Mgrrill [22] sug-
gests, "dynamically manage" its own storage subsystems,
freeing system managers from this time consuming and
expensive task. In 1983, the GUIDE IBM user group sug-
gested, among other things, that "productivity of support
personnel must exceed storage growth rate," and "that the
subsystem must be self-adjusting to a changing environ-
ment." [12] Of course, implicit in these suggestions is
the need for automation pf;ﬁhe‘storage subsystem tuning
process.

Turning the tuning function over to the computer system
is not a simple task, but efforts are being made td do 1it.
IBM has, over the’last few years, introduced Syétem Man-
aged Storage in- their ‘large coﬁputer sYstemS in an effort
to simplify the tasks of allocating Stbrage space and
dealing with inactive data. At the time a data set is
created, the expected access requirement is specified by

the user. Then the data set is located automatically on
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the device that has the capacity to handle the specified
access requirement. Additionally, as data sets become
inactive, they migrate to off-line storage with an auto-
matic recall capability over an extended period of time.
Of course, migrating inactive data to off-line storage has
a tendency té increase the access ioadvgn a device which
increases the potentia;'for perférméﬁce problems on the
device. Also: System Managed Storage aoes not tune the
system once a ‘data set has been alloéated. Adﬁustments
are not made if the user did not define the access or
space requirements properly or if. the requirements change '
over time. [28] |

The objectivé of this study is té define a method for
automating the tuﬁing of storage subsystems that minimizes
DASD skew and, in turn, provides efficient utilization of
the space and access capabilities of the subsystem. The
method described significantly reduces the requirement for
manual tuning of storage subsYstems by maintaining the
subsystem in a balanced condition; the I/0O loads and free
space are equally distributed across all devices according
to their capacity. As subsyétem loads change, the system
automaticaily adjusts to the changes. DASD skew is con-
trolled so that no manual iﬁtervention,is requifed to
eliminate the problems introduéed by skewed I/O and space
utilization within the system.

The tuning method proposed is based on the use of vec-

tor representations of storage subsystem capacities and
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loads to balance the loads across all of the devices in
the storage subsystem. These vectors are referred to as
storage factors. Storage factors are the vector represen-
tation of the concept of access density which was first
defined by Hill in the IBM technical report Access
Density--A Data Storage Figure of Merit [15]. Storage
factors provide an effective means to conceptualize and
correlate mathematically the space and access capacities
of a set of storage devices with the space and aécess
requirements of the data being stored. Theoretically, it
is possible to balance a storage subsystem by equalizing
the storage factor representing the load for each device
with the storage factor representing the capacity of each
device in the subsystem. By moving data sets to different
devices, the difference between the load and capacity
storage factors of each device is reduced as much as pos-
sible.

Although a statistical analysis of the effectiveness of
using storage factors would‘have been preferable, a legit-
imate statistical analysis was not feasible for this study
because data were not available from a statistically
representative sample of large storage subsystems. Addi-
tionally, the volume of data necessary to complete a sta-
tistical analysis with the measurement tools currently
available would have resulted in processing costs that
were unacceptably high. Alternatively, a simulated tuning

effort using actual data from a large storage subsystem is
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presented to demonstrate the use of the method and to
explore any potential problems.

A detailed description of the proposed method féllows.
In chapter 2, storage factors are defined in detail. 1In
chapter 3, the proposed tuning method is described in a
step-by-step procedure. Ngxt,fa case study is presented
in chapter 4, followed in ¢chapter 5 by an analysis of the
results obtained in the case study. Conclusions and sug-
gestions for future study are discussed in chapter 6.

The terminoloéy and examples refer primarily to IBM
storage subsystem architecture and deviées. This is
because of IBM's dominance among large computer systems
and the prevalence of information about these systems.
However, the problems discussed here and solutions pro-
posed apply to any storage subsystem with a large number
of storage devices that experience variable access

requirements among a large group of data storage devices.



CHAPTER II
STORAGE FACTORS

Access density space is described by Hill [15] as ;the
Cartesian,cpordinate space desc}ibed by volﬁmé of capacity
as the ordinate and accesses per second:. .. és the
abscissa, " where volume 5f capacity’is generally measured
in megabytes of,stbrage space and accesses per second is
the number of times per second that a»reéd or write opera-
tion is performed on a block of data. Within this coordi-
nate system, the number of accesses per second relative to
the amount of data stored is depicted by plotting the
storage space along the»abécissq and the accesses per unit
of time along the ordinate: The ratio of the access rate
to the space, which is the slope of“the‘plot, is defined

by Hill [15] as access density as shown in Equation 1.

ACCESSES PER SECOND - (1)
'MEGABYTES(HTSTORAGE

~ ACCESS DENSITY =

Hill later observed that‘a plotvof this type is similar
to a vector and that storage requirements could be

represented using vectors. Based on this observation, he

22
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suggested that vector analysis may be a useful tool for
automating the balancing of a storage subsystem, which is
the thesis of this paper.

Meaningful vector analysis requires that the dimen-
sional units be consistent. Since storage space and
access requireﬁenté are meaéured‘in Qiffereﬁt units, it is
not possible to vectorize éhe storage pharacteristics in
terms of Eheir actuallunits. However, by scaling the
actual units it is possiblé to convert to common units
that allow the stor;ge requirements to be represented as
vectors. The access scale faétor must be proportional to
the accesses per second, and the space scale factor must
be proportional to}the storage space. Fér example, an
access scale factor may be 2.00 inches/access/second, and
a space scale factor may be 0.002 inches/megabyte.

Once the storage characteristics have been scaled, a
space vector with a magnit#ae equal to the scaled mega-
bytes of storage can be plbtted along the abscissa, and an
access vector with a magnifude‘equal to the scaled
accesses per second can be plbtted along the ordinate.

The sum of the space vector and the access vector defines
a third vector known as the storage factor vector. This
is shown in Figure 1.

The direction of the storage factor vector is related
to the access)density as shown in Equation 2. Therefore,
access density is also used to refer to the direction of

the storage factor vector.
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SF accesses ACC/SEC*SF accesses (2)
Tan® = ACCESS DENSITY * =
MB*SF

space

space

The magnitude of the storage factor vector is defined
as the storage load. Using vector algebra, it is

calculated as shown in Equation 3 [31].

STORAGE LOAD = | (MB¥*SF.00)? + (ACC/SEC*SF yocmsane)” . (3)

Since the maghitude of a storage factor vector is
dependent on the values of the épacé scale factor and the
access scale faptor, the selectionvof storage factors can
make a significant difference when comparing storage
loads. Selection of scaling factors is discussed later
under Determining Scaled Factors for Balancing in Chapter
ITT.

Storage factors quantitatively ekpress the relationship
between the space ahd acceés'requirements of data storage.
They allow access and spdcé problems to be analyzéd and
resolved simultaneously while giving each problem equal
coﬁsideration.‘ Since storagé factofs are Vecfors, vector
"mathematics can be used to analyze a stﬁrage subsystem's
condition and verify the suitability of possible solutions
to loading and capacity problems. Also, vectors are well
suited to graphical presentation; therefore, storage fac-

tors, when plotted, can provide an easily understood
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depiction of a storage subsystem's condition.
Hardware vs. Data Storage Factors
!

Storage factors can be used to characterize both stor-
age hardwére and stored data: . Hardware includes physical
storage devices such as disk,d;iveé\(floppy disks, hard
disks, optical disks,\etc.), tabe drives, and solid state
devices (céches,’RAM, ROM, étcfj.‘ Storéd data includes
any collection of feiated pieces of iﬁfOrmatién‘identified
as a single entity. These data collections aré referred
to as a file or data set. 1In this‘pdpér,tthe term data
set is used. However, a stored déta entity also can be a
collection of éll the data sets stored on a device or in a
storage subsysteﬁ. Or, if a:data set is stored on more
than one device, the sgored data entity could be only that
portion of the data set stored on the device being ana-
lyzed. | -

The storage factor is useful for tuning storage éubsys—
tems because a vector can simultaneously represent both
the access and the space requirements of the storage
problem, both for stored data as well as for storage hard-
ware. By correlating the storage factors of the hardware
and the data, utilization of the storage and access
capabilities can be improvéd while maintaining a reason-
able assurance that écqess bottlenecks will not occur.
Determining the storage factor for data sets and for

storage devices is described in the next two sections.
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Data Set Storage Factors

The storage factor of a data set is defined by the
amount of data stored in the data set and the access rate
that must be provided to the data set.

The amount of aata stored in a data set is the storage
space allocated for the data set. The unit of measure is
usually megabytes, but gigabytes can be used also.

The calculation of a data éet's access rate is shown in

Equation 4.

READ/WRITE REQUESTS (4)

ACCESSES PER SEC =
¢ TIME PERIOD

The READ/WRITE REQUESTS is the predicted number of
times that a block of data will be read from or written to
the data set during a specified TIME PERIOD. This
prediction is made by monitoring the data set activity and
recording the I/O requests during the TIME PERIOD. On
large IBM systems, the SMF monitoring system is available
for this purpose. However, this type of monitoring
generates very large volumes of data that must be
condensed and(analyzed to be useful. It would be
preferable to incorporate in the operating system a method
of continuously capturing, analyzing, and condensing this
data and storing it in the Volume Table\of Contents (VTOC)

with the other data set information.
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A conservative algorithm for determining the character-
istic access rate of a data set, which could be incorpo-.
rated into the operating system, is shown in Figure 2. 2An
EXCP refers to the IBM MVS command issued to initiate an
I/0 request.

By defining a time period for eQaluating access skew,
such as weekly, monthly, bimdﬁthly, of quarterly, it is
possible to determine a data se£ with a declining access
rate. This is neéeésary to prevent the data from becoming
skewed to the high side over time. Thus, at some regular
interval of time designatedifor\monitoring access skew,
the characteristic EXCP count -is updated with the maximum
EXCP count since the last time period.

By storing the characterigtic access rate for a data
set, it would always be readily available. This would
allowythe system to\febélance‘the‘storage loads regularly,
as time and resources are a%ailable, possibly on a daily
or weekly basis. Of coﬁrse; this approach assumes that
activity in the future will be similar to the activity in
the past. This assumption, however, may not be valid.
Therefore, if conditions are known that will modify the
acéess requiremeﬁts of the data(set,‘adjustments’should be
made to the predicted access rates.

The TIME PERIOD is the length of time used to define the
data set access characteristics. Accesé requests vary not
only from device to device but also in time. [20] Some

periods of the day have much higher activity rates than
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lastskew last skew check period
currskew current skew check period
counthr = hour for which EXCP's were counted
currhr = current hour
excpct = EXCP count .
maxexcp (counthr) = maximum EXCP count for
the data set for the
count hour during the
latest skew period
characct (counthr) = characteristic EXCP
’ - count for the count hour
if currhr > counthr then
if excpct > maxexcp (counthr) then

maxexcp (counthr) = excpct
if excpct > characct (counthr) then
characct (counthr) = excpct

endif

endif

if currskew > lastskew then
characct (counthr) = max-

excp (counthr)

maxexcp (counthr) = 0
lastskew = currskew

endif

excpct = 0°

counthr = currhr
endif .
excpct = excpct + 1

Figure 2. An Algorithm to Calculate the Characteristic
Access Rate

other periods. [2] The busiest times of the day are usu-
ally when problems resulting from DASD skew are encoun-
tered. Therefore, since the intent of tuning the

subsystem is to eliminate these problems and prevent
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future problems, tuning should be performed for the high
access periods. Tuning for other time periods will have
little or no benefit if the accesses fall well below the
device's capabilities. Typically, the high access periods
occur sometime during the morning and then again in the
afternoon on reguiar busiﬁeéé days‘[2;26].

For this sﬁudj,\one,houf?periods are used. Over sev-
eral days or weeks; ahélyzing data accesses within one
hour periods allows meéningful access”patterns to be
determined. These access patterns aré then compared and
tuning is perfgrmed for those périodé with the highest I/O
activity since they will have the mdst significant impact
on system performaﬁce.

When comparing data set storage factorsh larger magni-
tude storage facﬁors indicate larger amounts of data are
being stored, more accesses pef second are required, or
both. A data set with a lérge access density indicates
that the data being stored is accessed at a high rate rel-
ative to the amount of data(étofed. A small access den-
sity indicates that a large amount of data is stofed in
the data set relaﬁive to the number éf accessesyto the
data. | |

Table 1 lists sgme example data sets and their charac-

teristics. These are plotted in Figure 3.
Device Storage Factors

The storage factor of a storage device (hardware)
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TABLE 1

DATA SET CHARACTERISTICS

Average

- Data Set Read/Write Time Period Accesses Megabytes

Name Requests (Seconds) /Second Stored
DATA SET 1 151.00 L 3600.00 0.042 7.12
DATA SET 2 80.80 3600.00 0.022 3.75
DATA SET 3 '+ 226.00 3600.00 0.063 9.49
DATA SET 4 191.00 3600.00 0.053 3.75
DATA SET 5 266.00 3600.00 0.074 3.75
DATA SET 6 403.00 3600.00 0.112 3.84
DATA SET 7 207.00 3600.00 0.058 1.80

relates a device's ability to ‘store data and its ability
to access data. A device's storage factor is defined by
the amount of data it can store (usually specified in
megabytes) and the numper of blocks of data it can read
from or write to the device in one second--the sustainable
access rate.

The maximum acéess rate that can be sustained by a

device 1s calculated in Equation 5.

1 (5)
_ *QUEUEING FACTOR
ACCESSES PER SEC SERVICE TIME Q

,

There are many factors that determine the access rate
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that can be sustained by a rotating disk device. These
vary from subsystem to subsystem and are dependent on the
exact configuration of the subsystem. Beretvas [4] and
Gray [13] provide a thorough discussion of these factors.

SERVICE TIME is the time required for a storage device
to process a request to either read or write a block of
data. A simplified calculation of the SERVICE TIME for a

rotating disk device is shown in Equation 6.

SERVICE TIME =AVG SEEK TIME+ AVG LATENCY TIME (6)
+AVG DATA TRANSFER TIME

where

A 1
TRANSFER RATE

AVG DATA TRANSFER TIME = *AVG BLOCK SIZE

The AVG SEEK TIME is the average number of milliseconds
it takes to move the read/write head to the track or
cylinder where the data to be retrieved is stored. The
AVG LATENCY TIME is the average number of milliseconds
required for the proper block of data to rotate under the
read/write head. The AVG DATA TRANSFER TIME is the
number of milliseconds required to move an average size
block of data to or from the device once the read/write
head is positioned properly. A device's average block
size 1s the average of the block sizes of all the data

sets stored on the device. A larger block size will
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increase the transfer time per access because more data is
transferred during each access. Although the average
block size for a device may vary somewhat, the difference
it causes in the AVG DATA TRANSFER TIME is usually
insignificant when compared to the seek time or latency
time. If desired, the average block size can be easily
adjusted éince it is readily available on Ehe VTOC.

Of course, 'the average seek time also*may vary depend-
ing on the ldcality §f reference and the cylinder place-
ment of more active data sets. This can be alleviated
to some extent by placing higher access density data sets
on those cylinders that minimize read/write head move-
ments.

The QUEUEING FACTOR is required because input/output
requests are not received by the device at a constant
rate. This is becauée=the'CPU can process data at a much
faster rate than an I/O‘devige.v Therefore, an I/0 device
often receives access requests much faster than its capac-
ity to handle them. Wheﬁ this occurs, a queue of I/O
requests is generated. At other times, the I/0 device
receives requests at a rate Well beiow its capabity; Dur-
ing this lower activity period, the reqﬁests in the queue
can be processed until the gueue is- empty. 7

The queueing theory steady state equation for the wait
time in a queué for an M/M/1 queueing éystem [1] shows the
relationship between the arrival rate and the service

rate. If it is assumed that an I/O device is an M/M/1
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queueing system (arrival rate and service rate follow a
Poisson distribution) and that an acceptable wait time for
service is 50 percent of the service time, then by the
wait time equatipn just mentioned, the average service
rate of a device should be approximately 30 percent of its
maximum service rate. \Otherwisé, excessive delays will
occur becéuse of<thé time requiréd fof the server to ser-
vice a request. '

McNutt [21]‘has éuggested that the‘M/M/l model may not
be appropriate for storage devices that: are hot being used
by a large number of users with relatively high access
demands because the requests‘for service probably do not
follow a Poisson arrival proceés. He found that for TSO
and large databaées, no degradation in service occurrgd
for service request rates up to sixty percent of the maxi-
mum and, in some instanées;]up to eighty or ninety percent
of the maximum servicé rétes. Thus, if it is found that
the access requests are, not afriving according to the pre-
dictions of the Poisson arfival process, it would be fea-

sible to adjust the queueing factor appropriately.

Example Device Calculations

The calculations to determine an allowable access rate
for the 3380 Model AK4/BK4 are illustrated in the follow-
ing equations. First the Service Time is calculated in

Equation 7. Technical specifications were obtained from
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IBM literature [36]. Then the Accesses per Second is cal-

culated in Equation 8.

SERVICE TIME = AVG SEEK TIME+ AVG LATENCY TIME (7)
| ‘ +DATA TRANSFER TIME
SERVICE TIME =16x10 ®secs/access + 8.3x10“ésecs/access
.+(lvsec/IBX106*6506bytes/access)

=26.47x10 °secs/access

1 .
ACCESSES - X OR
ESSES/SEC = crm s *QUEUEING FACT

1
- 26.47x10 °secs/access

*.3

=37.77accesses/sec*.3

=11.33accesses/sec

The MEGABYTES OF STORAGE for a device is the maximum
number of megabytes to be étored on the device. This will
not be the maximum physically possible to store on the
device because some freé space is required to allow-
for data set growth and temporary data sets. Typically,
the desirable maximum allowable storage size is eigh£y—
five to ninety percent of the physical capacity of the
device. Of course, it is possible to characterize
temporary storage demands just as permanent data sets are

characterized.



When comparing two devices,

37

the device with the larger

storage load has more capability for accessing data, stor-

ing déta, or both. The device with the larger access den-

sity has a greater capacity to retrieve data relative to

the amount of data stored than the dévice with the smaller

access density. -
As an éxample, Table 2 provides' a comparison of the

characteristics of various models of IBM Direct Adécess

Storage Devices. Figure 4 portrays thejstoragé factor for

each device [36].

TABLE 2

EXAMPLE STORAGE DEVICE CHARACTERISTICS

Sustainable

Model Access Rate Storage
Device Number . (AFcesses/sec) MB -
3380 AK4/BK4 11.34 1606.500
3380 AJ4/Bl4 © 13.35 535.500
3380 AO4/AAL/BOA 11.34 535.500
3380 AD4/BD4 11.78 535.500
3380 AE4/BE4 10.92 1071.000
3350 8.19 269.875

After comparing the access densities of these devices,

it is clear that the 3380 Model AK4/BK4 has the least

access capacity relative to the amount of data stored,
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while the 3350 Model has the largest access capacity rela-
tive to the amount of data stored. This means that a 3350
device is suited to storing higher access density data
sets better than a 3380 device because the access density
of a 3350.device is higher than the access density of a
3380 device. On theiotherAhaﬂd; a)3380 device would be

suited to storing. a large)amount of data with low access

requirements better than would a 3350 device.

Caching Effects

It is beyond the scope of ‘this paper to discuss I/O
caches in detail. However, since caching is prevalent in
large storage subsystems today, their impact on the stor-
age devices that they service is discussed briefly. An
I/0 cache is in reé%ity a storage devicé with different
storage characteristicslthaﬁ the storage devices they ser-
vice. It generally has a very high access capacity and a
much smaller storage space:, That is, its access density
is much higher. It alsé doeé not provide permanent stor-
age.

Cache is non—perﬁanent storage.‘ Therefore, it must be
considerea seﬁarateiy from pefmanent storage since any
cached data also must be prévided storage space and access
capacity on a permanent storage device. However, since
data is moved from permanent storage to cache when the
data set i1s accessed, the cache can reduce the amount of

I/0 that the permanent storage device must support. This
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reduces the access density of the data set with respect to
the permanent storage device. Since the access density
affects how the system manages a data set, a cache can
affect the placement of the data set on the permanent
storage devices. 1In a non—gaqhéd system the same data set
with the séme access deﬁand can have a cbmpletely differ-
ent accesé fequirement ét thé(permapent,s;orage device
level. Therefore, it is important that accesskdemand be
measured at}the queueing level of thé device that is being

analyzed.
Aggregate Storage Factors

An aggregate storage factor 'is the characteristic of a
set of data sets or devices when viewed as a whole. Thus,
for data, the data set divisions are ignored and all the
data is viewed as one entity. Usually the data sets
include all the daté sets on a device or all the data sets
in a subsystem. For hardware, .the physical device separa-
tions are ignored and all &évice capabilities are consid-
ered as one device. Using vector algebra, the calculation
of the aggregate sforage factor is shown in Eqﬁations 9

and 10 where n equals the number devices or data sets.

Z ACC/SEC L *SF accesses

=1

AGGREGATE ACCESS DENSITY =

i MBL*SF space
=1
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AGGREGATE STORAGE LOAD= (10)

n 2 n 2
\/( > ACC/SECL*SFWSES) + ( > MBL*SFW)
=1 =1

A comparlson of the aggregate device access density and
the aggregate data access den31ty will show any ineffi-
ciencies in the.utilizationfof the\étorage subsystem. If
the aggregate data‘access density is éignificantly
different from the aggregate dev1ce access density of the
devices, then the devices are not well sulted to storing
the data. If the aggregate data access density is
considerably larger than the aggregate device access
density, there must be a large émount of unutilized
storage space if thé access capabilities of the devices
are not exceeded. An example is shown in Figure 5.

If the deviceistorage capacity is being utilized fully,
then the device accéss caﬁabilities are being exceeded,
and a bottleneck is created, . This is illustrated in
Figure 6. Of course, other‘coﬁditions can exist, but
under no circumstances can the storage subsystem be oper-
ated without inefficienciéS'in either the access rates,

the quantity of stored data, or both.
ResidualVStorage Factors

The residual storage factor is the difference between
the aggregate device storage factor and the aggregate data

storage factor as shown in Equation 11.
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RESIDUAL STORAGE FACTOR = (11)

DEVICE STORAGE FACTOR-DATA STORAGE FACTOR

In reelity, the residual,stbrageifactor defines a
virtual dev1ce con81st1ng of the unutlllzed storage capa—
bilities of the storage dev1ce Flgure 7 shows a residual
storage factor. |

The residual storage faetor»shows the condition of the
storage subsystem being analyzed. iThe iarger the magni-
tude of the residual storage: factor, the more out of bal-
ance is the system. A zero magnitude residual storage
factor indicates a perfectly balenced system; the data
storage requirements equal the data storage capabilities.
This is the most economic condltlon, and therefore, it

defines the desired result of most tuning efforts.



CHAPTER ITI
TUNING PROCEDURES

As discussed previohsly, in the)ideal storage subsystem
the storage and access capacities of the subsystem are
utilized fulivaithbut degrading its performance. Because
conditions frequently change within a subsystem, periodic
tuning is necessary to maintain balanced utilization of
the subsystem's resources and thus prevent performance
problems resulting from an out-of-balance condition, or
DASD skew.

Tuning a storage subsystem first requires verification
that the storage subsystem‘ﬂas fhe capacities necessary to
handle the storage requirements of the system. Next, the
space and the access loads on each of the storage devices
within the subsystem must bé balanced with the device's
capacities. Balancing the loads is accomplished by moving
an appropriate group of data sets from those storage
devices that are overloaded to those devices that are
under-utilized. The tuning procedures developed during
this study are summarized in the following outline of the
balancing algorithm. Each step is then explained in

detail in the following sections.

46



Step 1:

Step 2:

Step 3:

Step 4:

Step 5:

Step 6:

Step 7:

47
Outline of the Balancing Algorithm
Calculation of storage factors

The following storage factors are determined:

Data set storage factors by time period
Device storage factors

Device load storage factors by time period
Subsystem capacity storage factor

Subsystem load storage factor by time period

Selection of the critical time period

This is the time period with the greatest magni-
tude .Subsystem Load Storage Factor.

Evaluation of the hardware compatibility

If the subsystem capacity storage factor and the
subsystem load storage factor are significantly
different in magnitude or direction, a change in
hardware configuration may be required.

Determination of the virtual device storage fac-
tors

These are the desirable balanced loads for each
device based on a weighted average of the total
loads.

Determine the scale factors for balancing, and
scale the appropriate storage factors

Select a scale which equalizes the magnitudes of
the components of the virtual device storage fac-
tor. Scale the virtual device storage factor, the
device load storage factors, and the data set
storage factors.

Calculate the residual storage factor for each
device.

Balancing the loads (moving data sets)

Step 7A: Determination of a data set to move

Determine the device with the largest magni-
tude residual storage factor.



Step 7B:

Step 7C:
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Condition 1

If the access load < virtual access capacity

and the space load < virtual space capacity

then ‘
No data sets are moved--access and space
capécity remains on the device

Else Condition 2
If the access load < virtual access capacity
and the space load > virtual space capacity
then B 4 L
The data set with the lowest access density
is selected )

Else Condition 3

If the access load > virtual access capacity
and -the space load > virtual space capacity
then u
The data set with an access density closest
to the residual access density is selected

Else Condition 4

If the access load > virtual access capacity
and the space load < virtual space capacity
then
The data set with the largest access den-
sity is selected

A check is made that removal of the data set
will reduce the residual storage load.

If removing the data set will increase the
residual storage load, the move is canceled
and the next data set is selected.

Determination of the device to receiwve the
moved data set.

The device with the residual access density
closest to the data set access density is
determined.

If adding the data set increases the magnitude
of the residual storage factor, the device
with the next closest residual access density
is tried. This is repeated until a device is
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found to receive the data set. If no device
is found, the move is cancelled, and the next
data set is tried.

Step 7D: Move the data set.
Step 7E: Goto Step 7A and repeat until all devices are
balanced or no more data sets can be moved.

Calculation of the Storage Factors

The first step ig tuning a storaée éubsystem is to cal-
culate the following Storage:fadtoré: the data set stor-
age factors, the device stofage factors, the device load
storage factors, the subsystem capacity storage factor,
and the subsystem load storage factor. They are described
briefly below.

The data set storage factors are defined by the charac-
teristic access requirement by time period and the allo-
‘cated storage spacerqf each data set. This information
should be contéined in the;VTOC. If it is not, it must be
calculated from monitoring,data. A data set storage fac-
tor must be determined for each data seﬁ in the subsystem
for each time period to)be’énalyzed.

The device storage factors are defined by the maximum
sustainable access capacity:énd the stbrage space capacity
available on each device,‘less any required space for
future growth and temporary data sets. A device storage
factor must be determined for each device in the subsys-

tem.
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The device load storage factor is the aggregate storage
factor of all the data sets stored on a single device. A
device load storage factor must be determined for each
device in the subsystem for each time period.

The subsystem device storage factér is the aggregate
storage factor of all the déviceé in the subsystem.

The subsystem load storage:factor”is the aggregate
storage factor of all the data -sets étored in the subsys-
tem. A subéystem load storage factor ﬁhst\be determined

for each time period.
Selection of the Critical Time Period

The second step in the tﬁning‘procedure is to determine
the time period that has the greatest demand for
resources. The critical time period is the hour with the
largest system daté storage factor access density, or the
hour with the largest accééses per second requirement.

The space requirement is ﬁdt a factor in determining the
critical time period beCaugé the quantity of data stored

remains constant through all the time periods.

v

'Evaluation of the Hardware Requirements

After determining the critical time period, the subsys-
tem is evaluated as a whole; that is, total capacities are
compared to total demands for the critical time period.

This is accomplished by plotting the system data storage
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factor versus the system devicé storage factor for the
critical time period. ‘By comparing these two storage fac-
tors, it can be determined whether modifications to the
number or type of hardware devices are necessary in order
to provide fhe<required\storage capabilities economically.

If there is unutilizedyétéfége and access capacity
equal to thé storégé and access capacities of one or more
of the deviceéiin the subsystem, then it‘is‘possible to
remove one oOr more devices from the subsystem %;thout
affecting its performance.‘ If eithé£ the storage capacity
or the access capacity, but not both, is under-utilized,
the existing storage devices may need»to be replaced with
devices that have a storage factor similar to the storage
factor of the data. This shéﬁld allow better utilization
of the devices.

Acquiring other equipment also may be necessary if
access or space deménds exééed\the capacities of the pres-
ent devices. If tﬁe total access demand exceeds the total
access capacity of éll,the devices, there probably are
performance problems in‘the system. If there is not
enough free space for growth andltemporary’data gsets, then
jobs requiring additional storage spacé wiil fail because
of out-of-space errors. If either of these conditions
exists, new storage capacity must be acquired. Again,
only devices with storage factors as close to the device .
load storage factors as possible should be obtained. This

assures that unnecessary capabilities are not purchased.
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Determining the Virtual Device Storage Factors

Once it has been determined that the existing equipment
meets the currént and projected future data storage
requirements, the next step is to define the storage loads
that each device should hapdléu Of course, since the
object of tuning the storage subsystem is to assure that
the access and spaéé féquiremehts of the data are matched
as closely as possible to tﬁe‘capaéities of the device on
which the data is stored, it may'seém logical to use the
device storage faétors as the tuning objective. Neverthe-
less, because the total storage. loads farely exactly match
the total subsystem capacities, it is preferable to use a
weighted distribution of the total storage load as the
desired balanceé load rather than thé actual device capac-
ities. The weights are based'on the capacities of the
devices. 1In this way, all the devices carry a load
proportional to their capacities.

For example, if'the total demand is for 1200 megabytes
of data and 30 access per second, Table 3 illustrates the
calculated distribution of the load for balancing the sub-
system. Thus, devices 1 and 2 would be expectéd to store
67 percent more data and provide 25 percent more accesses
than devices 3 and 4 because devices 1 and 2 have 67 per-
cent more space capacity and 25 percent more access capac-

ity than devices 3 and 4.
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Distributing the loads in this manner can be viewed as

defining a virtual device, then attempting to maximize the

loads on each virtual device during the balancing process.
The storage factor associated with each of these virtual
devices is referred to-as the virtual device storage fac-

tor.

TABLE 3
EXAMPLE -- DESIRABLE DEVICE LOADING
Accesses Weighted Weighted
Megabytes /Sec. Load Average
Device Capacity Capacity Megabytes Acc./Sec.
Device 1 500 10 375 8.33
Device 2 500 10 375 8.33
Device 3 300 8 225 6.67
Device 4 300 8 225 6.67
Total 1600 36 1200 30.00

Determining Scale Factors for Balancing

The balancing procedure should give highest priority to
the condition that is most out of balance. Thus, when
balancing a device with an access fequirement that exceeds
the desirable by 25 percent and a spéce requirement that
exceeds the desirable by 10 percent, a higher priority
should be given to reducing the access requirement over

reducing the space utilization.
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To assure that this prioritization occurs, the storage
factors must be scaled appropriately. For example, a
device may have a desirable load of 1500 megabytes of
storage space and 15 accesses per second. If 1700 mega-
bytes of data are aétually stored on the device and 18
accesses per second are feqhired; a vector analysis of the
difference between the‘desirable aﬁd'fhe actual loads,
using scale factors’of'éne, results in a Qectbr with 200
units for the spaCe'component and 3 units for the accesses
per second component. The magnitude of this vector is
almost completely the result of the space coﬁponent. Con-
sequently, the balancing effort wouldlfirst try to remove
the excess storage load, even though the access
requirement is 20 percent ouE:of-baiance, and the storage
requirement is only 13.percent out-of-balance.

To overcome this problem, a scale that plots the sub-
system device storage factér at 45 degrees is necessary.
That is, the access rate and space components of the
subsystem storage capacity Véétbr should have equal magni-
tudes. This will give equal consideration to the space
and access characteristics during thelbalanciqg effort.
Thus, using the previous example, if the mégabytés are
scaled by a factor of 0.01, tﬁen the 1700 megabytes load
becomes 17 and the accesses per second remains at 18.

Now, when the Vector;representingythe difference between
the actual and desirable loads is calculated, the magni-

tude of the access component is 3 and the magnitude of the
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space component is only 2. In this case the access
component is more critical, as it should be since the
access component is more out-of-balance.

Once a scalé is selected, the virtual device storage
factor, tﬁe device load storage’factors, and each of the

data set storage factors are rescaled accordingly.
Balancing the Loads (Moving Data Sets)

The next 'step is to balance the loads on tﬁé virtual
storage deviées. This is abhiéved by seeking to equalize
the device load storage factor and the wvirtual device
storage factor for each ofdthe devices in the subsystem.
When both storage factors are equal for a device, the
demand on the device is balanced with the device's capa-
bilities. This assures that the device's capabilities are
fully utilized without cre&ting performance delays. If
the data and devicé storage_factors‘ére not equal, then
the storage device is being under-utilized, or a potential
access bottleneck exists fé? the device.

To determine whether the loads on a set of storage
devices require adjustment, the device load'storage factor
for each device is calcﬁlated and compared to the related
virtual device storage factor. For devices that are not
properly balanced, data must be moved from the overloaded
devices to the under-utilized devices. Improperly loaded
devices are recognizable immediately when the device load

storage factors are plotted as shown in Figure 8. Devices
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A and B have excess capacity and devices C & D are over-
loaded. Data must be taken from devices C and D and
placed on A and B until all the loads are balanced.

To determine which data sets should be moved, the
residual Storage factor is célculated for each device by
taking the difference betweeﬁlthé deviée load storage fac-
tor and the virtualvdéQice s;praée factor. A larger
residual storage load indiéatés‘a more‘significant
out-of-balance condiﬁion. Therefore, a data set is moved
from the device with the largest residual storage load.

It is then added to the under-utilized device that has a
residual access density that most nearly matches the
access density of the data set béiﬁg moved.

Balancing a set of storage devices requires that the
residual storage load for eacﬁ device be reduced to as
near zero as possible. Thié is accomplished by continuing
to remove data sets from Oﬁérloaded devices and then
adding them to under-utilized devices while assuring that
the residual storage load for,each of the devices involved
in the move is reduced. Whén no data sets can be moved so
that the residual étorage loads are reduced, the subsystem
balance has been improved as much as possible.

The specific data set to move is dependent on the
nature of the out-of-balance condition as determined by
comparing the data loads to the virtual storage device
capacities. Four different conditions are possible as

shown in Table 4.
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TABLE 4

OUT-OF-BALANCE CONDITIONS
RELATIVE TO THE VIRTUAL STORAGE DEVICE CAPACITIES

Condition. ) Space, ' Accesses/Second
Data Load . Data Load
Condition 1 . < - <
' ’ Device Capacity ' Device Capacity
Data Load . Data Load
Condition 2 > <
’ Device Capacity Device Capacity
Data Load Data Load
Condition 3 > - >
: Device Capacity Device Capacity
Data Load ' Data Load
Condition 3 <. ) >
Device Capacity Device .Capacity

These conditions are représented graphically by divid-
ing the space surroﬁnding ;he endpoint of the virtual
device storage factor into four areas as shown in
Figure 9. The area wherela»storage factor terminates
identifies the out-of-balance condition for that device.
The out-of-balance conditiéh aetermines the criteria used
to select a data set for movement. Following is a
description of each condition and the criteria used to
select a data set for movement.

Condition one exists when the data access requirements
and the data space requirements are less than the capacity
of the virtualvstorage device. In other words, additional

access capacity and storage capacity exist on the device.
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Reduction of the residual storage load for these devices
requires the addition of other data sets to the device.
This occurs as data sets are moved from other devices.
Since moving data sets off a device with this out-of-
balance cpnditién would create a larger residual storage
load, mo&ing\data’séts'from\thesé devices is not
permitted. |

Conditién two exists when the amount of data stored oh
a device exceeds the capacity of the virtual storage
device and the data access requirements are less than the
capacity of the virtual storage device. In other words,
too much data is stored on ﬁhe deviée, while additional
capacity remains for accessing data. In this case, data
sets with the smallest access densities should be removed
from the device and added to another device since their
removal wiil reduce the amount:of)data stored as much as
possible while‘minimizing the reduction in the access
load.

Condition‘three‘éxiéts when the amount of data stored
and the data access.fequiréﬁeﬁfs for a device exceed the
capacity of the virtuél storage device. In other words,
too much data is stored ‘on.the device, and too many
accesses per second are required. The data sets with
access densities closest to the residual access density
should be removed from the device since their removal will
reduce both the access and space requirements as much as

possible.
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Condition four exists when the data access requirements
for a device exceed the capacity of the virtual storage
device and the data space requirements are less than the
capacity of the virtual storage device. In other words,
too many accesses per second are required, but additional
storage capacity remains on‘fhé»dévice. Data sets with
the largest access dénsitiés should be removed since their
removal will reduce the\éccéséyfeéﬁiremeﬂté’as much as
possible while\minimizing the reduction in thé amount of
data stored.

The device from which a data set should be removed is
the device witﬁ the largest residual storage load and with
an out-of-balance condition of two, three, or four. A
data set being moved should fhen be added to the device
with a residual stdrage factor access density that is
closest to the accéés density of the data set being moved.
The receiving deviqe will always be a device with an out-
of-balance condition of coﬁdipion one, condition two, or
condition four.

Before moving a data sét, however, two requirements
must be met. The first requirement is that the residual
storage load of the device from which the data set is
removed must be reduced. This is illustrated for condi-
tion two in Figure 10, condition three in Figure 11, and
Condition 4 in Figure 12. If removal of the selected data
set can be piotted within the cross hatched area for the

applicable condition, then the data set is eligible for

N



CDODNLODOO D

=T

o000 W

62

20
15
10 - :
Virtual Device b
Storage Factor 1
\\\‘ ! Removed
S Data Set
/’ Storage Factor
5
7 Resultant Device Load
/’ Storage Factor
// ‘\\\\DGVICG Load
/7 Storage Factor
0 / e | i
0 500 1000 1500 2000
Megabytes

Figure 10. Valid Data Set Removal

Condition 2



DOV HLNDOOD

=~ 0T

OS000OW

20
15~

Removed Data Set

Storage Factor
/

10 - )

Resultant .

Device Load //,V/

Storage Factor /

//
B / Device Load
5 / Storage Factor
////
// Virtual Device
/ Storage Factor
///
//
/// '
O | | |
0) 500 1000 1500
Megabytes

Figure 11. Valid Data Set Removal

Condition 3

63

2000



OB LDOOOD>

=0T

o000 W

20

15

10

19|

Figure 12.

Removed Data Set
Storage Factor

Device Load
FStorage Factor

Valid Data Set Removal --

L / ’ Resultant Device Load
/ Storage Factor
/ Virtual Device
/ Storage Factor
4 | | |
0 500 1000 1500
Megabytes

Condition 4

64

2000



65
removal. If not, another data set must be selected. Of
course, the size of the cross hatched area is a function
of the termination point of the device load storage fac-
tor.

The second requirement that must be satisfied is that
the residual storage load of the device receiving the data
set must be reduced. This is illustréted in Figure 13.

The receiving device is determined by finding the
device with a residual access density that most nearly
equals the access density of the data set being moved. The
residual storage load that would result if the data set
was actually moved to this device is then calculated. If
placement of the data set on the device would result in a
larger residual storage load, the device with the next
closest residual access density is tried. This is
repeated until a device is found that can accept the data
set or until all devices are eliminated as possible desti-
nations.

These conditions are necessary to assure termination of
the balancing process. Otherwise, it is possible that a
loop in which a set of data sets is moved back and forth
between the same set of devices’couid occur and‘the bal-
ancing process would continue indefinitely.

The movement of data sets is continued until the magni-
tude of all of the residual storage factors is reduced to

zero or until no more data sets can be moved.
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Proof

The following is a proof of\the validity of using
residual storage factors to balance a storage sﬁbsystem.
It must be coﬂgidered as theoretical because it assumes no
granularity of the data. In ppactical[applications, the
ability to move data sets ié limited‘by the requirement to
maintain the integrity of)thé data séth

A general depiction of DASD skew using'stéyage factors
is shown in Figure 14.

Given that:

n=the total number of devices

y =the magnitude of the accesses per second

x =the magnitude of the sbace requirements

v,.=the residual accesses‘per second

x,=the residual space.requirments

Y. =the average accesses per second across all the devices

x,=the average space requirement across all the devices

The average accesses per second is calculated as shown

in Equation 12.

YitYet Yzt vy, (12)

Ya=™

The residual accesses per second for each device is

calculated as shown in Equation 13.
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YriTY17Ya
yr2:y2—ya
Yri3= Y3 Ya » (13)
yrn.::ynﬂya ’

As Equation 14 shows, the sum of the residual accesses

per second is equal to zero.

Zerzyr1+yr2+yr3+"'+yrn
=1

=Y YD) (VoY) (V=Y et (V= Va)

=Y Yy )P (YY) (YY)

=0

If all the devices with a residual access load greater
than or equal to zero are labeled from 1 to k, then, as
shown in Equation 15, the suﬁ of the residual access loads
for the remaining devices from k£+1 to n must equal the
negative of the sum of the”residual access loads for the
devices form 1 to k. This follows from the fact that the

sum of all the residual access loads must equal zero.
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n

k
0=) ¥Yut ) Yn
=1 1

1=k+

n

k
D V== ) Ve
=1

1=k+1

It is also apparent that when some access load vy, is

removed from one device and added to a different device,
the sum of all of the residual storage factors remains
Zero.

Since it has been shown that the residual access load
consists of two equal but opposite components and that an
access load can be removed from one dévice and added back
to a different device without affecting the sum of the
residual access loads, then it follows that if the resid-
ual access loads greater than zero are removed from their
respective devices and are added to the devices with a
residual access load less than zero, then the residual
access loads on all devices will egual zero.

This same logic can be épplied to the storage space of
the devices. 1In the previous equations, x and x, can be
substituted for y and y,. It is then easily shown that
moving the positive residual space loads to the devices
with negative residual space loads adjusts the residual
storage space load to zero on each device.

When the residual loads are adjusted to zero, the sys-
tem is balanced. Therefore, given the ability to move the
loads as desired, it is possible to balance a stérage

subsystem using the procedures outlined previously.
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Balancing Constraints

The physical requirement of maintaining data sets as a
single entity stored on a single device constrains the
movement of bofh the access and sbaca loads from one
device to another device. - A data set cannot be divided
arbitrarily according‘to‘tﬁe residual conditions. At the
time of balancing, tha size and access demandzof the data
are fixed. Therefore, as data sets are‘mbved during the
tuning process and as a device approaches itslcalculated
desirable loads, it may not be possible to find a data set
with the exact characteristics necessary to match the
device characteristics perfectly. Usually, a compromise
must be made because an exacﬁ match cannot be found. This
situation is aggravated by larger data sets and data sets
with larger access demands .

Thus, if a device ia‘loaded to within 0.1 Megabytes of
the desirable total meéabytes‘and 0.08 accesses per second
of the desirable total aécesées per second, there may not
be a data set available for movement that matches this
condition. And, of course, the larger the data sets to be
mo&ed, both in terms of access demand and the data set
size, the more difficult it will be to find a device that
can accommodate its requirements. Tﬁus, depending on the
size of the demanda, the ideal condition will most likely

not be achievable. Therefore, termination of the balanc-
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ing effort will very likely be the result of an inability
to move more data sets rather than the achievement of a

perfectly balanced subsystem.



CHAPTER IV
CASE STUDY
Data Set Infqrmatioh

To demonstrate the use of stbrageAfactofs for tuning
storage subéystems, access and storagefspace information
was collected'from a large corporate inforﬁation center
using the IBM System Management Facilities (SMF). The
center uses IBM 3090 mainframes wiﬁh an extensive array of
3380 model AK4/BK4 disk storége‘devices. The device stor-
age factors section contains a description of these
devicés. Because of the lafge'quantity of data stored in
this subsystem, the data gathéred was restricted to a
single string of sixteen dé&iées over one 24 hour périod.
The device string contéins sixtéén 3380 model AK4/BK4
storage devices or volumes. Because SMF provides inaccu-
rate access counts (EXCP's) for Virtual Storage Access
Methods (VSAM)‘[22,34], a de&iée string on which 14 of the
16 devices were designated for TSO storage and the other
two were assigned to Sﬁecific user éroups for special
storage requirements was used. - This should have elimi-

nated the problems with the VSAM access methods because

" 73
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TSO data sets usually do not use this access method. Over
41,000 data sets were stored on these 16 volumes.

The SMF counts EXCP's without regard to any I/O caches
that may exist in the system. This is because the SMF is
not designed to differentiate between cached and non-
cached devices. In the system from which the data for
this study was obtained, each channel was cached for reads
only. Therefdre, many of the EXCP's would have been han-
dled by the cache. For this investigation, however,
cacheing was ignored and it was assumed that the disk
storage devices were required to handle the full I/O
demand. These assumptions should not adversely affect the
results of this study since the purpose of the data was to
provide a realistic demand scenario for a large storage
subsystemn.

The SMF writes/I/O inforﬁation each time a data set is
closed within a step. These records are referred to by
the SMF as Type 14 or Type 15 records, depending on
whether the data set was openéd for input, output, or
update, etc. These Type i4/15 records include the fol-
lowing pertinent information:

The data set name.

The volume that the data set 1s stored on.

The time that the data set was opened.

The time that the data set was closed.

The number of EXCP requests initiated for the data
set while the data set was opened.

A large amount of additional information is also logged on

the Type 14 and Type 15 records but is not relevant to
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this analysis and was ignored. Merrill and IBM [22,24]
provide a complete description of the Type 14 and Type 15
records from the SMF gystem.

Since the purpose of this analysis was to evaluate the
use of storage factors to balance storage subsystem loads,
it was assumed that thé’data gathéfed"represented a char-
acteristic acgeés reqﬁifement fof‘egch data set. In real-
ity, a monitoring sysﬁem such as the one described in the
data set storage factors seétion would be required to
determine a tfue characteristic access requirement. How-
ever, this data prbvides a sampling of a large number of
data sets from aﬁ actual working~eﬂvironment, and
therefore, should provide a reaiistic gimulation of the

tuning problem.
Data Reduction

For the 24 hours during which data was gathered on the
16 volumes, over 129,000 Type 14/15vrecords were produced.
However, not all these recofds'bontained useful informa-
tion. As explained by Merrill [22], this is because the
SMF writes a record each time the data set iskclosed; but,
the true EXCP count is only written wheﬁ the last close is
executed during a job step. In examining the SMF data
after it was sorted by the volume label, the data set
name, and the time the data set was opened, it appeared
that this condition occurred (multiple open/closes within

the same step) when there was a record with open and close
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times that included the open and close times for several
of the records that followed. Therefore, records that had
open and close times between the open and close times of a
previous record for the same data set were excluded from
the EXCP count. Table 5 provides a typical example of the
data produced by the SMF when this condition occurred.
Only the first line of data contains reliable information.
All the other information was discarded because the open
and close times fall within the open and close fimes of

the first line. of data.

TABLE 5

SAMPLE SMF DATA--MULTIPLE RECORDS
WITH UNRELIABLE EXCP COUNTS

Data Set Name Open Time Close Time EXCP Count
USER.XYZ.DATA 12:22:40.77 12:28:49.99 16
USER.XYZ.DATA 12:28:41.88 12:28:42.11 11
USER.XYZ.DATA 12:28:42.11 12:28:42.26 13
USER.XYZ.DATA 12:28:42.31 12:28:42.42 6
USER.XYZ.DATA 12:28:42.48 12:28:42.88 10
USER.XYZ.DATA 12:28:47.80 12:28:47.95 19
USER.XYZ.DATA 12:28:47.96 12:28:48.09 21
USER.XYZ.DATA 12:28:48.14 12:28:48.32 14
USER.XYZ.DATA 12:28:48.32 12:28:48.45 16

With this fact in mind, all of the Type 14/15 records
were analyzed to provide an EXCP count for each data set

opened during the time period analyzed. Each record was
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read and checked to assure that it contained reliable data
as explained above. The EXCP count was then added to the
total for the data set. When a data set was opened in one
time period and closed in the next, the EXCP count was
pro-rated to the time period being analyzed based on the
ratio of the amount of time the data set was opened within
a time period relative to\the tetal time the data set was
open. Usually, a data set used several times during the
day had different access requirements depending on the
time of day. Thus, a data set used between 9:00 and 10:00
a.m., 10:00 and 11:00 a.m., and 12:00 and 1:00 p.m. would
probably have a different access requirement for each time
period.

The size of the data set was determined from the Space
allocated as specified in the VTOC of the device where the
data set was stored. |

Once the access requireﬁent and size of a data set were
determined, the data set's storage factor was also
defined. The data set storage factors were the key ele-

ment in analyzing and balancing the storage subsystem.
Selecting the Analysis Time Period

Using the storage factor for each data set, a subsystem
load storage factor was calculated for each one hour time
period during the day. The critical time periods are
those with the maximum access demands, or, using storage

factors, those time periods with the largest subsystem



load access densities.
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The storage space does not have an

impact because the storage space required for all the data

sets stored in the subsystem is considered constant when
the subsystem is analyzed.

each time period, and Figure- 15 displays the subsystem

Table 6 lists the data for

load storage factors. 15:00 - iG:OO p.m. was selected as

the time period to be analyzed for this study.

SUBSYSTEM 'LOAD STORAGE FACTORS BY TIME PERIOD

TABLE:

6

Accesses per

Megabytes of

Time Period Sgcond Storage
00:00 to 01:00 8.423 22,272
01:00 to 02:00 | 7.368 22,272
02:00 to 03:00 1.340 22,272
03:00 to 04:00 5.112 22,272
04:00 to 05:00 3.724 22,272
05:00 to 06:00 1.214 22,272
06:00 to 07:00 4.024 22,272
07:00 to 08:00 19.439 22,272
08:00 to 09:00 56.055 22,272
09:00 to 10:00 46.487 22,272
10:00 to 11:00 78.008 22,272
11:00 to 12:00 37.086 22,272
12:00 to 13:00 29.418 22,272
13:00 to 14:00 50.824 22,272
14:00 to 15:00 49.570 22,272
15:00" to 16:00 ' 83.952 22,272
16:00 to 17:00 46.827 22,272
17:00 to 18:00 25.839 22,272
18:00 to 19:00 8.175 22,272
19:00 to 20:00 10.345 22,272
20:00 to 21:00 7.121 22,272
21:00 to 22:00 0.752 22,272
22:00 to 23:00 1.002 22,272
23:00 to 24:00 2.689 22,272
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Hardware Analysis

After determining the time period to be analyzed, the
subsystem's hardware was evaluated by comparing the total
hardware capacities to the total data storage require-
ments. The subsystem load storage factor was calculated
previously whén determining the'time périod to be
analyzed. The subsystgm capacity stdrége factor was
determined bf summing the device storage facto;s for each
device. This provided a picturé‘of the total capabilities
of the system. Table 7 and Figuré~16 éummarize’the sub-

system being analyzed.

TABLE 7

SUBSYSTEM STORAGE FACTORS COMPARISON
FOR 15:00 - 16:00 P.M.

Accesses per Megabytes of

Storage Factor Type ' Second Storage
Subsystem Capacity’ ’ 181 25,696

Subsystem Load . 84 22,272
Subsystem Residual 97 3,424

Comparing these storage factors indicates that the num-
ber of devices can be reduced and that the type of devices
can be modified to handle the data requirements more

economically. By subtracting two device storage factors
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from the subsystem capacity storage factor, it is apparent
that there is adequate capacity to handle the system data
storage factor. Thus, it is feasible to remove two
devices from the sYstem and have the system function ade-
quately. This is illustrated in Figure 17.

Also, other adjustmeﬁts‘méy bé justified eéonomically.
There is‘stil; a significaﬁh“émoﬁnt of additional capacity
for accesses per seconé*prd&ided by the existing hardware,
even after removal of two devices. This suggests that
other hardware devices witﬁ lower access density specifi-
cations may be more economical Sinée they Would provide
less access capécity relative to tﬁe}aﬁount of data
stored, a theoretically less costly device. For this
analysis, however, no adjustments were made torthe hard-

ware configuration.
Determining Virtual Device Storage Factors

After evaluating the subsystem as a whole and making
any hardware adjustments necéssary, data loads must then
be adjusted on each device‘so that the loads are more
evenly distributed across all the devices inythe subsys-
tem. This is necessary -to eliminate any loads that may
exceed the capacity of a device. Also, it reduces the
probability that any of the devices in the subsystem will
become overloaded in the future.

To balance the storage loads, the device load storage

factor is first calculated for each device in the
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subsystem. This is the sum of the data set storage fac-

tors for all of the data sets stored on a device for the

time period being analyzed.

for the subsystem being analyzed.
the device load storage factor for eagh)device, clearly
showing that there is a wide diversity in the direction
and magnitude of the device load storage factors. Since
all of thecdevicés in the subsystem are the‘same, this
indicates that during’the 15:00-16:00 p.m. time period,

considerable DASD skew exists in the subsystem and that
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Table 8 summarizes this data

Figure 18 also displays

balancing of the subsystem is required.

DEVICE LOAD STORAGE FACTORS BEFORE BALANCING

TABLE 8

15:00 - 16:00 P.M. TIME PERIOD
Accesses Megabytes
Volume .per Second of Storage
RES018 16.626 1230.50
TSHOO0O .259 1618.88
TSHOO01 272 1141.89
TSHOO02 .765 1361.78
TSHO03 11.195 1506.37
TSHO04 .243 1401.85
TSHOO5 ° 441 1290.69
TSH006 .853 1568.64
TSHOO7 434 1423.16

TSHOO8
TSHO09
TSHO10
TSHO11
TSHO13
TSHO14
usDDPO1

NN WO 22NN BN =2 N

.663
.703
.709
.880
.572
.288
.048

1391.
1503.
1387.
1587.
1238.
1276.
1343.

16
97
71
67
44
59
14
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To balance the subsystem, the target load, or virtual
device storage factor, is calculated for each device using
the subsystem capacity load storage factor and the device
storage factors. In this study, because all the devices
are the same, it is easily calculated by dividing the sub-
system dévice load storage:factor by lé-—the number of
devices in the system. fhe reshit was an access rate of
5.25 accesSes‘per secoﬁd and 13§2 megabytes of storage
space. These are the target loads defining the virtual
device storage factor for the 15:00 to i6:QO p.m. time

period.
Determining the Scale Factors

The virtual device storagé*factor has an access compo-
nent of 5.25 accesses per second and a space component of
1392 megabytes. These weré:scaled to plot three inches in
length. Therefore, the scalé factor for accesses per sec-
ond is 0.57142 and the scale factor for megabytes of stor-

age is 0.002155.

[

Balancing the Loads

As previously described; balancing the loads on a
string of storage devices fequires the magnitude of the
residual storage factor for each deﬁice to be reduced to
as near zero as possible. This is accomplished by moving
data sets from those devices that are overloaded to those

devices that are under-utilizing their capacities. To



87
balance the system analyzed in this study, a computer pro-
gram was written that determines which data sets should be
moved and on which device they should be placed. The
program automates the procedures described in the previous
chapter for moving data sets. The process is briefly
described below.

The program calculates the residual;Storage factor for
each device in the system. A data set -is then selected
for movement from the device having the largest residual
storage load that is also overloaded. The data set
selected is determined by the rules that apply to the spe-
cific out-of-balance condition. If movement of the data
set will reduce the residual storage load of the device
where the data set currently resides, a device 1s selected
for placement of the data set. If removal of the data set
will increase the residual storage load, then the data set
with the next closest access density characteristic for
the out-of-balance condition of the device is analyzed to
see 1if it can be moved. fhis is repeated until a data set
that can be moved is found, or, if none is found, the
device with the next largest device load access density is
checked for a data set to move.

The device on which to place a data set is determined
by finding the device with a residual access density that
is closest to the data set access density. If movement of
the data set to the selected device reduces the residual

storage load of that device, then the data set is moved to



88
the selected device. If the placement of the data set on
the selected device would increase the magnitude of the
residual storage load of the device, the placement is
tried on the device with the next closest residual access
density. This is repeated until a device is found for
placing the data set. If no device can be found on which
to place the data set, then the aata set must remain on
its current device.

Each time a data set 1s moved, the device load storage
factors for the "from" and "to" devices are recalculated,
as are the residual storage factors. Data sets are moved
until no more data sets whose movement will reduce the
residual storage load of both the "from" device and the
"to" device can be found. Termination is guaranteed
because a data set cannot be moved unless the residual

storage loads of the affected devices are reduced.



CHAPTER V
RESULTS OF THE CASE STUDY

The data used for this study was taken from a large
corporate mainframe in its normal production environment.
Because of the expénse and impracticality of exberimenting
with a production system, it was not possible to balance
the subsystem and monitor the results in the actual pro-
duction system. Therefore, to evaluate the effect of bal-
ancing the subsystem using the procedures described
previously, analytical and simulated results are used.

The results of the subsystem balancing are summarized
in Table 9 and the accompanying Figure 19. Appendix B
contains a plot of the storage factors for each device
showing the before and after balancing condition. When
compared to the pre-balanced condition as shown in
Figure 18, it is apparent from the greater clustering of
the device load storage factors that the amgunt of DASD
skew has been reduced. Table 10 summarizes the changes in
the magnitude of the residual storage factor for each
device. The changes ranged from 0 percent to 98 percent

with an average change of 40 percent.

89



TABLE 9

DEVICE LOAD STORAGE FACTORS

AFTER BALANCING -- 15:00-16:00 P.M.
Accesses Megabytes
Volume per Second of Storage
‘RES018 16.111 1222.32
TSHO00 5.089 1577.61
TSHOO1 5.262 1224 .51
TSHO02 5.235 ' 1378.82
TSHOO03 5.244 1424.10
TSHO04 7.091 1385.35
TSHOO5 5.258 1290.54 °
TSHO06 "2.851 . 1563.75
TSHOO7 4434 ‘ 1422.59
TSHOO08 . 2.732 1392.16
TSHO09 1.703 1500.65
TSHO10 4.164 1392.13
TSHO11 2.875 1579.69
TSHO13 5.259 - ~ - 1278.81
TSHO14 5.256 1311.28
UsbDo1 5.388 1328.13
TABLE 10

RESIDUAL STORAGE LOADS BEFORE AND AFTER BALANCING
15:00-16:00 P.M.

Residual Residual

Storage Load StorageﬁLoad Residual % Residual
Before ' After | Storage Load Storage Load

Volume Balancing Balancing Difference Difference
TSHO02 1.420 0.029 1.390 97.9%
TSHO03 3.408 0.069 " 3.338 98.0%
usbDo1 1.035 0.138 0.897 86.7%
TSHO14 1.709 0.139 1.571 91.9%
TSHO05 0.716 0:219 0.498 . 69.5% .
TSHO13 1.013 0.244 0.768 : < 75.9%
TSHOO01 0.775 0.361 0.414 53.4%
TSHOO00 0.747 0.410 0.337 45.1%
TSHOO7 0.469 0.469 0.000 0.0%
TSHO10 1.450 0.619 0.831 57.3%
TSHOO04 1.712 1.054 0.658 38.5%
TSHO11 1.417 1.414 0.002 0.2%
TSHO06 1.420 1.418 0.001 0.1%
TSHO08 1.477 1.437 ¢ 0.040 2.7%
TSHO09 2.040 2.039 0.001 0.0%
RES018 6.512 6.219 0.293 4.5%

Average 1.707 1.017 0.690 y 40.4%
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The average 40 percent reduction in the residual stor-
age factor was significantly smaller than anticipated.
However, the reason for this relatively small reduction in
the DASD skew became apparent when the data set storage
factors were investigated for those devices that were most
out of balance.

From Figure 18, RES018 had the greatest imbalance. The
balancing procedure resulted in one @ata set stored on the
RES018 device that was acceésed during the 15:00 to 16:00
p.m. time period. This data set had an access rate of
16.11 accesses per second. However, due to the loads
already existing on the other devices, it was impossible
to add the data set to any other device and reduce the
DASD skew. This left a residual access rate exceeding the
virtual storage device by 11.36 accesses per second.
Therefore, because the sum of all residual capacities must
equal zero, a total of at least 11.36 access per second of
unutilized residual accesses per, second remains on the
other devices. This at‘least partially accounts for the
low utilization of the access capacity of the devices
labeled TSH009, TSH001, TSHO006, TSH010, and TSH007. It is
not possible to add any additional access load to these
devices because the access load must come from another
device, and the access load cannot be moved from the over-
loaded devices.

Nearly the same condition exists on the device labeled

TSHO004. Two data sets with I/0O activity occurring during
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the 15:00 to 16:00 p.m. time period remain on this device.
One of these data sets had a very high access rate of
7.051 accesses per second. In this)case, however, removal
of the data set would have increased the magnitude of the
residual 'storage factor of the device on which it was \
loaded. ATherefore,rit wasfimpossible to remove the data
set, which left a residual}éccess rate of i.804 accesses
per second on the)dévide. \Thiswwould have added to the
unutilized access'caﬁacitytfor,the devices mentioned pre-
viously.

Although much less severe in this particular case,
imbalances in the storage sﬁace utiiization also contrib-
uted to the remaining DASD skew. The devices labeled
TSHO009, TSH011l, TSHO006, and TSHOOO showed the largest
excess utilization of sﬁoragé space relative to the vir-
‘tual storage device. To correct this problem, removal of
the data sets with low access densities 1s required since
removal of higher access deﬁsity data sets has a greater
tendency to reduce the écéeés’ﬁtilization of the device.
Of course, this is undesirable in this case since the
access capacity of the devices is aiready under-utilized.
After reviewing the data sets aséigﬁed to thése devices,
it was apparent that all of the lowest access density data
sets were removed from the devices. The higher access
density data sets would each cause an increased residual
storage factor if they were removed from their respective

devices.
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It should be noted, however, that numerous unutilized
data sets were stored on these devices. For this study,
they were combined to form one pseudo data set of
extremely large size in order to reduce the amount of data
to be handled. . For example, the’TSHOO9,device had a total
of 1493 megabytes of‘data ;hat was not accessed during the
time period studied. Ifﬁfhese daea sets had been left
separate, the storaée space lmbalance would¢Very likely
have been reduced further since some of the smaller inac-
tive data sets could have been moved from a device that
was over-utilized to one that was/uhder—dtilized.

From these results, it is apparent that the devices
were not completely balanced because of the granularity of
the data sets. Granularity refers to the fixed size and
access requirement of each data set. This would not be a
problem if data sets could be divided arbitrarily into
separate smaller data sets and moved according to the
imbalances indicated by the'residual storage factors of
the subsystem. H0weVer, it is not generally desirable to
divide a data set into separate smaller data sets. This
is because d1v1d1ng a data set does not. necessarlly allo-
cate the access load among the dlfferent divisions in the
desired manner since ome portion of a data set may(be more
frequently accessed than another portion.

Therefore, since division of data sets is not a viable
option, data set granularity requires that the movement of

loads must be made in increments according to the data set
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characteristics, rather than by simply moving the loads
indicated by the residual storage factor. Consequently,
there are some loading conditions for which a data set
with a small enough space or access characteristic cannot
be found to allow movement of«Fhé ldgds from an overloaded
device touén under—utilizea de&icep |

As illustrated by the pfoﬁlem data sets on RES018 and
TSHO04, one of these conditions ocquﬁsﬂwhen a data set has
an access rate that exceeds:the accesé rate of the bal-
anced condition. In these situations it is obviously
impossible to reduce the acceés load to the balanced level
because the data set must be ﬁaintained as a single
entity. Therefore, no matter which device the data set is
placed on, the device 'will be out of balance by the amount
of the data set's excessive acceés load. When this
occurs, it is an indication that the data set is placed on
a device with incompatible characteristics. A device with
larger access capacity is réquifed to handle this type of
data set effectively.

Two other related loading conditions -restrict data set
movement. These occur whenlthe storage space is slightly
over-utilized and the excess access capacity is relatively
high, or when the access capacity is slightly over-
utilized and the excess storage space is relatively high.
These conditions are illustrated in Figure 20 and
Figure 21. . The cross-hatched area represents the region

where the removal of a data set must plot in order to
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reduce the magnitude of the residual storage factor. As
the over-utilized characteristic is brought closer and
closer to the balanced condition by removing loads from
the device, thé/size of this afea approaches zero. The

size of the area is calculated as shown in

Equation 16 [31].
1, "
Area= ék (6—-s1n6)

where 6 is double the residual storage angle and R is the
magnitude of the residual storage factor. This can also
be expressed in terms of the residual access rate as shown

in Equation 17 [311.

Area=R2Cos:‘l%—y; R?—vy?
where R is the magnitude of the residual access rate and
v.1s the magnitude df the reéidual access rate. If R is
held constant then thebarééibéqomes a function of 6. A
plot of the function e;suﬂ)is plotted in Figure 22. As
theta approaches Zero ——that'is, either the. access rate or
the space characteriétic becomes balanced--the size of the
area asymptotically,approacheébzero. ‘Thus the ability to
remove a data set becomes increasingly difficult as one of
the loads approaches the balanced condiﬁién. Then, the
only means for improving the balance of the other load ié

to add a data set to the device.
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The device labeled TSHdll istan example of a device
with a slightly over-utilized space characteristic and a
relatively high available access capacity. The 1580 mega-
bytes stored on. the device after balancing is approxi-
mately 188 megabytes more than the ideal 1392 megabtyes,
or 13.5 percent more than the balanced condition. The
2.88 accesses per second are 2.37 accesses per second less

than the ideal 5.247 accesses per second, or 45 percent
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less than the balanced condition. The balanced condition
could not be improved because none of the remaining data
sets on this device could be moved.

To illustrate the effect of the granularity of the data
sets on the balancing, the data ée; on the RES018 device
with an extremely high access rate‘was[divided artifi-
cially into twentylsepaiate data sets, géch with equal
space and load reqﬁirementé. The syétem was then
balanced, and the results are shown in Table 11 and 12 and
Figure 23. Reduciﬁg the granularity of this data set to a
level well below the amount of the v;rtual storage device
improved the balancing significantly. The average reduc-
tion in the magnitude of the residual storage factor more
than doubled to almost 83 percent. As expectedf the data
set on the TSH004 device continued to cause a problem.
However, all other access ioads appear to be very nearly
balanced.

To aid in determining the changes to the actual access
patterns that would havé Qccﬁrred if the data sets were
actually moved, the accesses to each data set were simu-
lated as though the data sets were stored on the devices
assigned by the balancing procedure. Histégram plots of
the access rates produced for each 15 second interval dur-
ing the 15:00 to 16:00 p.m.‘time period were produced for
each volume for both the prebalanced étdrage loads and the
after-balancing storage loads. These are contained in

Appendix C.



DEVICE LOAD STORAGE FACTORS WITH
SPLIT DATA SET AFTER .BALANCING
15:00-16:00 P.M. TIME PERIOD

TABLE 11

i Accesses Megabytes
Volume per Second of Storage
RES018 5.275 1242.24
TSHO0O0 , 5.235 1565.79
TSHOO1 5.265 1279.99
TSH002 5:253 1368.57 .
TSHOO3 - 5.247 < 1424.19
TSHOO4 7.091 1385.35
TSHOO5 5.260 - 1200.19
TSHO06 5.235 1492.57
TSHO07 . 5.195 1403.89
TSHO08 3.468 ° 1392.19
TSHO09 5.050 1512.39
TSHO10 5.247 1391.84

~ TSHO1 5.232 1542.96

* TSHO13 5.258 1313.27

TSHO14 5.254 1328.83

" usDDO1 5.388 1328.13
TABLE 12

RESIDUAL STORAGE LOADS WITH SPLIT DATA SET
BEFORE AND - AFTER BALANCING
15:00-16:00 P.M.

Residual Restdual
Storage Load " Storage Load Residual % Residual
Before After Storage Load Storage Load
Volume Balancing Balancing Difference Difference
TSHO10 1.450 0.000 1.450 100.0%
TSHOO7 0.469 0.039 0.430 91.6%
TSHOO02 . 1.420 0.051 1.369 96.4%
TSHO03 3.408 0.069 '.3.338 98.0%
TSHO14 1.709 0.136 1.573 92.0%
usbbo1 1.035 0.160 0.875 84.6%
TSHO13 1.013 0.170 0.843 83.2%
TSHOO5 0.716 0.198 0.518 72.4%
TSHO06 1.420 0.217 1.203 84.7%
TSHO001 0.775 0.242 0.534. 68.8%
TSHO09 2.040 0.238 1.757 86.1%
RES018 6.512 0.323 6.188 95.0%
TSHO11 1.417 0.325 1.091 77.0%
TSHO0O0 0.747 0.375 0.372 49.9%
TSHO08 1.477 1.017 0.460 31.2%
TSHOO04 1.712 1.054 0.658 38.5%
Average 1.707 0.291 1.416 82.9%

101
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When the plots for the unbalanced loads are compared to
the plots for the balanced loads, it appears that changes
in the histograms were, as expected, dependent on the
degree and direction of the out of balance condition and
on the granularity«of the data. ''The device labeled
TSH014, for éxample, was lightly loaded»prior té balanc-
ing. To increase its ioad[fseVeral\datagsets with very
high access densities were moved to this volume. At the
same time, all of\thé daté sets with lower access densi-
ties have been removed from volume TSHO003 to bring its
overall access rate in line with the average. This left
only a few high access density data sets on volume TSH003.
Of course, storing only a few high access density data
sets would assist in assuring‘reasonablé response times
since the full access capacity for the device would be
dedicated to servicing the. data sets that require most, if
not all, of the access capabllltles of the device.

Thus, the data set movements did not eliminate the
irregularity of the acdeéé<démand across the time period.
But, as was its intent, the total demand was balanced with
the capabilities of the device. Where large access
requirements were neéessary for a smallvnuﬁber of data
sets, these needs were accommodated by eliminating smaller
access requirements and allowing some longer periods when
the device was almost idle. This is somewhat disturbing
at first, but when evaluated, i1s reasonable because it is

not possible to predict the exact time when the high
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access capabilities will be required; therefore, the
capacity must remain available if delays are to be

avoided.



CHAPTER. VI
CONCLUSIONS AND SUGGESTIONS FOR FUTURE STUDY

The method proposed‘in this theéis’for balancing stor-
age subsystemsrhas the theoretiééi capébility of eliminat-
"ing DASD skew within a storage subsystem. This was shown
in the proof in—chapter 3. The method, however, is
constrained by the granularity of the,déta sets stored in
the subsystem. Thg larger the space and access require-
ments of a datahset, the more difficult it can be to elim-
inate imbalances in the system. In fact, if the
granularity is large‘enough, iﬁ may be impossible to
balance the sgystem totally.“However, the methods proposed
here will deal with these éonstraints as effectively as
possible. This was demonstraped in the case study by the
handling of the TSH004 andSRE8018 devices. Both devices
had very high access loads, and phough these loads were
created by single dafa sets on each device, the balancing
procedure removed nearly every other data set from these
devices in an effort to bring fhe access load to a bal-
anced condition.

Also of significance is that the tuhiné method is

automated. It can be integrated into an operating system,
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which, during idle periods, can then analyze the storage
subsystem, and fhen, using these methods, improve the bal-
ance of the loads across all of the devices in the storage
subsystem. Automating these procedures should
significahtly reduce the need for ﬁanual tuning efforts
and thus reduce costs. It éhpuléalso increase the per-
formance of the system by alibwinglfﬁetgystemrto maintain
itself in a more optimally configufad sfate. As the
system loads and the system‘configuration change, the sys-
tem then can adjust itself to theae changing conditions
automatically.

There are, however, some:difficulties that need further
study. One of the most difficult problems is characteriz-
ing the access requirements of data sets. For large pro-
duction systems such as banking systems, reservations
systems, tracking systems, etc., or high usage data sets
such as indexes, etc., usage patterns are somewhat consis-
tent. Other data sets, howeyer} may be more difficult to
analyze. On TSO, for examéle, usage patterns for data
sets often fluptuate dramatically. Thus, a data set may
have had 5 accesses perysecond mosf‘of the timeybut on a
couple of occasions may have had 25 accesses/second.

Also, some data sets may only be used once a month,yothers
several times a month, and a few may be used every day.
This variation in usage must be reduced statistically to a

single access characteristic.
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Though a simple algorithm has been suggested for deter-
mining a data set's access characteristic, additional work
must be done to determine whether there are better methods
for charaéteriiing‘the access requirements of a data set.
Several étorage subsystems mqu be analyzed over a period
of several‘weeks of months‘tgydéterﬁineAwhether the data
exhibits statiéticallyVpredictable usageypatterns. Using
statistical'prédiqtioné with defined‘cbnfidenée‘limits
would allow system managers to deéignate the level of per-
formance that must be assufgdﬁ( However, high confidence
levels would tend to increaée the reqﬁifed access capacity
for the data aﬁd,}thus, increase the capacity réquirements
of the subsystem. Of course, more reliable predictions of
data set usage wili produce more reliable results from the
balancing work.

Additional work also must be done with balancing the
system over more than one time period. This study only
looked at the 15:00 to 16:00 p.m. time period.
10:00-11:00 a.m. was also a ﬁigh uée period. The algo-
rithms developed here must be ;efined to include the
effects of baianciﬁg on other time periods. -For example,
moving a data set to a different device may not only
affect performance for the period being analyzed, but it
also may have an impact on a different time period since
the data set may have been accesséd during that time
period also. This could complicate the balancing effort

considerably. Perhaps one approach could be to balance a
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time period until it no longer has the largest residual
storage factor then switch to the time period that has
become the most out-of-balance and balance it until it's
out-of-balance condition is reduced below another device.
This could be repeated until no further balancing is pos-
sible.

Another area that needs further study is the balancing
algorithm itself. The suggested algorithm is a "greedy"
type algorithm. The data set with an access density
closest to that specified for the out-of-balance condition
is selected for movement. It i1s not clear whether this
results in the best solution in terms of minimizing the
out-of-balance condition within the constraints of the
granularity of the data. In the case study, the solution
appears to be optimal since the balancing result was con-
strained by two data sets that exceeded the capacity of
the virtual device. But, this may not be the case under
all circumstances.

One possible alternative algorithm that may result in a
better solution is to consider the movement of several
data sets as though they are one data set. Multiple data
sets may have an aggregate characteristic completely dif-
ferent than the characteristics of each individual data
set. An algorithm using this technique may be able to
provide movement options which otherwise would be invali-
dated because movement of one of the individual data sets

would increase the out-of-balance condition.
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It is also unclear whether the suggested algorithm uses
the least possible number‘of data set moves to achieve a
balanced éubsystem. Most desirable would be an algorithm
that determined which data set moves would require the
minimum nﬁmber of moves to ppOdUceAphe maximum reduction
in the residual storage factbréi This approach would
assure that data sets did nét‘moveAmore than once and fhat
only the minimum number of déta'sets were moved.

With this ijeétive’in mind,‘an altérnative algorithm
was investigafed briefly. 1In thié élgérifhm; the data set
that resulted in the greateét‘feduction‘in the residual
storage factor waé moved. Howeverftﬁhis approach produced
significantly longer processing times due to the
exhaustive search required to determine the data set that
should be moved. Consequently, the effort was abandoned.

Despite these difficulties, storage factors provide a
significant opportunity toiimprove the tgning of large
storage subsystems. Effective balancing of both the space
requirements and the access fequirements with the capaci-
ties of the storage devices is achievable using the tech-
niques proposed here. Aaditidnally, the balancing can be
managed by the computer system itself, allowinghthe system
to adjust automatically to changingkconditions, and thus,
improve performance and reduce costs. With baianced
loads, problems created by DASD skew are eliminated pro-
ducing a highly efficient and cost effective storage sub-

system.



10.

REFERENCES

Allen, Arnold 0., "Queueing Models of Computer Sys-
tems," IEEE Computer, Vol. 13, No. 4, April 1980, pp.
13-24.

Baker, Michael G., "DASD Tuning - Understanding the
Basics", Computer Measurement Group Conference Pro-
ceedings, 1989, pp. 1251-1257.

Barkataki, Shan, "A CPE Project in a Fast Transaction
Processing Environment", Computer Meagurement Group
Conference Proceedings, 1984, pp. 9-13.

Beretvas, Thomas, "DASD and Cache Performance Analy-
sis Using Modeling", Computer Measurement Group Con-
ference Proceedings, 1988, pp. 1017-1035.

Beretvas, Thomas, "DASD Performance Analysis Using
Modeling", Computer Measurement Group Transactions,
Vol. 54, Fall 1986, pp. 33-43.

Beretvas, T. "Performance Tuning in 0S/VS2 MVS", IBM
Systems Journal, Vol. 17, No. 3, 1978, pp. 290-313.

Brandwajn, Alexandre, "Load Imbalance in DASD Dynamic

Reconnection", Computer Measurement Group Transac-
tions, Winter 1988, pp. 61-69.

Buzen, J. P., and Shum, A. W., "I/O Performance
Trade-0ffs and MVS/ESA Considerations", Computer Mea-
surement Group Conference Proceedings, 1990, pp.
695-702.

Cheung, Duncan, "Storage Strategy", Computer Measure-
ment Group Conference Proceedings, 1986, pp. 333-336.

Duhl, B., "Notes on Performance Considerations for
Single and Dual Capacity DASD", Computer Measurement
Group Conference Proceedings, 1986, pp. 710-715.

110



11.

12.

13.

14.

15.

16.

17.

18.

19.

20.

21.

22.

111

Friedman, Mark B., "DASD Access Patterns", Computer
Measurement Group Conference Proceedings, 1983, pp.
51-61.

Gelb, J. P., "System Managed Storage", IBM Systems
Journal, Vol. 28, No. 1, 1989, pp. 77-103.

Gray, W. T., "The Use of Analytic Modeling To Compare
Various I/O Configurations", Computer Measurement
Group Transactions, Vol. 62, Fall 1988, pp. 71-85.

Griffith, David. P., "Combining DASD Volumes Without
Losing Performance", Enterprise Systems Journal, Vol.
8, No. 10, 1991, pp. 84-90.

Hill, Reed A., "Access Density -- A Data Storage Fig-
ure of Merit", IBM Technical Report, January 1980, 16
pages.

Jones, A. L., "A Strategy for Improving I/0 Subsystem
Design Using Cost Per I/O Analysis," Computer Mea-

surement Group Conference Proceedings, 1987, pp.
672-684.

Levy, Kenneth R., "A Simulation Model for Determining
Optimal Freespace Levels on MVS Disk Storage Vol-
umes", Computer Measurement Group Conference Proceed-

ings, 1987, pp. 217-221.

Liu, Cathy, and Papy, Wayne, "The DASD Tuning & Plan-
ning Challenge, " Computer Measurement Group Confer-
ence Proceedings, 1986, pp. 492-496.

Major, J. B., "Processor, I/0 Path, and DASD Configu-
ration Capacity", IBM Systems Journal, Vol. 20, No.
1, 1981, pp. 63-85.

McNutt, Bruce, "An Empirical Study of Variations in
DASD Volume Activity", Computer Measurement Group
Conference Proceedings, 1986, pp. 274-283.

McNutt, Bruce, "Large'Capacity DASD: Is Performance
Something to Be Afraid Of?," Computer Measurement
Group Conference Proceedings, 1987, pp. 399-404.

Merrill, H. W., Merrill's Expanded Guide to Computer

Performance Using the SAS System, SAS Institute Inc.,
Cary, NC, 1984, pp. 482-498.




23.

24.

25.

26.

27.

28.

29.

30.

31.

32.

33.

34.

112

Mungal, Anthony G., "Availability and Performance
Considerations of the I/O Subsystem", Computer Mea-
surement Group Conference Proceedings, 1991, pp.
665-674.

MVS /Extended Architecture Systemg Programming

Library: System Management Facilities (SMF), GC28-
1153-7, IBM Corp., 8th Edition, Sept. 1989., pp. 7-36
to 7-42. ‘

Olcott, Rich, "I/O Tuning in the MVS/XA Environment, "
Computer Measurement Group Conference Proceedings,
1987, pp. 889-5900.

Papy, Wayne, "DASD I/O Performance Tuning: A Case
Study of Techniques and Results," Computer Measure-
ment Group Conference Pcheedinqs, 1988, pp. 665-671.

Papy, Wayne, "Performance Implications of System
Dataset Placement", Computer Measurement Group Con-
ference Proceedings, 1989, pp. 1197-1202.

Papy, Wéyne, "DASD Storage, I/0 Performance and SMS",

Computer Measurement Group Conference Proceedings,
1990, pp. 998-1003.

Piepmeier, William F., "Optimal Balancing of I/O
Requests to Disks", Communications of the ACM, Vol.
18, No. 9, September 1975, pp. 524-527.

Schardt, R. M., "An MVS Tuning Approach", IBM Systems
Journal, Vol. 19, No. 1, 1980, pp. 102-119.

Selby, Samuel M. (Editor), Standard Mathematical Tab-
leg, The Chemical Rubber Co., Cleveland, Ohio, 19th
Edition, 1971, pp. 12, 538-5309.

Singh, Y., King, G. M., and Anderson, J. W., "IBM
3090 Performance: A Balanced System Approach," IBM
Systems Journal, Jan. 1986, Vol. 25, No. 1, pp.
20-35.

Smith, A. J., "Input/Output optimization and disk
architecture", Performance Evaluation, Vol. 1 No. 2
(May 1981), pp. 104-117.

Wilmot, R. B., "File Usage Patterns from SMF Data:
Highly Skewed Usage", Computer Measurement Group Con-

ference Proceedings, 1989, pp. 668-677.




35.

36.

113

Wong, Angela S. O., and Chanson, Samuel T., "A Fully
Automatic Analytic Approach to Budget-Constrained

System Upgrade", Computer Measurement Group Confer-
ence Proceedings, 1987, pp. 620-629.

IBM Storage Subsystem Library: 3380 Direct Access
Storage Introduction, GC26-4491-1, IBM Corp., 2nd
Edition, 1989, pp. 9-11.




APPENDICES

114



APPENDIX A

GLOSSARY

115



GLOSSARY

Access Density -- The relationship of the accesses per
second to the storage capacity of a device or a data
set expressed as Accesses/Sec/MB.

Aggregate Access Density -- The access density of a group
of devices or data sets expresses the slope of the
storage factor vector representing a group of storage
devices or a group of data sets. .

Aggregate Storage Load -- The aggregate storage load is
the magnitude of the storage factor vector representing
a group of storage devices or a group of data sets.
The storage factor vector is determined by summing the
storage factor vectors for each member of the group.

DASD -- Direct Access Storagé Device. \Usually refers to
disk storage devices but can refer to solid state stor-
age devices as well.

Device Storage Factor -- The vector representing the maxi-
mum sustainable access capacity and the storage space
capacity available on each device, less any required
space for future growth and temporary data sets.

Device Load Storage Factor -- The aggregate storage factor
of all the data sets stored on a single device.

EXCP -- Execute Channel Program. In large IBM systems,
command issued by the CPU that initiates an I/O
request. '

Granularity of Data Sets -- Differences in data set access
and space characteristics occur in incremental steps
rather than according to functions based on smooth

curves.
IBM -- International Business Machines Corporation.
I/0 -- Input/Output. Usually refers to the reading and

writing of data from a peripheral storage device.
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Latency Time -- Time required for the proper data sector
to rotate under the read/write head during an I/O oper-
ation. This is a function of the rotational speed of
the disk.

M/M/1 -- A symbolic representation of a queueing system.
This represents a queue with an exponential interarri-
val time distribution, an exponential service time dis-
tribution, and one server.

MVS -- Multiple Virtual StpragéJ An operating system for
large systems related to the 0S/VS2 operating system.

MVS S/370 -- Multiple Virtual'Stdfage, System 370. An MVS
operating system used on-the IBM System 370.

MVS X/A -- Multiple Virtual Stdrage, Extended Architec-
ture. A more advanced version of the MVS operating
system from IBM.

0S/VS2 -- Operating System/Virtual Storage 2. A virtual
storage operating system from IBM used on their large
systems.

Queueing Factor -- Based on queueing theory, a factor that
reduces a storage device's sustainable access rate from
the maximum capability of the device. This reflects
the distributed arrival rate of I/O requests and the
need to maintain acceptable service times.

Queueing Models -- Mathematical descriptions of a server.
Includes expected arrival rate distribution function,
queue lengths, service times, etc.

Residual Storage Factor --. The difference between the
aggregate device storage factor and the aggregate data
storage factor.

RPS -- Rotational Position Sensing. The process of
releasing the path during head positioning on a rotat-
ing disk device and then reconnecting to the path as
proper positioning approaches.

RPS Miss - The path is busy during the process of
attempting to reconnect to the path as part of the
Rotational Position Sensing. The disk must then rotate
one full revolution before an attempt to reconnect can
be made again.
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Scratch Space -- Space available on a storage device for
use as temporary storage space during a process.

Seek Time -- The time required to move a read/write head
to the proper track on a rotating disk storage device,
usually expressed in milliseconds.

Skew -- Describes the wide variation of utilization of the
storage devices in the stqragé subsystem.

SMF -- System Management Facilities. An IBM system pro-
viding performance information for evaluating large IBM
computer systems.

SMS -- System Managed, Storage. Refers to a group of IBM
software products that are designed to perform certain
management functions within the storage subsystems of
its large mainframe systems.

Storage Device -- The storage media, access mechanisms,
and controlling electronics that, when combined appro-
priately, can store and retrieve data. In this paper,
a storage device usually refers to a disk storage
device. Frequently, these are referred to as actua-
tors. Users usually refer to these as volumes. IBM
often includes multiple volumes or actuators in a
single box.

Storage Factor -- The vector representation of the storage
characteristics of a storage device or a data set. The
components of the vector are the amount of storage
gspace and the access rate.

Subsystem Load Storage Factor -- The aggregate storage
factor of all the data sets stored in the subsystem.

Subsystem Capacity Storage Factor -- The aggregate storage
factor for each device in the storage subsystem.

TSO -- Time Sharing Option. This is the interactive
multi-user option on large IBM systems.

Storage Subsystem Tuning -- The proéess of modifying sys-
tem configuration and data set placement to improve
storage subsystem performance and reduce costs.

Virtual Device Storage Factor -- The storage factor based
on the weighted distribution of the total storage load
which defines the desired balanced load rather than the
actual device capacities.
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Volume -- A term synonymous with storage device.

VSAM -- Virtual Storage Access Method. An access method
used by IBM on direct access storage devices which
allows organization of the data set by key field,
sequentially, or by relative record number.

VITOC -- Volume Table of Contents. A table on a storage
device that stores information about each data set on
the device. ‘
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STORAGE FACTORS BEFORE AND AFTER BALANCING BY DEVICE

15:00-16:00 P.M.
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HISTOGRAMS OF ACCESS RATES BY DEVICE
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