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## Chapter 1

## Introduction to Numerical <br> Approaches to PDEs on Manifolds

Solving partial differential equations (PDEs) on surfaces or more general manifolds has far-reaching applications. Such problems have recently received a lot of attention due to potential applications in: (i) computer vision on surface reconstruction and geodesic computation, (ii) biology [7,61, 62, 66] and chemistry [13, 27, 48], (iii) physical modeling of elastic materials, (iv) wave propagation in excitable media [24, 27, 48, 68], and (v) image processing on surfaces (e.g. image segmentation, image restoration, image inpainting, and texture mapping [65]).

One of the most crucial aspects of solving time-dependent partial differential equations is numerical stability. In order to ensure convergence and accuracy of the solution of linear PDEs of the second order involving dissipation on manifolds, one can use information about eigenmodes of Laplace-Beltrami operator.

### 1.1 Existing Numerical Approaches

Generally all currently available numerical methods for solving PDEs on manifolds can be classified in three families: (i) parametrization, (ii) meshing, and (iii) embedding. Each class of methods has its own strong suits along with corresponding disadvantages.

Parametrization, or intrinsic techniques usually rely on using local coordinates in the form of surface-dependent mesh $[34,40,67]$. Such an approach, however, bears risk of complications associated with the local parametrizations (atlas) and corresponding singularities arising in Cartesian coordinates. Indeed, the parameterization introduces coordinate systems which may generate local distortion or require patches of several local coordinate systems [41, 42].

The meshing approach requires the introduction of a (triangular) mesh of the manifold which may be difficult to generate [15, 16]. Besides dealing with singularities, meshing techniques are usually limited to algebraic order of accuracy. Among advantages of such methods are low dimensionality of discretized problems and simplicity of implementation for surfaces with known global parametrization. These methods are generally very efficient once a parametrization or a mesh is provided.

The core idea of an embedding approach is to extend the solution to a neighborhood of the surface and to solve PDE in ambient space which is equal to the original PDE on the surface. This approach avoids the complication of the construction of a parametrization or a mesh. Examples of embedding approaches are level set methods [3, 26] and closest point methods [ $9,43,45,46,50]$.

Recently several new meshless methods were proposed, including grid based particle methods [36-38], point clouds methods [33, 39, 44], and radial basis function (RBF) approaches [11, 18, 20, 54]. The meshless methods based on radial basis functions [6] to solve PDEs on stationary and moving surfaces attract more and more attention due to their simplicity in
numerical implementation, flexibility in points cloud datasets, and possibility of spectral accuracy.

In this work, we focus on the eigenmodes of Laplace-Beltrami operator on manifolds due to the fact that corresponding eigenvalues and eigenfunctions are of great importantance for theoretical as well as applied disciplines. Examples of theoretical applications of aforementioned eigenmodes include shape analysis, shape optimization, and differential geometry, as well as the related applied disciplines: spectral analysis, the Hodge decomposition in integral formulation of certain engineering problems [12], computational electromagnetism [28, 51], and some shape analysis applications in computer vision rely on normalized eigenfunctions of Laplace-Beltrami operator to classify and relate geometrical objects [57, 60]. One of the features of eigenmodes of Laplace-Beltrami operator that makes them so useful for shape analysis and other theoretical/abstract disciplines is their invariance under isometries (bijective distance-preserving transformations) [56,57]. This property comes in particularly handy for areas such as computer vision, animation, modeling organs or body parts, as well as any other application dealing with dynamic bendable geometric objects that do not stretch or rapture [58].

Since Laplace-Beltrami operator is self-adjoint, its spectrum lies entirely on the negative half of real axis on the complex plane. Recently there was a spike of interest in numerical techniques for optimization of eigenvalues of Laplace-Beltrami operator via varying underlying domain manifold of fixed genus [32]. Among theoretical applications of Laplace-Beltrami eigenmodes are shape optimization [1], higher-order differential operators on surfaces [30], time-dependent differential equations on manifolds [19, 20, 35] , and statistical shape analysis [58].

### 1.2 Outline

The aim of this thesis is to develop new RBF approaches to find eigenmodes of LaplaceBeltrami operator and to study the numerical convergence of various related methods. We demonstrate the simplicity, efficiency, and robustness of the proposed method based on [55] via many numerical examples. Furthermore, we provide an asymptotic study of Laplace eigenvalues on a thin ring and a thin shell and show that the Laplace eigenvalues with Neumann boundary conditions indeed converge to the eigenvalues of Laplace-Beltrami operator on a circle and a sphere. Several new ideas are proposed to extend the existing RBF methods. The proposed methods are aimed at solving problems with boundary conditions, as well as improving accuracy by using multilayers.

The following chapter 2 poses the problem of interest in an analytical setting and lays down theoretical foundations which will be used throughout the rest of the document. The asymptotic results on the thin ring and thin shell demonstrate that the eigenvalues of the Laplace operator with Neumann boundary conditions indeed converge to the corresponding eigenvalues of Laplace-Beltrami operator on a circle and a sphere. Next, chapter 3 contains an overview and a brief summary of the relevant numerical methods, as well as highlights of their strengths and weaknesses. In chapter 4, new approaches are discussed in detail including a new RBF approach based on Reilly's formulas and general eigenvalue solvers to compute eigenvalues accurately. In chapter 5 we include a summary of conducted numerical studies comparing the performance of presented methods, which are followed by conclusions and future work, including a multilayer approach to improve the accuracy, and solving PDEs on general manifolds with boundary conditions in chapter 6 .

## Chapter 2

## Introduction to Laplace-Beltrami Operator and Its Eigenvalues

### 2.1 Definitions

In order to avoid confusion with notation, we first provide the formal definitions of a manifold from [29].

Definition 1. A manifold $\mathcal{M}$ of dimension $m$ is a connected paracompact Hausdorff space for which every point has a neighborhood $U$ that is homeomorphic to an open subset $\Omega$ of $\mathbb{R}^{m}$. Such a homeomorphism $\boldsymbol{t}: U \rightarrow \Omega$ is called a (coordinate) chart.

Throughout this section we assume that a smooth compact manifold $\mathcal{M}$ of dimension $m$ is embedded into Euclidean space $\mathbb{E}=\mathbb{R}^{n}$. The coordinate system in $\mathbb{R}^{n}$ is the set of Cartesian coordinates $\boldsymbol{x}=\left[x^{1}, x^{2}, \ldots, x^{n}\right]^{\top}$, whereas the local coordinate chart in $\mathcal{M}$ are given by diffeomorphism $\boldsymbol{t}=\left[t^{1}, \ldots, t^{m}\right]^{\top}$. More specifically, given a point $p \in U \subset \mathcal{M}$ the components $t^{1}, \ldots, t^{m}$ of $\boldsymbol{t}(p)$ are called local coordinates of $p$.

Laplace-Beltrami operator is a generalization of Laplace operator in Euclidean space $\mathbb{E}$ to the case of a Riemannian manifold $(\mathcal{M}, g)$, where $g$ is the metric tensor. Laplace-Beltrami operator $\Delta_{\mathcal{M}}$ preserves key properties of Euclidean Laplacian $\Delta$ such as linearity, self-adjointness, and uniform ellipticity, and is similarly defined as the divergence of the gradient.

Assume that $\mathcal{M}$ is (Riemannian) differentiable manifold embedded into Euclidean space $\mathbb{E}$ equipped with the metric $g_{i j}=J^{\top} J$, where $J$ is the Jacobian matrix mapping from the embedding space coordinates $\boldsymbol{x}$ to the local coordinates $\boldsymbol{t}$ of the manifold $\mathcal{M}$.

Below we provide definitions and examples of differential operators on manifolds and other related concepts. In particular, we present relevant examples of tangential differential operators, present formulas, theorems, and asymptotic analysis concerning differential operators that form theoretical foundation for the newly proposed techniques in chapter 4.

### 2.1.1 Tangent Spaces in the Context of Differential Geometry

For a manifold $\mathcal{M}$ the tangent space $T_{p} \mathcal{M}$ at a point $p \in \mathcal{M}$ consists of vectors tangent to all possible curves in $\mathcal{M}$ passing through $p$. The basis vectors of $T_{p} \mathcal{M}$ are denoted as $\left\{\partial_{i}\right\}$ or $\left\{\partial / \partial t^{i}\right\}$.

Note. In this context the notation $\partial / \partial_{i}$ as well as its short form $\partial_{i}$ are used to denote vectors in the tangent space $T_{p} \mathcal{M}$ because there is one-to-one correspondence between linear functionals acting on functions defined on $\mathcal{M}$ and the basis vectors of the corresponding dual space $T_{p} \mathcal{M}$ established by the Riesz representation theorem [59]. To avoid confusion in notation, we refer readers to the textbook [29].

Then, any function $f: \mathcal{M} \rightarrow \mathbb{R}$ can be differentiated along $\left\{\partial_{i}\right\}$, thus the convention is to
use the partial derivative symbol as notation for basis vector.

Following convention of the textbook [29] we use lower indexing for the tangent vectors which are covariant, i.e. for those whose coordinates are changed by the same transformation, as the original local basis on $\mathcal{M}$.

Let us denote $T_{p}^{*} \mathcal{M}$ the space of all linear functions $w: T_{p} \mathcal{M} \rightarrow \mathbb{R}$ (also known as 1-forms) defined on the linear space of tangent vectors. $T_{p}^{*} \mathcal{M}$ is called a cotangent space, and its basis is denoted as $\left\{d t^{i}\right\}$ with the upper index, since these linear functions (1-forms) are contravariant, i.e. if we transform the local basis on $\mathcal{M}$ by a matrix $A$, the coordinates of vectors from $T_{p} \mathcal{M}$ will be changed by the inverse matrix $A^{-1}$. Note that $T_{p} \mathcal{M}$ and $T_{p}^{*} \mathcal{M}$ are dual spaces, therefore $\left\{\partial / \partial t^{i}\right\}$ and $\left\{d t^{i}\right\}$ are the dual bases.

### 2.1.2 Jacobian Matrix and Metric Tensor

In this work we focus on meshfree numerical methods that utilize Euclidean distance in the embedding space $\mathbb{E}$, thus whenever we talk about metric tensor $g$ of $\mathcal{M}$ we imply the induced metric defined below via Jacobian ${ }^{1}$.

Definition 2 (Jacobian). Assume that an $m$-dimensional manifold $\mathcal{M}$ is given in terms of Cartesian coordinates $\boldsymbol{x}=\left[x^{1}, \ldots, x^{n}\right]^{\top}$ of a $n$-dimensional embedding space via parametrization $\boldsymbol{x}(\boldsymbol{t}): \mathbb{R}^{m} \rightarrow \mathbb{R}^{n}$ where $\boldsymbol{t}=\left[t^{1}, \ldots, t^{m}\right]^{\top}$. Then Jacobian Matrix (or Jacobian, for short) is defined as

$$
J:=\left[\frac{\partial \boldsymbol{x}}{\partial t^{1}} \cdots \frac{\partial \boldsymbol{x}}{\partial t^{m}}\right]=\left[\begin{array}{ccc}
\frac{\partial x^{1}}{\partial t^{1}} & \cdots & \frac{\partial x^{1}}{\partial t^{m}}  \tag{2.1}\\
\vdots & \ddots & \vdots \\
\frac{\partial x^{n}}{\partial t^{1}} & \cdots & \frac{\partial x^{n}}{\partial t^{m}}
\end{array}\right] .
$$

[^0]The metric tensor $g_{i j}=\partial_{i} \partial_{j}$ is a twice covariant tensor of order $(0,2)$, i.e. the bilinear functional defined on tangent vectors from $T_{p} \mathcal{M}$. It maps two elements from the tangent space into a real number, so $g_{i j}: T_{p} \mathcal{M} \times T_{p} \mathcal{M} \rightarrow \mathbb{R}$. For example, for all $\overrightarrow{\boldsymbol{u}}, \overrightarrow{\boldsymbol{v}} \in T_{p} \mathcal{M}$ represented in the basis $\left\{\partial_{i}\right\}$ as $\overrightarrow{\boldsymbol{u}}=u^{i} \partial_{i}$ and $\overrightarrow{\boldsymbol{v}}=v^{j} \partial_{j}$, we define inner product as

$$
\langle\overrightarrow{\boldsymbol{u}}, \overrightarrow{\boldsymbol{v}}\rangle:=g_{i j} u^{i} v^{j}=\left(u^{i} \partial_{i}\right)\left(v^{j} \partial_{j}\right) .
$$

More formally, we can define metric tensor in terms of Jacobian in the following manner.
Definition 3 (Metric Tensor). Given a parametrization of (local) coordinates (or an embedding of a manifold into Euclidean surface) $\boldsymbol{x}=\overrightarrow{\boldsymbol{x}}(\boldsymbol{t})$ we define metric tensor for the metric induced on $\mathcal{M}$ via the Jacobian:

$$
\begin{equation*}
g_{i j}=J^{\top} J \tag{2.2}
\end{equation*}
$$

This definition allows us to express inner product of tangent vectors $\overrightarrow{\boldsymbol{u}}, \overrightarrow{\boldsymbol{v}} \in T_{p} \mathcal{M}$ in terms of coordinates of embedding space $\mathbb{E}$.

The inverse of $g_{i j}$ called inverse or dual metric is denoted as $g^{i j}$. It is a contravariant bilinear form used to perform inner product operation for the fields of linear functional (covector fields) [29].

### 2.1.3 Tangential Differential Operators

Let us consider first-order differential operators defined on a tangent space of a manifold, in particular gradient and divergence.

Definition 4. The tangential (or surface) gradient $\nabla_{\mathcal{M}} f$ of a function $f: \mathcal{M} \rightarrow \mathbb{R}$ at point $p$ is a covariant vector (covector) in the tangent space $T_{p} \mathcal{M}$, i.e. a tensor of the order $(1,0)$.

Here once again we rely on duality between the linear operators and vectors in $T_{p} \mathcal{M}$. Applied
to a 1-form from the cotangent space $T_{p}^{*} \mathcal{M}$, it produces a real number. Applied to a vector from $T_{p} \mathcal{M}$ (by the means of inner product) the gradient will produce the amount that function $f$ increases following this vector.

Let us now derive the explicit expression for tangential gradient. Given a (regular) gradient of a function $f$ in the form $\nabla_{\mathcal{M}} f=a^{i} \partial_{i} \in T_{p} \mathcal{M}$ and some vector $\overrightarrow{\boldsymbol{v}}=v^{j} \partial_{j} \in T_{p} \mathcal{M}$, we consider their inner product

$$
\left\langle\nabla_{\mathcal{M}} f, \overrightarrow{\boldsymbol{v}}\right\rangle=g_{i j} v^{j} a^{i}
$$

We require this inner product to be equal to the directional derivative of $f$ along the vector $\vec{v}$, i.e.

$$
\left\langle\nabla_{\mathcal{M}} f, \overrightarrow{\boldsymbol{v}}\right\rangle=\sum_{i=1}^{m} v^{j} \frac{\partial f}{\partial t^{j}}=v^{j} \partial_{j} f
$$

Combining the last two expressions we get

$$
g_{i j} a^{i}=\partial_{j} f=\frac{\partial f}{\partial t^{j}} \Longleftrightarrow a^{i}=\left(g_{i j}\right)^{-1} \frac{\partial f}{\partial t^{j}}=g^{i j} \frac{\partial f}{\partial t^{j}}=g^{i j} \partial_{j} f,
$$

where $g^{i j}$ is the inverse metric for $g_{i j}$. In this way, we write the explicit formula for gradient:

$$
\nabla_{\mathcal{M}} f=g^{i j} \frac{\partial f}{\partial t^{j}} \partial_{i}=g^{i j} \frac{\partial f}{\partial t^{j}} \frac{\partial}{\partial t^{i}}
$$

Note. The differential $\mathrm{d} f=\left\langle\nabla_{\mathcal{M}} f, \overrightarrow{\boldsymbol{v}}\right\rangle$ of function $f$ in the direction $\overrightarrow{\boldsymbol{v}}$ is actually a 1-form, so it belongs to cotangent space: $\mathrm{d} f \in T_{p}^{*} \mathcal{M}$.

Recall that a vector field $\overrightarrow{\boldsymbol{F}}: \mathcal{M} \rightarrow T_{p} \mathcal{M}$ is a smooth differentiable vector function, which maps a point $p$ to the vector in $T_{p} \mathcal{M}$. The divergence of a vector field $\overrightarrow{\boldsymbol{F}}$ defined on a manifold $\mathcal{M}$ maps $\overrightarrow{\boldsymbol{F}}$ to the scalar field on $\mathcal{M}$. It is defined using so-called volume form.

The divergence operator computes how does a unit volume changes under the action of $\overrightarrow{\boldsymbol{F}}$. Let us make use of the following formula:

$$
\left\langle\overrightarrow{\boldsymbol{F}}, \nabla_{\mathcal{M}} f\right\rangle=\left\langle-\operatorname{div}_{\mathcal{M}} \overrightarrow{\boldsymbol{F}}, f\right\rangle
$$

which holds for any $f$ with compact support [29].

Let us define the divergence operator formally. For a point $p \in \mathcal{M}$ and a vector field $\overrightarrow{\boldsymbol{F}}: \mathcal{M} \rightarrow T_{p} \mathcal{M}$,

$$
\overrightarrow{\boldsymbol{F}}=\left[F_{1} F_{2} \cdots F_{n}\right]^{\top},
$$

the divergence is defined as

$$
\lim _{\Delta \overrightarrow{\boldsymbol{F}} \rightarrow 0} \frac{1}{\Delta \overrightarrow{\boldsymbol{F}}} \oint_{U} \overrightarrow{\boldsymbol{F}} \cdot \overrightarrow{\boldsymbol{n}} d S
$$

where $U$ is a small neighborhood around $\overrightarrow{\boldsymbol{F}}(p)$, and $\overrightarrow{\boldsymbol{n}}$ is the unit normal vector pointing away from $p$. Observe the following property of the divergence:

$$
\int_{U} \operatorname{div}_{\mathcal{M}} \overrightarrow{\boldsymbol{F}} d V=\int_{\partial U} \overrightarrow{\boldsymbol{F}} \cdot \overrightarrow{\boldsymbol{n}} d S
$$

where $d V$ is the volume increment on $U$. Consider now an open neighborhood $U \in T_{p} \mathcal{M}$ of $p$ and a smooth function $h: U \rightarrow \mathbb{R}$ defined on this neighborhood. Applying divergence theorem to $(h \circ \overrightarrow{\boldsymbol{F}})$ in $U$, we get

$$
\int_{U} \operatorname{div}_{\mathcal{M}}(h \circ \overrightarrow{\boldsymbol{F}}) d V=0
$$

so that

$$
\int_{U} h \operatorname{div}_{\mathcal{M}} \overrightarrow{\boldsymbol{F}} d V=-\int_{U} \overrightarrow{\boldsymbol{F}} \cdot \nabla_{\mathcal{M}} h d V=-\int_{U} F^{i} \frac{\partial h}{\partial t^{i}} \sqrt{|g|} d t^{1} \wedge \cdots \wedge d t^{m}
$$

with $|g|=\operatorname{det}\left(g_{i j}\right)$. If $\phi: U \rightarrow \mathbb{R}^{n}$ is an isomorphism, then we can map everything into Euclidean Space: $\widetilde{\boldsymbol{F}}=\overrightarrow{\boldsymbol{F}} \circ \phi^{-1}, \widetilde{h}=h \circ \phi^{-1}$. Then by Green's Formula

$$
\begin{array}{r}
\int_{U} F^{i} \frac{\partial h}{\partial t^{i}} \sqrt{|g|} d t^{1} \wedge \cdots \wedge d t^{m}=\int_{\phi(U)} \widetilde{\boldsymbol{F}}^{i} \frac{\partial \tilde{h}}{\partial t^{i}} \sqrt{|g|} d t^{1} \cdots d t^{m}= \\
=-\int_{\phi(U)} \tilde{h} \frac{\partial\left(\sqrt{|g|} \widetilde{\boldsymbol{F}}^{i}\right)}{\partial t^{i}} d t^{1} \cdots d t^{m}=-\int_{U} \frac{1}{\sqrt{|g|}} \sum_{i} \frac{\partial\left(\sqrt{|g|} F^{i}\right)}{\partial t^{i}} h d V .
\end{array}
$$

In this way, we get the following definition.

Definition 5 (Tangential divergence). The tangential (or surface) divergence is the linear differential operator $\operatorname{div}_{\mathcal{M}}$ acting on a vector field $\overrightarrow{\boldsymbol{F}}: \mathcal{M} \rightarrow T_{p} \mathcal{M}$ which is given by the expression

$$
\operatorname{div}_{\mathcal{M}} \overrightarrow{\boldsymbol{F}}=\frac{1}{\sqrt{|g|}} \sum_{i} \frac{\partial\left(\sqrt{|g|} F^{i}\right)}{\partial t^{i}}
$$

For the sake of brevity we denote $\nabla_{\mathcal{M}} \cdot \overrightarrow{\boldsymbol{F}} \equiv \operatorname{div}_{\mathcal{M}} \overrightarrow{\boldsymbol{F}}$ and rewrite the equation above using Einstein notation

$$
\nabla_{\mathcal{M}} \cdot \overrightarrow{\boldsymbol{F}}=|g|^{-\frac{1}{2}} \partial_{i}\left(|g|^{\frac{1}{2}} F^{i}\right)
$$

Let us now combine definitions of divergence and gradient from the previous subsections to define Laplace-Beltrami operator on Euclidean Space.

Definition 6 (Laplace-Beltrami operator). The Laplace-Beltrami operator on the manifold $\mathcal{M}$ is the linear differential operator of second order $\Delta_{\mathcal{M}}: \mathcal{C}^{\infty}(\mathcal{M}) \rightarrow \mathcal{C}^{\infty}(\mathcal{M})$ defined as the divergence of the gradient

$$
\Delta_{\mathcal{M}} \boldsymbol{f}:=\operatorname{div}_{\mathcal{M}}\left(\nabla_{\mathcal{M}} \boldsymbol{f}\right)=\nabla_{\mathcal{M}} \cdot \nabla_{\mathcal{M}} \boldsymbol{f}
$$

The Laplace-Beltrami operator can be written explicitly in terms of metric tensor [29]:

$$
\begin{equation*}
\Delta_{\mathcal{M}} \boldsymbol{f}=\frac{1}{\sqrt{|g|}} \frac{\partial}{\partial t^{i}}\left(\sqrt{|g|} g^{i j} \frac{\partial f}{\partial t^{j}}\right)=|g|^{-\frac{1}{2}} \partial_{i}\left(|g|^{\frac{1}{2}} g^{i j} \partial_{j} \boldsymbol{f}\right) \tag{2.3}
\end{equation*}
$$

where $\nabla_{\mathcal{M}} \boldsymbol{f}=g^{i j} \partial_{j} f$ and $\nabla_{\mathcal{M}} \cdot \overrightarrow{\boldsymbol{F}}=|g|^{-\frac{1}{2}} \partial_{i}\left(|g|^{\frac{1}{2}} F^{i}\right)$.

### 2.1.4 Examples

Below we provide several relevant examples intended to demonstrate practical implementation of formulas in subsection 2.1.3 for several test cases considered later in chapter 5 . Furthermore, later in section 2.3, these examples will be used to validate alternative ways of computing Laplace-Beltrami operator that involve derivatives and curvatures, namely

Reilly's formulas (2.12) and (2.13).
Example 2.1 (Parametric planar curve: circle).
Consider a circle of radius $R$ parametrized in terms of the angle $\theta$

$$
\left\{\begin{array}{l}
x(\theta)=R \cos \theta \\
y(\theta)=R \sin \theta
\end{array}\right.
$$

In accordance with formula (2.1), its Jacobian is the 2-by-1 matrix

$$
J=\left[\begin{array}{l}
d_{\theta} x(\theta) \\
d_{\theta} y(\theta)
\end{array}\right]=\left[\begin{array}{r}
-R \sin \theta \\
R \cos \theta
\end{array}\right]
$$

and the metric tensor (2.2) is just a scalar

$$
g_{i j}=J^{\top} J=\left[\begin{array}{ll}
-R \sin \theta & R \cos \theta
\end{array}\right]\left[\begin{array}{r}
-R \sin \theta \\
R \cos \theta
\end{array}\right]=\left[R^{2}\right] .
$$

Thus, Laplace-Beltrami operator (2.3) for the circle is just a second order derivative with respect to the angle scaled by the square of radius

$$
\Delta_{\mathcal{M}}=\frac{1}{R} \frac{d}{d \theta}\left(R \frac{1}{R^{2}} \frac{d}{d \theta}\right)=\frac{1}{R^{2}} \frac{d^{2}}{d \theta^{2}}
$$

Example 2.2 (Parametric planar curve: ellipse).
Consider an ellipse with semiaxes $a$ and $b$ parametrized as

$$
\left\{\begin{array}{l}
x(\theta)=a \cos \theta  \tag{2.4}\\
y(\theta)=b \sin \theta
\end{array}\right.
$$

Its Jacobian (2.1) is the 2-by-1 matrix

$$
J=\left[\begin{array}{l}
d_{\theta} x(\theta) \\
d_{\theta} y(\theta)
\end{array}\right]=\left[\begin{array}{r}
-a \sin \theta \\
b \cos \theta
\end{array}\right],
$$

and the metric tensor (2.2) is just a scalar

$$
g_{i j}=J^{\top} J=\left[\begin{array}{ll}
-a \sin \theta & b \cos \theta
\end{array}\right]\left[\begin{array}{r}
-a \sin \theta \\
b \cos \theta
\end{array}\right]=a^{2} \sin ^{2} \theta+b^{2} \cos ^{2} \theta
$$

Then the Laplace-Beltrami operator (2.3) for an ellipse defined by parametrization (2.4) is

$$
\begin{align*}
\Delta_{\mathcal{M}} & =\frac{1}{\sqrt{a^{2} \sin ^{2} \theta+b^{2} \cos ^{2} \theta}} \frac{d}{d \theta}\left(\frac{\sqrt{a^{2} \sin ^{2} \theta+b^{2} \cos ^{2} \theta}}{a^{2} \sin ^{2} \theta+b^{2} \cos ^{2} \theta} \frac{d}{d \theta}\right) \\
& =\frac{1}{a^{2} \sin ^{2} \theta+b^{2} \cos ^{2} \theta} \frac{d^{2}}{d \theta^{2}}-\frac{\left(a^{2}-b^{2}\right) \sin \theta \cos \theta}{\left(a^{2} \sin ^{2} \theta+b^{2} \cos ^{2} \theta\right)^{2}} \frac{d}{d \theta} . \tag{2.5}
\end{align*}
$$

Example 2.3 (Implicit planar curve: ellipse).
For a m-dimensional manifold given implicitly as zero level-set of a $(m+1)$-dimensional function, the core idea is to extract the underlying parametrization and express Jacobian of that implied parametrization by the means of an implicit equation.

Consider an ellipse given via an implicit equation

$$
\mathcal{M}=\left\{(x, y) \left\lvert\, \frac{x^{2}}{a^{2}}+\frac{y^{2}}{b^{2}}-1=0\right.\right\} .
$$

Denote $F(x, y):=x^{2} / a^{2}+y^{2} / b^{2}-1$, where variables $x$ and $y$ are implicitly assumed to depend on some variable $t$, i.e.

$$
\begin{equation*}
F(x(t), y(t))=x^{2}(t) / a^{2}+y^{2}(t) / b^{2}-1=0 . \tag{2.6}
\end{equation*}
$$

Taking derivative of the ellipse equation $F(x(t), y(t))=0$ with respect to the implied parametrization variable $t$ yields

$$
\frac{d F}{d t}=\left[\begin{array}{ll}
\partial_{x} F & \partial_{y} F
\end{array}\right]\left[\begin{array}{l}
x_{t} \\
y_{t}
\end{array}\right]=0
$$

which means that the Jacobian (2.1) takes the form of 2-by-1 matrix

$$
J=\left[\begin{array}{l}
x_{t}  \tag{2.7}\\
y_{t}
\end{array}\right]=c\left[\begin{array}{r}
\partial_{y} F(x, y) \\
-\partial_{x} F(x, y)
\end{array}\right]=c\left[\begin{array}{c}
2 y / b^{2} \\
-2 x / a^{2}
\end{array}\right],
$$

where $c$ is a constant and the metric tensor (2.2) is

$$
g_{i j}=J^{\top} J=c^{2}\left[2 y / b^{2}-2 x / a^{2}\right]\left[\begin{array}{r}
2 y / b^{2} \\
-2 x / a^{2}
\end{array}\right]=c^{2}\left[\frac{4 y^{2}}{b^{4}}+\frac{4 x^{2}}{a^{4}}\right]=\frac{4 c^{2}\left(b^{4} x^{2}+a^{4} y^{2}\right)}{a^{4} b^{4}}
$$

which is a scalar. Thus the inverse metric $g^{i j}$ takes the form

$$
g^{i j}=\left(g_{i j}\right)^{-1}=\frac{a^{4} b^{4}}{4 c^{2}\left(b^{4} x^{2}+a^{4} y^{2}\right)}
$$

The Laplace-Beltrami operator (2.3) for the ellipse defined implicitly via $F(x, y)=0$ is

$$
\begin{aligned}
\Delta_{\mathcal{M}} & =\frac{a^{2} b^{2}}{2 \sqrt{c^{2}\left(b^{4} x^{2}+a^{4} y^{2}\right)}} \frac{d}{d t}\left(\frac{2 \sqrt{c^{2}\left(b^{4} x^{2}+a^{4} y^{2}\right)}}{a^{2} b^{2}} \frac{a^{4} b^{4}}{4 c^{2}\left(b^{4} x^{2}+a^{4} y^{2}\right)} \frac{d}{d t}\right) \\
& =\frac{a^{2} b^{2}}{2 \sqrt{c^{2}\left(b^{4} x^{2}+a^{4} y^{2}\right)}} \frac{d}{d t}\left(\frac{a^{2} b^{2}}{2 \sqrt{c^{2}\left(b^{4} x^{2}+a^{4} y^{2}\right)}} \frac{d}{d t}\right)
\end{aligned}
$$

where $t$ is the parameter from (2.6) that can be chosen arbitrarily. The constant $c$ can be determined once the parametrization is specified.

We can further simplify the expression for the Laplace-Beltrami operator on an ellipse if we can find the derivatives $x_{t}$ and $y_{t}$. Indeed, by utilizing (2.7) we can rewrite above expression in the closed form as

$$
\begin{aligned}
\Delta_{\mathcal{M}} & =\frac{a^{4} b^{4}}{4 \sqrt{c^{2}\left(b^{4} x^{2}+a^{4} y^{2}\right)}} \frac{d}{d t}\left(\frac{1}{\sqrt{c^{2}\left(b^{4} x^{2}+a^{4} y^{2}\right)}} \frac{d}{d t}\right) \\
& =\frac{a^{4} b^{4}}{4 c^{2}\left(b^{4} x^{2}+a^{4} y^{2}\right)}\left(\frac{d^{2}}{d t^{2}}-\frac{b^{4} x x_{t}+a^{4} y y_{t}}{b^{4} x^{2}+a^{4} y^{2}} \frac{d}{d t}\right) .
\end{aligned}
$$

According to (2.7) $x_{t}=c F_{y}(x, y)=2 c y / b^{2}$ and $y_{t}=-c F_{x}(x, y)=-2 c x / a^{2}$, so we finally get

$$
\begin{equation*}
\Delta_{\mathcal{M}}=\frac{a^{4} b^{4}}{4 c^{2}\left(b^{4} x^{2}+a^{4} y^{2}\right)}\left(\frac{d^{2}}{d t^{2}}-\frac{2\left(b^{2}-a^{2}\right) c x y}{b^{4} x^{2}+a^{4} y^{2}} \frac{d}{d t}\right) \tag{2.8}
\end{equation*}
$$

Note. Observe that different parametrizations of the same planar curve in Examples 2.2 and 2.3 may result in different metric tensors, the resulting formulas (2.5) and (2.8) for LaplaceBeltrami operator will still yield the same expression if we choose the parametrization $t=\theta$ and set parameter $c=-a b / 2$ in the equation (2.8).

After presenting simple examples for concrete curves, we proceed to explicit computations
of Laplace-Beltrami operator formulas in slightly more abstract settings.

Example 2.4 (Graph of a function).
For a planar curve of the form $y=f(x)$ one can compute Jacobian, metric tensor, and Laplacian in the same way as in Example 2.2 by introducing implicit function $F(x, y):=$ $y-f(x)$, in which case the graph of the curve will be described as

$$
F(x, y)=y-f(x)=0
$$

and so the Jacobian takes the form

$$
J=\left[\begin{array}{r}
\partial_{y} F(x, y) \\
-\partial_{x} F(x, y)
\end{array}\right]=\left[\begin{array}{c}
1 \\
f_{x}
\end{array}\right] .
$$

Then we have

$$
g_{i j}=\left[\begin{array}{ll}
1 & f_{x}
\end{array}\right]\left[\begin{array}{c}
1 \\
f_{x}
\end{array}\right]=1+f_{x}^{2}, \quad|g|=1+f_{x}^{2}, \quad g^{i j}=\frac{1}{1+f_{x}^{2}},
$$

and

$$
\begin{aligned}
\Delta_{\mathcal{M}} & =\frac{1}{\sqrt{1+f_{x}^{2}}} \frac{d}{d x}\left(\sqrt{1+f_{x}^{2}} \frac{1}{1+f_{x}^{2}} \frac{d}{d x}\right) \\
& =\frac{1}{\sqrt{1+f_{x}^{2}}} \frac{d}{d x}\left(\frac{1}{\sqrt{1+f_{x}^{2}}} \frac{d}{d x}\right) \\
& =\frac{1}{1+f_{x}^{2}} \frac{d^{2}}{d x^{2}}-\frac{f_{x} f_{x x}}{\left(1+f_{x}^{2}\right)^{2}} \frac{d}{d x} .
\end{aligned}
$$

Example 2.5 (Graph of a surface).
Similar to Example 2.4, we consider a surface given as $z=f(x, y)$. Differentiating the last equation with respect to $x$ and $y$ we get the expression for Jacobian

$$
J=\left[\begin{array}{cc}
1 & 0 \\
0 & 1 \\
f_{x} & f_{y}
\end{array}\right] .
$$

Then we have

$$
g_{i j}=\left[\begin{array}{lll}
1 & 0 & f_{x} \\
0 & 1 & f_{y}
\end{array}\right]\left[\begin{array}{cc}
1 & 0 \\
0 & 1 \\
f_{x} & f_{y}
\end{array}\right]=\left[\begin{array}{cc}
1+f_{x}^{2} & f_{x} f_{y} \\
f_{x} f_{y} & 1+f_{y}^{2}
\end{array}\right]
$$

so that

$$
|g|=\left|\left(1+f_{x}^{2}\right)\left(1+f_{y}^{2}\right)-f_{x}^{2} f_{y}^{2}\right|=1+f_{x}^{2}+f_{y}^{2}
$$

and

$$
g^{i j}=\left(g_{i j}\right)^{-1}=\left[\begin{array}{rr}
\frac{1+f_{y}^{2}}{1+f_{x}^{2}+f_{y}^{2}} & -\frac{f_{x} f_{y}}{1+f_{x}^{2}+f_{y}^{2}} \\
-\frac{f_{x} f_{y}}{1+f_{x}^{2}+f_{y}^{2}} & \frac{1+f_{x}^{2}}{1+f_{x}^{2}+f_{y}^{2}}
\end{array}\right] .
$$

Then using (2.3) we write Laplace-Beltrami operator on the surface $z=f(x, y)$ as

$$
\begin{aligned}
\Delta_{\mathcal{M}} & =\frac{1}{\sqrt{1+f_{x}^{2}+f_{y}^{2}}} \frac{\partial}{\partial x}\left[\sqrt{1+f_{x}^{2}+f_{y}^{2}}\left(\frac{1+f_{y}^{2}}{1+f_{x}^{2}+f_{y}^{2}} \frac{\partial}{\partial x}-\frac{f_{x} f_{y}}{1+f_{x}^{2}+f_{y}^{2}} \frac{\partial}{\partial y}\right)\right] \\
& -\frac{1}{\sqrt{1+f_{x}^{2}+f_{y}^{2}}} \frac{\partial}{\partial y}\left[\sqrt{1+f_{x}^{2}+f_{y}^{2}}\left(\frac{f_{x} f_{y}}{1+f_{x}^{2}+f_{y}^{2}} \frac{\partial}{\partial x}-\frac{1+f_{x}^{2}}{1+f_{x}^{2}+f_{y}^{2}} \frac{\partial}{\partial y}\right)\right] .
\end{aligned}
$$

Simplifying expression above we get

$$
\Delta_{\mathcal{M}}=\frac{1}{\sqrt{1+f_{x}^{2}+f_{y}^{2}}}\left(\frac{\partial}{\partial x}\left[\frac{\left(1+f_{y}^{2}\right) \partial_{x}-f_{x} f_{y} \partial_{y}}{\sqrt{1+f_{x}^{2}+f_{y}^{2}}}\right]-\frac{\partial}{\partial y}\left[\frac{f_{x} f_{y} \partial_{x}-\left(1+f_{x}^{2}\right) \partial_{y}}{\sqrt{1+f_{x}^{2}+f_{y}^{2}}}\right]\right) .
$$

Example 2.6 (Implicit Surface).
For a two-dimensional surface given implicitly as

$$
\mathcal{M}=\left\{(x, y, z) \in \mathbb{R}^{3} \mid F(x, y, z)=0\right\}
$$

the core idea is the same as in the case of implicit curve (see Example 2.3): to extract underlying parametrization of the surface $\mathcal{M}$ and express Jacobian in terms of the implicit equation. In order to implement this idea we assume underlying parametrization of Euclidean coordinates of manifold in terms of some variables $s, t$ :

$$
\left\{\begin{array}{l}
x=x(s, t) \\
y=y(s, t) \\
z=z(s, t)
\end{array}\right.
$$

Differentiating equation $F(x, y, z)=0$ with respect to $s$ and $t$ yields

$$
\frac{\partial F}{\partial(s, t)}=\left[\begin{array}{ll}
\frac{\partial F}{\partial s} & \frac{\partial F}{\partial t}
\end{array}\right]=\left[\begin{array}{lll}
\frac{\partial F}{\partial x} & \frac{\partial F}{\partial y} & \frac{\partial F}{\partial z}
\end{array}\right]\left[\begin{array}{ll}
x_{s} & x_{t} \\
y_{s} & y_{t} \\
z_{s} & z_{t}
\end{array}\right]=0 .
$$

Thus the Jacobian (2.1) is 3 -by- 2 matrix

$$
J=\left[\begin{array}{ll}
x_{s} & x_{t} \\
y_{s} & y_{t} \\
z_{s} & z_{t}
\end{array}\right]
$$

and the metric tensor (2.2) is

$$
g_{i j}=J^{\top} J=\left[\begin{array}{lll}
x_{s} & y_{s} & z_{s} \\
x_{t} & y_{t} & z_{t}
\end{array}\right]\left[\begin{array}{l}
x_{s}
\end{array} x_{t}, \begin{array}{cc}
y_{s}^{2}+y_{s}^{2}+z_{s}^{2} & x_{s} x_{t}+y_{s} y_{t}+z_{s} z_{t} \\
z_{s} & z_{t}
\end{array}\right]=\left[\begin{array}{cc}
x_{s} \\
x_{s} x_{t}+y_{s} y_{t}+z_{s} z_{t} & x_{t}^{2}+y_{t}^{2}+z_{t}^{2}
\end{array}\right]
$$

with the inverse metric $g^{i j}$

$$
g^{i j}=\left(g_{i j}\right)^{-1}
$$

### 2.2 Eigenvalue Problem for Laplace-Beltrami Operator

After reviewing the basic machinery necessary for understanding Laplace-Beltrami operator in the previous section, we can formally state the eigenvalue problem that is of the core interest of this work. Given linear differential operators $\mathcal{B}$ representing Dirichlet, Neumann, or Robin boundary conditions on manifold $\mathcal{M}$ the eigenvalue problem

$$
\left\{\begin{align*}
-\Delta_{\mathcal{M}} u & =\lambda u, & & x \in \mathcal{M}  \tag{2.9}\\
\mathcal{B} u & =0, & & x \in \partial \mathcal{M} .
\end{align*}\right.
$$

Our goal is to develop robust approach to solve above problem numerically using Radial Basis Functions (RBFs). Additionally, we aim to derive RBF-based numerical method that would inherit some of the analytical properties of Laplace-Beltrami operator and its eigenvalues. Some of these relevant properties are reviewed in the following theorem.

Theorem 1 (Properties of Laplace-Beltrami eigenmodes). The solution of the eigenvalue problem (2.9) with the appropriate boundary condition operator $\mathcal{B}$ satisfies the following properties [8]:
(i) all eigenvalues are real,
(ii) all eigenfunctions can be chosen to be real-valued,
(iii) eigenfunctions corresponding to the distinct eigenvalues are also distinct and orthogonal.

### 2.3 Mean Curvature and Laplace-Beltrami Operator

In this section we explore the relation between Cartesian Laplacian of a function $F$ in the embedding space $\mathbb{E}$ and Laplace-Beltrami operator of the restriction of $F$ onto the manifold $\mathcal{M}$, which we denote $f$. Specifically, we quote two results which were proved by Reilly in 1982 for curve in $\mathbb{R}^{2}$ and surface in $\mathbb{R}^{3}[55]$.

Denote partial derivatives by subscripts such as

$$
\frac{\partial F}{\partial x_{j}}=F_{j}, \quad \frac{\partial^{2} F}{\partial x_{j} \partial x_{k}}=F_{k j} .
$$

Denote the first and second directional directives along a vector $\overrightarrow{\boldsymbol{v}}=\left[v_{1}, v_{2}, \ldots, v_{n}\right]^{\top}$ in $\mathbb{R}^{n}$ by $D_{\vec{v}}$ and $D_{\vec{v}}^{2}$ respectively:

$$
D_{\overrightarrow{\boldsymbol{v}}} F(p)=\left.\frac{d}{d t} F(p+t \overrightarrow{\boldsymbol{v}})\right|^{t=0}=\sum_{j=1}^{n} F_{j}(p) v_{j}
$$

and

$$
D_{\vec{v}}^{2} F(p)=\left.\frac{d^{2}}{d t^{2}} F(p+t \overrightarrow{\boldsymbol{v}})\right|^{t=0}=\sum_{j, k=1}^{n} F_{j k}(p) v_{j} v_{k}
$$

The following two theorems are true.

Theorem 2. Suppose that $F$ is a $\mathcal{C}^{2}$ function on an open set $U$ in $\mathbb{R}^{2}$, Let $p$ be a point of $U$ and let $F$ be a curve in $U$ passing through $p$. Denote the restriction of $F$ to $\Gamma$ by $f$. Let $\overrightarrow{\boldsymbol{n}}_{p}$ be a unit normal to $\Gamma$ at $p$ and let $\kappa(p)$ be the corresponding curvature. Denote the arc
length along $\Gamma$ by s. Then

$$
\begin{equation*}
(\Delta F)(p)=\frac{d^{2} f}{d s^{2}}(p)-\kappa(p) D_{\overrightarrow{\boldsymbol{n}}_{p}} F(p)+D_{\overrightarrow{\boldsymbol{n}}_{p}}^{2} F(p) \tag{2.10}
\end{equation*}
$$

Theorem 3. Suppose that $G$ is a $\mathcal{C}^{2}$ function on an open set $W$ in $\mathbb{R}^{3}$, Let $p$ be a point of $W$ and let $S$ be an oriented $\mathcal{C}^{2}$ surface in $W$ passing through $p$. Denote the restriction of $G$ to $S$ by $g$. Let $\overrightarrow{\boldsymbol{n}}_{p}$ be a unit normal to $S$ at $p$ and let $H(p)$ be the mean curvature. Denote the surface Laplacian by $\Delta_{\mathcal{M}}$. Then

$$
\begin{equation*}
(\Delta G)(p)=\Delta_{\mathcal{M}} g(p)-2 H(p) D_{\overrightarrow{\boldsymbol{n}}_{p}} G(p)+D_{\overrightarrow{\boldsymbol{n}}_{p}}^{2} G(p) \tag{2.11}
\end{equation*}
$$

Example 2.7. Taking $\Gamma$ as a circle of radius $r$ with center $(0,0)$, the formula (2.10) is just the classical formula for the Laplacian in polar coordinates

$$
\Delta F(p)=\frac{1}{r} \frac{\partial^{2} F}{\partial \theta^{2}}(p)+\frac{1}{r} \frac{\partial F}{\partial r}(p)+\frac{\partial^{2} F}{\partial r^{2}}(p)
$$

Example 2.8. Taking $\mathcal{M}$ as a sphere of radius $r$ with center ( $0,0,0$ ), the formula (2.11) is the classical formula for the Laplacian in spherical coordinates

$$
\Delta F(p)=\frac{1}{r^{2} \sin \theta} \frac{\partial}{\partial \theta}\left(\sin \theta G_{\theta}\right)+\frac{1}{r^{2} \sin ^{2} \theta} G_{\phi \phi}+\frac{2}{r} G_{r}+G_{r r}
$$

The formulas (2.10) and (2.11) provide an alternative way to compute the Laplace-Beltrami operator on a curve $\Gamma$

$$
\begin{equation*}
\Delta_{\Gamma} f(p)=(\Delta F)(p)+\kappa(p) D_{\overrightarrow{\boldsymbol{n}}_{p}} F(p)-D_{\overrightarrow{\boldsymbol{n}}_{p}}^{2} F(p) \tag{2.12}
\end{equation*}
$$

and on a two-dimensional surface $\mathcal{M}$

$$
\begin{equation*}
\Delta_{\mathcal{M}} g(p)=(\Delta G)(p)+2 H(p) D_{\overrightarrow{\boldsymbol{n}}_{p}} G(p)-D_{\overrightarrow{\boldsymbol{n}}_{p}}^{2} G(p) \tag{2.13}
\end{equation*}
$$

### 2.3.1 Curvature Expressions for Planar Curves and Surfaces

In order to utilize formulas (2.12) and (2.13) for more general curves and surfaces respectively, the closed-form expressions for computing different types curvatures are required. Below we provide several relevant formulas which are presented and derived in [23] by Goldman.

Some definitions and geometrical insights into the concept of curvature applied to planar curves and surfaces can be found in Appendix A. Below we will provide several curvature formulas [23] which are relevant to our examples.

## Implicit Planar Curves

For an implicit planar curve defined as $F(x, y)=0$ we adopt the following notation:

- unit normal vector $\overrightarrow{\boldsymbol{n}}=\left[F_{x}, F_{y}\right]^{\top} / \sqrt{F_{x}^{2}+F_{y}^{2}}$,
- unit tangent vector $\overrightarrow{\boldsymbol{t}}=\left[-F_{y}, F_{x}\right]^{\top} / \sqrt{F_{x}^{2}+F_{y}^{2}}$,
- hessian $H=\left[\begin{array}{ll}F_{x x} & F_{x y} \\ F_{x y} & F_{y y}\end{array}\right]$.

Then the following statement holds [23]:

Statement 1. The curvature of an implicit planar curve $F(x, y)=0$ can be computed as

$$
\kappa=-\frac{\overrightarrow{\boldsymbol{t}}^{\top} \cdot H \cdot \overrightarrow{\boldsymbol{t}}}{|\nabla F|}=-\left(F_{x}^{2}+F_{y}^{2}\right)^{-\frac{3}{2}}\left[\begin{array}{ll}
-F_{y} & F_{x}
\end{array}\right]\left[\begin{array}{ll}
F_{x x} & F_{x y}  \tag{2.14}\\
F_{x y} & F_{y y}
\end{array}\right]\left[\begin{array}{r}
-F_{y} \\
F_{x}
\end{array}\right] .
$$

Example 2.9 (Curvature of an ellipse).
For an ellipse

$$
\mathcal{M}=\left\{(x, y) \mid 1-x^{2} / a^{2}-y^{2} / b^{2}=0\right\}
$$

$F_{x}=-2 x / a^{2}, F_{y}=-2 y / b^{2}, F_{x x}=-2 / a^{2}, F_{y y}=-2 / b^{2}$, and $F_{x y}=0$. Then the curvature
can be computed via formula (2.14) as

$$
\begin{aligned}
\kappa & =-\left(\frac{4 x^{2}}{a^{4}}+\frac{4 y^{2}}{b^{4}}\right)^{-\frac{3}{2}}\left[\frac{2 y}{b^{2}}-\frac{2 x}{a^{2}}\right]\left[\begin{array}{cc}
-2 / a^{2} & 0 \\
0 & -2 / b^{2}
\end{array}\right]\left[\begin{array}{c}
2 y / b^{2} \\
-2 x / a^{2}
\end{array}\right] \\
& =\left(\frac{x^{2}}{a^{4}}+\frac{y^{2}}{b^{4}}\right)^{-\frac{3}{2}} \frac{b^{2} x^{2}+a^{2} y^{2}}{2 a^{4} b^{4}}
\end{aligned}
$$

Example 2.10 (Laplace-Beltrami operator on an ellipse).
Similar to Example 2.3, consider

$$
\mathcal{M}=\left\{(x, y) \in \mathbb{R}^{2} \mid 1-x^{2} / a^{2}-y^{2} / b^{2}=0\right\} .
$$

The unit normal vector can be computed as

$$
\overrightarrow{\boldsymbol{n}}=\left[\begin{array}{l}
n_{1} \\
n_{2}
\end{array}\right]=\frac{-1}{\sqrt{\left(x / a^{2}\right)^{2}+\left(y / b^{2}\right)^{2}}}\left[\begin{array}{l}
x / a^{2} \\
y / b^{2}
\end{array}\right]
$$

and the curvature is

$$
\kappa=\nabla \cdot \overrightarrow{\boldsymbol{n}}=\left(\frac{x^{2}}{a^{4}}+\frac{y^{2}}{b^{4}}\right)^{-\frac{3}{2}} \frac{b^{2} x^{2}+a^{2} y^{2}}{2 a^{4} b^{4}}
$$

Furthermore,

$$
\begin{aligned}
D_{n} & =\overrightarrow{\boldsymbol{n}} \cdot \nabla=n_{1} \partial_{x}+n_{2} \partial_{y}=-\frac{x / a^{2}}{\sqrt{x^{2} / a^{4}+y^{2} / b^{4}}} \frac{\partial}{\partial x}-\frac{y / b^{2}}{\sqrt{x^{2} / a^{4}+y^{2} / b^{4}}} \frac{\partial}{\partial y}, \\
D_{n n} F & =n_{1}^{2} \partial_{x x}+2 n_{1} n_{2} \partial_{x y}+n_{2}^{2} \partial_{y y} \\
& =\frac{x^{2} / a^{4}}{x^{2} / a^{4}+y^{2} / b^{4}} \frac{\partial^{2}}{\partial x^{2}}+2 \frac{x y / a^{2} b^{2}}{x^{2} / a^{4}+y^{2} / b^{4}} \frac{\partial^{2}}{\partial x \partial y}+\frac{y^{2} / b^{4}}{x^{2} / a^{4}+y^{2} / b^{4}} \frac{\partial^{2}}{\partial y^{2}} .
\end{aligned}
$$

Thus according to Reilly's formula (2.12) the Laplace-Beltrami operator on an ellipse takes the form

$$
\begin{aligned}
& \Delta_{\Gamma}=\Delta+\kappa D_{n}-D_{n n} \\
& \Delta_{\Gamma}=\frac{\partial^{2}}{\partial x^{2}}+\frac{\partial^{2}}{\partial y^{2}}+\left(\frac{x^{2}}{a^{4}}+\frac{y^{2}}{b^{4}}\right)^{-2} \frac{b^{2} x^{2}+a^{2} y^{2}}{2 a^{4} b^{4}}\left(\frac{x}{a^{2}} \frac{\partial}{\partial x}+\frac{y}{b^{2}} \frac{\partial}{\partial y}\right) \\
&-\left(\frac{x^{2}}{a^{4}}+\frac{y^{2}}{b^{4}}\right)^{-1}\left(\frac{x^{2}}{a^{4}} \frac{\partial^{2}}{\partial x^{2}}+\frac{2 x y}{a^{2} b^{2}} \frac{\partial^{2}}{\partial x \partial y}+\frac{y^{2}}{b^{4}} \frac{\partial^{2}}{\partial y^{2}}\right) .
\end{aligned}
$$

## Implicit Surfaces

Similar to the previous case, given an implicit surface $F(x, y, z)=0$ and denoting unit normal vector $\overrightarrow{\boldsymbol{n}}=\left[\begin{array}{lll}F_{x} & F_{y} & F_{z}\end{array}\right]^{\top} / \sqrt{F_{x}^{2}+F_{y}^{2}+F_{z}^{2}}$, the following statement holds [23]:

Statement 2 (Divergence formula for the mean curvature).
The mean curvature of a surface given by $F(x, y, z)=0$ can be computed as divergence of a unit normal vector:

$$
\begin{equation*}
\kappa_{m}=-\frac{1}{2} \nabla \cdot \overrightarrow{\boldsymbol{n}}=-\frac{1}{2} \nabla \cdot(\nabla F /|\nabla F|) . \tag{2.15}
\end{equation*}
$$

Example 2.11 (Surface).
Given an implicit surface

$$
\mathcal{M}=\left\{(x, y, z) \in \mathbb{R}^{3} \mid f(x, y)-z=0\right\}
$$

for some function $f: \mathbb{R}^{2} \rightarrow \mathbb{R}$ with unit normal vector $\overrightarrow{\boldsymbol{n}}=\left[f_{x}, f_{y},-1\right]^{\top} / \sqrt{f_{x}^{2}+f_{y}^{2}+1}$. Its curvature can be computed via formula (2.15) as

$$
\begin{aligned}
\kappa & =-\nabla \cdot(\nabla F /|\nabla F|) / 2 \\
& =-\frac{\partial}{\partial x}\left(\frac{f_{x}}{2 \sqrt{f_{x}^{2}+f_{y}^{2}+1}}\right)-\frac{\partial}{\partial y}\left(\frac{f_{y}}{2 \sqrt{f_{x}^{2}+f_{y}^{2}+1}}\right)+\frac{\partial}{\partial z}\left(\frac{1}{2 \sqrt{f_{x}^{2}+f_{y}^{2}+1}}\right) \\
& =-\frac{\left(1+f_{y}^{2}\right) f_{x x}-2 f_{x} f_{y} f_{x y}+\left(1+f_{x}^{2}\right) f_{y y}}{2\left(f_{x}^{2}+f_{y}^{2}+1\right)^{\frac{3}{2}}} .
\end{aligned}
$$

### 2.4 Asymptotic Analysis of Eigenvalues of Laplace-Beltrami Operator

The asymptotic results show that the eigenvalues of Laplace operator with Neumann boundary conditions on a thin ring/shell converge to the eigenvalues of Laplace-Beltrami operator on a circle/sphere.

The asymptotic expansions for eigenvalues obtained in this section motivate the numerical
study via embedded methods and radial basis methods discussed in chapter 4.

### 2.4.1 One-Dimensional Laplace-Beltrami Eigenvalue Problem

Consider the eigenvalues of Laplace-Beltrami operator

$$
-\Delta_{\mathcal{M}} u=\lambda u
$$

on a circle with radius $r=R$ in two dimensions. The eigenvalue problem can be written as

$$
-y_{\theta \theta}=\lambda R^{2} y, \quad y(0)=y(2 \pi), \quad y^{\prime}(0)=y^{\prime}(2 \pi)
$$

which has eigenvalues

$$
\lambda R^{2}=n^{2}, \quad n \in \mathbb{N}
$$

When $n=0$, the eigenfunction is a constant. When $n$ is a positive integer, there are two corresponding eigenfunctions $\sin (n \theta)$ and $\cos (n \theta)$.

### 2.4.2 Two-Dimensional Laplace-Beltrami Eigenvalue Problem

Denote $B_{R}$ as a circle with radius $R$ in two dimensions and a sphere with radius $R$ in three dimensions. Consider eigenvalues of Laplace-Beltrami operator

$$
-\Delta_{\mathcal{M}} u=\lambda u
$$

on a sphere $\mathcal{M}=B_{R}$ in three dimensions. In the spherical coordinates, the eigenvalue problem becomes

$$
-\left(\frac{1}{R^{2} \sin \theta} \frac{\partial}{\partial \theta}\left(\sin \theta u_{\theta}\right)+\frac{1}{R^{2} \sin ^{2} \theta} u_{\phi \phi}\right)=\lambda u .
$$

The eigenvalues are

$$
\lambda R^{2}=l(l+1), \quad l \in \mathbb{N}
$$

and eigenfunctions are spherical harmonic functions.

### 2.4.3 Two-Dimensional Eigenvalue Problem on a Thin $\varepsilon$ Ring.

Consider the eigenvalue of Laplace operator

$$
-\Delta u=\lambda u
$$

on $\Omega=B_{R+\varepsilon} \backslash B_{R-\varepsilon}$ with Neumann boundary conditions

$$
\left.\frac{\partial u}{\partial r}\right|_{r=R \pm \varepsilon}=0
$$

In the polar coordinates, the equation becomes

$$
-\left(u_{r r}+\frac{1}{r} u_{r}+\frac{1}{r^{2}} u_{\theta \theta}\right)=\lambda u
$$

Looking for separable solutions $u(r, \theta)=R(r) \Theta(\theta)$ gives

$$
\begin{aligned}
-\left(R^{\prime \prime} \Theta+\frac{1}{r} R^{\prime} \Theta+\frac{1}{r^{2}} R \Theta^{\prime \prime}\right) & =\lambda R \Theta \\
-\left(\frac{R^{\prime \prime}}{R}+\frac{1}{r} \frac{R^{\prime}}{R}+\frac{1}{r^{2}} \frac{\Theta^{\prime \prime}}{\Theta}\right) & =\lambda
\end{aligned}
$$

We must have

$$
\frac{\Theta^{\prime \prime}}{\Theta}=-n^{2}
$$

where $n$ is the integer and

$$
r^{2} R^{\prime \prime}+R^{\prime}+\left(\lambda r^{2}-n^{2}\right) R=0
$$

The equations has the general solution in the following form

$$
R=c_{1} J_{n}(\sqrt{\lambda} r)+c_{2} Y_{n}(\sqrt{\lambda} r) .
$$

The boundary conditions require

$$
\begin{aligned}
& \left.R^{\prime}\right|_{r=R+\varepsilon}=0=c_{1} J_{n}^{\prime}(\sqrt{\lambda}(R+\varepsilon))+c_{2} Y_{n}^{\prime}(\sqrt{\lambda}(R+\varepsilon)), \\
& \left.R^{\prime}\right|_{r=R-\varepsilon}=0=c_{1} J_{n}^{\prime}(\sqrt{\lambda}(R-\varepsilon))+c_{2} Y_{n}^{\prime}(\sqrt{\lambda}(R-\varepsilon))
\end{aligned}
$$

In order to have nontrivial solution, we must have

$$
\begin{equation*}
\operatorname{det}\binom{J_{n}^{\prime}(\sqrt{\lambda}(R-\varepsilon)) Y_{n}^{\prime}(\sqrt{\lambda}(R-\varepsilon))}{J_{n}^{\prime}(\sqrt{\lambda}(R+\varepsilon)) Y_{n}^{\prime}(\sqrt{\lambda}(R+\varepsilon))}=0 \tag{2.16}
\end{equation*}
$$

A similar problem has been studied by Gottlieb [25], McMahon [49], and Buchholz [4] on $\Omega=B_{b} \backslash B_{a}$ where $r=b / a \rightarrow 1$.

Denote $x=\sqrt{\lambda}(R-\varepsilon), \rho x=\sqrt{\lambda}(R+\varepsilon)$. We have

$$
\gamma=\frac{R+\varepsilon}{R-\varepsilon}=1+2 \frac{\varepsilon}{R}+\frac{2 \varepsilon^{2}}{R^{2}}+O(\varepsilon)^{3}
$$

which leads to

$$
\gamma-1=2 \frac{\varepsilon}{R}+\frac{2 \varepsilon^{2}}{R^{2}}+O(\varepsilon)^{3}
$$

Here $\gamma$ is the ratio of outer radius of the ring to the inner radius. The asymptotic expansions of zero roots in terms of $\gamma$ have the following forms. When $n \neq 0$, the first zero is given as

$$
\sqrt{\lambda_{n}^{1}}(R-\varepsilon)=n\left[1-\frac{1}{2}(\gamma-1)+\frac{7}{24}(\gamma-1)^{2}+O(\gamma-1)^{3}\right],
$$

where the asymptotic expansion is obtained from [25, equation (A.5)].

Rearranging terms, we get expression for the eigenvalues $\lambda_{n}^{1}$ :

$$
\begin{align*}
\lambda_{n}^{1} & =\frac{n^{2}}{R^{2}(1-\varepsilon / R)^{2}}\left[1-\frac{1}{2}(\gamma-1)+\frac{7}{24}(\gamma-1)^{2}+O(\gamma-1)^{3}\right]^{2} \\
& \approx \frac{n^{2}}{R^{2}}\left(1+\frac{\varepsilon^{2}}{3 R^{2}}+O\left(\varepsilon^{3}\right)\right) . \tag{2.17}
\end{align*}
$$

On the other hand, for $n \geq 2$ we have

$$
\begin{align*}
\sqrt{\lambda_{0}^{(s)}}(R-\varepsilon) & =\frac{\pi s}{\gamma-1}+\frac{3}{8 \pi \gamma}\left(\frac{\gamma-1}{s}\right)+O\left(\frac{\gamma-1}{s}\right)^{3} \\
\sqrt{\lambda_{n}^{(s+1)}}(R-\varepsilon) & =\frac{\pi s}{\gamma-1}+\frac{4 \nu^{2}+3}{8 \pi \gamma}\left(\frac{\gamma-1}{s}\right)+O\left(\frac{\gamma-1}{s}\right)^{3} \tag{2.18}
\end{align*}
$$

where $n \neq 0, s \in \mathbb{N}^{+}$. These formulas come from [25, equation (A.4)].

Since $\lambda_{n}^{(s)} \rightarrow \infty$ as $n \rightarrow \infty$, the assymptotic expansion (2.18) for eigenvalues go to infinity.

Thus we conclude that $\lambda_{n}^{1}$ in (2.17) go to $n^{2} / R^{2}$ which are eigenvalues of Laplace-Beltrami operator on a circle with radius $R$.

### 2.4.4 Three-Dimensional Eigenvalue Problem on a Thin $\varepsilon$ Shell.

Consider following eigenvalue problem

$$
-\Delta u=\lambda u
$$

for the Laplace operator $\Delta=\frac{\partial^{2}}{\partial x^{2}}+\frac{\partial^{2}}{\partial y^{2}}$ defined on $\Omega=B_{R+\varepsilon} \backslash B_{R-\varepsilon}$. In the spherical coordinates, the equation becomes

$$
-\left(\frac{1}{r^{2}} \frac{\partial}{\partial r}\left(r^{2} u_{r}\right)+\frac{1}{r^{2} \sin \theta} \frac{\partial}{\partial \theta}\left(\sin \theta u_{\theta}\right)+\frac{1}{r^{2} \sin ^{2} \theta} u_{\phi \phi}\right)=\lambda u .
$$

We assume a variables separable solution of the form

$$
u(r, \theta, \phi)=R(r) Y(\theta, \phi)
$$

where $Y(\theta, \phi)$ is a spherical harmonic function which satisfies

$$
\frac{1}{Y} \frac{1}{\sin \theta} \frac{\partial}{\partial \theta}\left(\sin \theta Y_{\theta}\right)+\frac{1}{Y} \frac{1}{\sin ^{2} \theta} Y_{\phi \phi}=-l(l+1)
$$

where $l$ is a constant. Thus we have the equation in the radial direction satisfies

$$
r^{2} R^{\prime \prime}(r)+2 r R^{\prime}(r)+\left(\lambda r^{2}-l(l+1)\right) R=0
$$

Denote $\sqrt{\lambda} r=x$. This leads to

$$
x^{2} R^{\prime \prime}(x)+2 x R^{\prime}(x)+\left(r^{2}-l(l+1)\right) R(x)=0 .
$$

Thus the solution are given as spherical Bessel function

$$
R(x)=c_{1} j_{n}(\sqrt{\lambda} r)+c_{2} y_{n}(\sqrt{\lambda} r)
$$

The boundary conditions require

$$
\left.R^{\prime}\right|_{r=R+\varepsilon}=0=c_{1} j_{n}^{\prime}(\sqrt{\lambda}(R+\varepsilon))+c_{2} y_{n}^{\prime}(\sqrt{\lambda}(R+\varepsilon)),
$$

$$
\left.R^{\prime}\right|_{r=R-\varepsilon}=0=c_{1} j_{n}^{\prime}(\sqrt{\lambda}(R-\varepsilon))+c_{2} y_{n}^{\prime}(\sqrt{\lambda}(R-\varepsilon))
$$

In order to have nontrivial solutions, we must have

$$
\begin{equation*}
\operatorname{det}\binom{j_{n}^{\prime}(\sqrt{\lambda}(R-\varepsilon)) y_{n}^{\prime}(\sqrt{\lambda}(R-\varepsilon))}{j_{n}^{\prime}(\sqrt{\lambda}(R+\varepsilon)) y_{n}^{\prime}(\sqrt{\lambda}(R+\varepsilon))}=0 \tag{2.19}
\end{equation*}
$$

Recall that $x=\sqrt{\lambda}(R-\varepsilon), \rho x=\sqrt{\lambda}(R+\varepsilon)$, which leads to

$$
\begin{aligned}
\gamma= & \frac{R+\varepsilon}{R-\varepsilon}=1+2 \frac{\varepsilon}{R}+\frac{2 \varepsilon^{2}}{R^{2}}+O(\varepsilon)^{3} \\
& \gamma-1=2 \frac{\varepsilon}{R}+\frac{2 \varepsilon^{2}}{R^{2}}+O(\varepsilon)^{3} .
\end{aligned}
$$

Here $\gamma$ is the ratio of outer radius of the ring to the inner radius. The solutions have the following asymptotic forms [25, equation (5.4)]

$$
\sqrt{\lambda_{n}^{1}}(R-\varepsilon)=\sqrt{n(n+1)}\left\{1-\frac{1}{2}(\gamma-1)+\frac{5}{24}(\gamma-1)^{2}+O(\gamma-1)^{3}\right\}
$$

Rearranging terms, we obtain the following expression

$$
\lambda_{n}^{1}=\frac{n(n+1)}{R^{2}\left(1-\frac{\varepsilon}{R}\right)^{2}}\left\{1-\frac{1}{2}(\gamma-1)+\frac{5}{24}(\gamma-1)^{2}+O(\gamma-1)^{3}\right\}^{2}
$$

if $n \neq 0(-1)$, and

$$
\sqrt{\lambda_{n}^{\left(s^{\prime}\right)}}(R-\varepsilon)=\frac{\pi s}{\gamma-1}+\frac{4\left(n+\frac{1}{2}\right)^{2}+7}{8 \pi \gamma}\left(\frac{\gamma-1}{s}\right)+O\left(\frac{\gamma-1}{s}\right)^{3}
$$

where $s^{\prime}=s, \nu=0(-1)$, and $s^{\prime}=s+1, \nu \neq 0(-1)$, which comes from [25, equation (A.9)]. Thus we have

$$
\begin{equation*}
\lambda_{n}^{1} \approx \frac{n(n+1)}{R^{2}}\left(1-\frac{\varepsilon^{2}}{3 R^{2}}+O\left(\varepsilon^{3}\right)\right) \tag{2.20}
\end{equation*}
$$

which converge to eigenvalues of Laplace-Beltrami operator on sphere.

In Figures 2.1-2.2, we show the solutions of (2.16) and (2.19) obtained by finding roots numerically for 40 different choices of $\varepsilon$ which are 50 logarithmically equally spaced points between decades $10^{-4}$ and $10^{-2}$ in red dots and the asymptotic expansion solutions in formulas (2.17) and (2.20) up to second order terms. It is clear that the asymptotic results
agree well with the numerical results.


Figure 2.1: The solutions of (2.16) obtained by finding roots numerically for 40 different choices of $\varepsilon$ which are 50 logarithmically equally spaced points between decades $10^{-4}$ and $10^{-2}$ in red dots and the asymptotic expansion solutions in formula (2.17) up to second order terms.


Figure 2.2: The solutions of (2.19) obtained by finding roots numerically for 40 different choices of $\varepsilon$ which are 50 logarithmically equally spaced points between decades $10^{-4}$ and $10^{-2}$ in red dots, and the asymptotic expansion solutions in formula (2.20) up to second order terms.

## Chapter 3

## Existing RBF Methods for Solving Differential Equations on Manifolds

The scope of this work is build upon the concept of Partial Differential Equations defined on manifolds. Similarly to the case of flat domain, PDEs on manifolds can be time-dependent or stationary. Our intention is to focus on stationary linear differential operators defined on manifolds, as we are particularly interested in solving eigenproblems involving such operators. One example of such problems would be finding eigenmodes of Laplace-Beltrami operator given underlying domain (manifold) and possibly boundary conditions.

### 3.1 History of RBF Approaches to Solving PDEs

The first numerical algorithm for solving Partial Differential Equations on surfaces using Radial Basis Functions was published by Kansa [31] in 1990. That approach to solving PDE problems on manifolds formulated in the strong form by collocation quickly gained popularity and became known as Kansa's method in academic community. The biggest advantages of
the proposed approach include intuitive underlying mathematical idea as well as simplicity of both formulation and implementation of algorithm. Inherently meshless, Kansa's method works in any number of dimensions and does not have restrictions on geometrical complexity of underlying manifold.

Although originally formulated only for the multiquadric radial functions, the RBF-based meshfree methods have been successfully used with other radial functions [17]. Popular choices of (global) continuously differentiable basis functions include

- Gaussian $e^{-(\varepsilon r)^{2}}$
- Multiquadric $\sqrt{1+(\varepsilon r)^{2}}$
- Inverse multiquadric $1 / \sqrt{1+(\varepsilon r)^{2}}$
- Inverse quadratic $1 /\left(1+(\varepsilon r)^{2}\right)$
- Polyharmonic spline $\phi(r)=r^{k} \ln (r), \quad k=2,4,6, \ldots$

More recent developments of RBF- and kernel-based methods of function approximation and solving PDEs on manifolds have been focused on use of implicit compact RBF-FD schemes to improve stability, accuracy [35], and computational cost [63]. Additionally, recently introduced eigen-rational kernel-based scheme [5] takes advantage of rescaling the classical RBF expansion to provide more robust approximations.

Another prominent trend in RBF community is the search for the formulation of the method that only requires scattered points on manifold without explicit analytical representation. For example, see [2] for the closed-form formulations of orthogonal projection method. In addition, several recent articles presented hybrid methods that incorporate features of RBF approach alongside embedding methods [53].

### 3.1.1 Overview of Related Numerical Methods

In general, modern RBF-based meshfree techniques for solving eigenvalue problems rely in their core either on orthogonal projection or on orthogonal gradient for relating surface differential operator and regular differentiation in the embedding Euclidean space $\mathbb{R}^{n}$. We explore these methods in the rest of the chapter.

### 3.2 Mathematical Formulation of Eigenvalue Problem

Consider linear differential operators $\mathcal{L}: \mathcal{C}^{\infty}(\mathcal{M}) \rightarrow \mathcal{C}^{\infty}(\mathcal{M})$ of order $p \in \mathbb{N}^{+}$, where $\mathcal{M}$ is $(n-1)$ dimensional compact Riemannian manifold with smooth boundary $\partial \mathcal{M}$ embedded into Euclidean Space $\mathbf{E}=\mathbb{R}^{n}$. Denote $\mathcal{M}_{I}$ interior of $\mathcal{M}$, so $\mathcal{M}=\mathcal{M}_{I} \cup \partial \mathcal{M}$.

Assuming $u \in \mathcal{C}^{\infty}(\mathcal{M})$, we want to solve the following eigenvalue problem:

$$
\left\{\begin{align*}
& \mathcal{L}(u)(x)=\lambda u(x), x \in \mathcal{M}_{I}  \tag{3.1}\\
& \mathcal{B}(u)(x)=0, \\
& x \in \partial \mathcal{M}
\end{align*}\right.
$$

where $\mathcal{B}: \mathcal{C}^{\infty}(\partial \mathcal{M}) \rightarrow \mathcal{C}^{\infty}(\partial \mathcal{M})$ is boundary condition operator.

For examples, Laplacian and bilaplacian eigenmode problems take forms

$$
\left\{\begin{array} { r l r l } 
{ - \Delta u = \lambda u , } & { x \in \mathcal { M } _ { I } }  \tag{3.2}\\
{ u = 0 , } & { x \in \partial \mathcal { M } }
\end{array} \quad \text { or } \quad \left\{\begin{array}{rlrl}
\Delta^{2} u & =\lambda u, & & x \in \mathcal{M}_{I} \\
u & =0, & & x \in \partial \mathcal{M} \\
\partial u / \partial \overrightarrow{\boldsymbol{b}} & =0, & & x \in \partial \mathcal{M}
\end{array}\right.\right.
$$

where $\overrightarrow{\boldsymbol{b}}$ is the binormal unit vector representing flux through the boundary, which is defined as $\overrightarrow{\boldsymbol{b}}=\overrightarrow{\boldsymbol{t}}_{\partial \mathcal{M}} \times \overrightarrow{\boldsymbol{n}}$. Here $\overrightarrow{\boldsymbol{t}}_{\partial \mathcal{M}}$ is the tangent vector of the boundary $\partial \mathcal{M}$ and $\overrightarrow{\boldsymbol{n}}$ is the unit normal vector of the manifold $\mathcal{M}$.

Remark. If $\mathcal{M}$ is a plane, our problem degenerates to a classic flat domain one, and if $\mathcal{M}$ is
closed, we get an eigenvalue problem without boundary.

### 3.3 RBF Orthogonal Gradient Method

Given an arbitrary manifold we can approximate it by the linear combination of a family of Radial Basis Functions.

### 3.3.1 Surface Reconstruction

Consider a two-dimensional orientable manifold embedded into three-dimensional Euclidean space which is given in the implicit form $s(x)=0$. We intend to interpolate it using a radial basis function $\phi$ :

$$
s(x)=\sum_{i=1}^{N} a_{i} \phi\left(\left\|x-\xi_{i}\right\|\right),
$$

where $\xi_{i}$ are fixed points on the manifold, $a_{i}$ are the interpolation coefficients, and $\|\cdot\|$ is a Euclidian norm.

In order to do that, we represent our two-dimensional manifold as an isosurface of the threedimensional one. We can do so by appending $2 N$ nodes to the $N$ ones which we already have. These additional $2 N$ nodes will represent two extra isosurfaces of the master threedimensional manifold. For convenience we can call them plus-layer and minus-layer implying that one of them is located "inside" of the original manifold and another one is "outside". In fact, the key point is that these layers are on the different sides of the manifold.

When new points are introduced on the extra layers we make sure that each of them lies on the normal vector of the corresponding point on the manifold. The distance between them is denoted as $\delta$.

We do not reconstruct extra layers, we only use points on them in order to provide extra nodes for interpolation of the manifold by RBFs. In this way, our reconstruction will look like

$$
d(x)=\sum_{i=1}^{N} a_{i} \phi\left(\left\|x-\xi_{i}\right\|\right)+b_{i} \phi\left(\left\|x-\xi_{i}+\delta \overrightarrow{\boldsymbol{n}}_{\xi_{i}}\right\|\right)+c_{i} \phi\left(\left\|x-\xi_{i}-\delta \overrightarrow{\boldsymbol{n}}_{\xi_{i}}\right\|\right)
$$

so that $d\left(\xi_{i}\right)=0, d\left(\xi_{i}^{+}\right)=1$ and $d\left(\xi_{i}^{-}\right)=-1$, where $\xi_{i}^{+}=\xi_{i}+\delta \overrightarrow{\boldsymbol{n}}_{\xi_{i}}$ and $\xi_{i}^{-}=\xi_{i}-\delta \overrightarrow{\boldsymbol{n}}_{\xi_{i}}$.

### 3.3.2 Differentiation

If we have a function $f$ defined on the manifold we can also reconstruct it by using RBFs:

$$
f(x)=\sum_{i=1}^{N} \alpha_{j} \phi\left(\left\|x-\xi_{i}\right\|\right) .
$$

Now, we can apply the differentiation operator:

$$
g(x)=\mathcal{L} f(x)=\mathcal{L} \sum_{i=1}^{N} \alpha_{j} \phi\left(\left\|x-\xi_{i}\right\|\right)=\sum_{i=1}^{N} \alpha_{j} \mathcal{L} \phi\left(\left\|x-\xi_{i}\right\|\right)
$$

In the matrix form, if $\left\{A_{i, j}\right\}=\phi\left(\left\|x_{i}-\xi_{j}\right\|\right)$ and $\left\{B_{i, j}\right\}=\mathcal{L} \phi\left(\left\|x_{i}-\xi_{j}\right\|\right)$, we will have

$$
f=A \overrightarrow{\boldsymbol{\alpha}}, \quad g=B \overrightarrow{\boldsymbol{\alpha}},
$$

We introduce the differentiation matrix $D$ which corresponds to the differentiation operator $\mathcal{L}:$

$$
g=B \overrightarrow{\boldsymbol{\alpha}}, \quad \overrightarrow{\boldsymbol{\alpha}}=A^{-1} f \Longrightarrow g=B A^{-1} f .
$$

This leads to

$$
\begin{equation*}
\mathcal{L} \approx D=B A^{-1} \tag{3.3}
\end{equation*}
$$

Note. The matrix $A$ is non-singular, so the differentiation matrix $D$ is well-defined.

### 3.3.3 Surface Operators

Let us consider a gradient $\nabla f$ and represent it in the orthogonal systems of coordinates $\left\{\overrightarrow{\boldsymbol{n}}, \overrightarrow{\boldsymbol{t}}_{1}, \overrightarrow{\boldsymbol{t}}_{2}\right\}$ of the normal, first tangent and second tangent directions. We will get

$$
\nabla f=\partial_{n} f \overrightarrow{\boldsymbol{n}}+\partial_{t_{1}} f \overrightarrow{\boldsymbol{t}}_{1}+\partial_{t_{2}} f \overrightarrow{\boldsymbol{t}}_{2}
$$

We can convert it into the surface gradient $\nabla_{\mathcal{M}}$ if we eliminate the normal component, so

$$
\nabla_{\mathcal{M}} f=\partial_{t_{1}} f \overrightarrow{\boldsymbol{t}}_{1}+\partial_{t_{2}} f \overrightarrow{\boldsymbol{t}}_{2}
$$

Two main techniques for constructing surface differential operators are the Projection and the Orthogonal Gradient methods. Here we focus on the Orthogonal Gradient method.

Now, let us consider the Laplacian operator

$$
\Delta f=\nabla^{2} f=\left(\overrightarrow{\boldsymbol{n}} \partial_{n}+\overrightarrow{\boldsymbol{t}}_{1} \partial_{t_{1}}+\overrightarrow{\boldsymbol{t}}_{2} \partial_{t_{2}}\right)\left(\overrightarrow{\boldsymbol{n}} \partial_{n}+\overrightarrow{\boldsymbol{t}}_{1} \partial_{t_{1}}+\overrightarrow{\boldsymbol{t}}_{2} \partial_{t_{2}}\right) f
$$

which can be transformed into the Laplace-Beltrami operator by eliminating both $\partial_{n} f$ and $\partial_{n}^{2} f$ components. There are two ways to do that.

### 3.3.4 Low Order

In the section 3.3.1 we established that we have $N$ points representing our surface and $2 N$ additional nodes. For every node on the main surface we have two additional nodes along its positive and negative estimated normal direction. Then, by calculating three-dimensional Laplacian of a function $f$ satisfying $f\left(\xi_{i}^{ \pm}\right)=f\left(\xi_{i}\right)$ we obtain a rough estimation of the Laplace-Beltrami operator of $f$ on $\mathcal{M}$.

However, it is not hard to improve the precision of this calculation by getting a true normal direction, which is the exact normal to RBF approximation of the surface. The normal can
be calculated by

$$
\overrightarrow{\boldsymbol{n}}=\frac{1}{\sqrt{s_{x_{1}}^{2}+s_{x_{2}}^{2}+s_{x_{3}}^{2}}}\left[s_{x_{1}} s_{x_{2}} s_{x_{3}}\right] .
$$

After that, we can introduce points $y^{ \pm}$along the true normal on the small distance $\varepsilon$ from $\overrightarrow{\boldsymbol{\xi}}_{i}$. Again, we calculate three-dimensional Laplacian of $f$ imposing that $f\left(y_{i}^{ \pm}\right)=f\left(\xi_{i}\right)$ we will obtain more precise estimation for the Laplace-Beltrami operator.

The function $f$ and the level-set function $s(x)$ used to represent manifold $\mathcal{M}$ can be approximated by RBF centered at the same points on three layers. As in (3.3), the differentiation matrix takes the form

$$
D=\left(\begin{array}{ccc}
\Delta \Phi_{x}(x) & \Delta \Phi_{x^{+}}(x) & \Delta \Phi_{x^{-}}(x) \\
\Delta \Phi_{x}\left(x^{+}\right) & \Delta \Phi_{x^{+}}\left(x^{+}\right) & \Delta \Phi_{x^{-}}\left(x^{+}\right) \\
\Delta \Phi_{x}\left(x^{-}\right) & \Delta \Phi_{x^{+}}\left(x^{-}\right) & \Delta \Phi_{x^{-}}\left(x^{-}\right)
\end{array}\right)\left(\begin{array}{ccc}
\Phi_{x}(x) & \Phi_{x^{+}}(x) & \Phi_{x^{-}}(x) \\
\Phi_{x}\left(y^{+}\right) & \Phi_{x^{+}}\left(y^{+}\right) & \Phi_{x^{-}}\left(y^{+}\right) \\
\Phi_{x}\left(y^{-}\right) & \Phi_{x^{+}}\left(y^{-}\right) & \Phi_{x^{-}}\left(y^{-}\right)
\end{array}\right)^{-1}
$$

where $\Phi_{u}(v)=\left\{\phi\left(\left\|u_{i}-v_{j}\right\|\right)\right\}_{i, j}$ is $N \times N$ matrix. Denote

$$
D=\left(\begin{array}{lll}
D_{1,1} & D_{1,2} & D_{1,3} \\
D_{2,1} & D_{2,2} & D_{2,3} \\
D_{3,1} & D_{3,2} & D_{3,3}
\end{array}\right)
$$

where $D_{i, j}$ is the $N \times N$ submatrix of the differentiation matrix $D$ for $i, j=1,2,3$.

Denote also $\overrightarrow{\boldsymbol{f}}=f(\overrightarrow{\boldsymbol{\xi}})$ the vector of values of $f$ estimated on points $\overrightarrow{\boldsymbol{\xi}}=\left\{\xi_{i}\right\}_{i=1}^{N}$ on manifold $\mathcal{M}$ and $\overrightarrow{\boldsymbol{g}}=g(\overrightarrow{\boldsymbol{\xi}})$ where $g=\mathcal{L} f$. Similarly, $\overrightarrow{\boldsymbol{g}}^{ \pm}$stands for the vectors of values of $g$ on points $\overrightarrow{\boldsymbol{\xi}}^{ \pm}$on plus and minus layers of $\mathcal{M}$. Then applying $D$ to the vector of values of $\overrightarrow{\boldsymbol{f}}$ we will get a vector which contains approximation of Laplace-Beltrami operator of that function on given manifold. These values are defined on all three layers:

$$
\left(\begin{array}{ccc}
D_{1,1} & D_{1,2} & D_{1,3} \\
D_{2,1} & D_{2,2} & D_{2,3} \\
D_{3,1} & D_{3,2} & D_{3,3}
\end{array}\right)\left(\begin{array}{c}
\overrightarrow{\boldsymbol{f}} \\
\overrightarrow{\boldsymbol{f}} \\
\overrightarrow{\boldsymbol{f}}
\end{array}\right)=\left(\begin{array}{c}
\overrightarrow{\boldsymbol{g}} \\
\overrightarrow{\boldsymbol{g}}^{+} \\
\overrightarrow{\boldsymbol{g}}^{-}
\end{array}\right) .
$$

Since we are only looking for the values of $\overrightarrow{\boldsymbol{g}}$ we can define $D_{\mathcal{M}}=D_{1,1}+D_{1,2}+D_{1,3}$ and get $D_{\mathcal{M}} \overrightarrow{\boldsymbol{f}}=\overrightarrow{\boldsymbol{g}}$. The eigenvalues of the problem (2.9) without boundary can then be
approximated by eigenvalues of the matrix $-D_{\mathcal{M}}$.

### 3.3.5 High Order

The further improvement of this algorithm can be gained by the direct imposing $\partial_{n} f=0$ and $\partial_{n}^{2} f=0$. Since $\overrightarrow{\boldsymbol{n}} \cdot \nabla f=\partial_{n} f$ and $\partial_{n}^{2} f=(\overrightarrow{\boldsymbol{n}} \cdot \nabla)(\overrightarrow{\boldsymbol{n}} \cdot \nabla) f$ we require both expressions to be equal zero. That can be achieved by setting $\varepsilon \rightarrow 0$ in the algorithm described above.

Denoting $\Phi(x)$ the matrix of RBF functions centered at $3 N$ points on the manifold, and/or on its plus and minus layers estimated at point $x$, we can write:

$$
\left(\begin{array}{c}
\Phi(\overrightarrow{\boldsymbol{\xi}})  \tag{3.4}\\
(\overrightarrow{\boldsymbol{n}} \cdot \nabla) \Phi(\overrightarrow{\boldsymbol{\xi}}) \\
(\overrightarrow{\boldsymbol{n}} \cdot \nabla)^{2} \Phi(\overrightarrow{\boldsymbol{\xi}})
\end{array}\right)\left(\begin{array}{c}
\overrightarrow{\boldsymbol{\alpha}} \\
\overrightarrow{\boldsymbol{\beta}} \\
\vec{\gamma}
\end{array}\right)=\left(\begin{array}{c}
\overrightarrow{\boldsymbol{f}} \\
\overrightarrow{\mathbf{0}} \\
\overrightarrow{\mathbf{0}}
\end{array}\right),
$$

where $\overrightarrow{\boldsymbol{\alpha}}, \overrightarrow{\boldsymbol{\beta}}$, and $\overrightarrow{\boldsymbol{\gamma}}$ are the vectors of coefficients. Thus, the differentiation matrix takes the form

$$
D=\left(\begin{array}{c}
\Delta \Phi(\overrightarrow{\boldsymbol{\xi}})  \tag{3.5}\\
\Delta \Phi\left(\overrightarrow{\boldsymbol{\xi}}^{+}\right) \\
\Delta \Phi\left(\overrightarrow{\boldsymbol{\xi}}^{-}\right)
\end{array}\right)\left(\begin{array}{c}
\Phi(\overrightarrow{\boldsymbol{\xi}}) \\
(\overrightarrow{\boldsymbol{n}} \cdot \nabla) \Phi(\overrightarrow{\boldsymbol{\xi}}) \\
(\overrightarrow{\boldsymbol{n}} \cdot \nabla)^{2} \Phi(\overrightarrow{\boldsymbol{\xi}})
\end{array}\right)^{-1}
$$

and

$$
\left(\begin{array}{lll}
D_{1,1} & D_{1,2} & D_{1,3} \\
D_{2,1} & D_{2,2} & D_{2,3} \\
D_{3,1} & D_{3,2} & D_{3,3}
\end{array}\right)\left(\begin{array}{l}
\overrightarrow{\boldsymbol{f}} \\
\overrightarrow{\mathbf{0}} \\
\overrightarrow{\mathbf{0}}
\end{array}\right)=\left(\begin{array}{l}
\overrightarrow{\boldsymbol{g}} \\
\overrightarrow{\boldsymbol{g}}^{+} \\
\overrightarrow{\boldsymbol{g}}^{-}
\end{array}\right),
$$

which reduces to $D_{1,1} \overrightarrow{\boldsymbol{f}}=\overrightarrow{\boldsymbol{g}}$. Then the eigenvalues of the problem (2.9) without boundary can then be approximated by eigenvalues of the matrix $-D_{1,1}$.

### 3.4 Projection Methods

Historically preceding Orthogonal Gradient (OGr) methods, the family of Projection methods utilize the idea of applying projection operator $\mathcal{P}=\mathcal{I}-\overrightarrow{\boldsymbol{n}} \cdot \overrightarrow{\boldsymbol{n}}^{\top}$, where $\mathcal{I}$ is the identity, and $\overrightarrow{\boldsymbol{n}}=\overrightarrow{\boldsymbol{n}}(\boldsymbol{x})$ is the unit normal vector at a point $\boldsymbol{x} \in \mathcal{M}$. Projection operator allows to express tangential gradient in terms of Cartesian coordinates, assuming knowledge of the unit normal vectors $\overrightarrow{\boldsymbol{n}}$ at each point of interest.

This approach was first introduced in [19] and justified analytically by Fuselier and Wright in [21], where authors provide proof of convergence and Sobolev error estimates for interpolation of scattered data on manifold, followed by the error estimates for tangential derivatives in [20]. The short outline of the Projection Operator method follows below. For the purpose of demonstration we consider a case of smooth surface in $\mathbb{R}^{3}$ only, as generalization for higher-dimensional cases is straightforward.

Denote components of the unit normal vector $\overrightarrow{\boldsymbol{n}}=\left[n_{x} n_{y} n_{z}\right]^{\top}$, then

$$
\mathcal{P}=\mathcal{I}-\overrightarrow{\boldsymbol{n}} \cdot \overrightarrow{\boldsymbol{n}}^{\top}=\left[\begin{array}{ccc}
\left(1-n_{x} n_{x}\right) & -n_{x} n_{y} & -n_{x} n_{z}  \tag{3.6}\\
-n_{x} n_{y} & \left(1-n_{y} n_{y}\right) & -n_{y} n_{z} \\
-n_{x} n_{z} & -n_{y} n_{z} & \left(1-n_{z} n_{z}\right)
\end{array}\right] .
$$

Each column of the matrix (3.6) corresponds to the projections onto $x, y$, and $z$ unit vectors respectively. Thus, given regular gradient operator $\nabla=\left[\partial_{x} \partial_{y} \partial_{z}\right]^{\top}$ in Cartesian coordinates we construct tangential gradient by combining it with Projection operator $\mathcal{P}$ columnwise.

$$
\nabla_{\mathcal{M}}=\mathcal{P} \nabla=\left[\begin{array}{ccc}
\left(1-n_{x} n_{x}\right) & -n_{x} n_{y} & -n_{x} n_{z} \\
-n_{x} n_{y} & \left(1-n_{y} n_{y}\right) & -n_{y} n_{z} \\
-n_{x} n_{z} & -n_{y} n_{z} & \left(1-n_{z} n_{z}\right)
\end{array}\right]\left[\begin{array}{l}
\partial_{x} \partial_{x} \partial_{x} \\
\partial_{y} \partial_{y} \partial_{y} \\
\partial_{z} \partial_{z} \partial_{z}
\end{array}\right],
$$

$$
\nabla_{\mathcal{M}}=\mathcal{P} \nabla=\left[\begin{array}{c}
\left(1-n_{x} n_{x}\right) \partial_{x}-n_{x} n_{y} \partial_{y}-n_{x} n_{z} \partial_{z}  \tag{3.7}\\
-n_{x} n_{y} \partial_{x}+\left(1-n_{y} n_{y}\right) \partial_{y}-n_{y} n_{z} \partial_{z} \\
-n_{x} n_{z} \partial_{x}-n_{y} n_{z} \partial_{y}+\left(1-n_{z} n_{z}\right) \partial_{z}
\end{array}\right]=\left[\begin{array}{c}
\mathcal{G}^{x} \\
\mathcal{G}^{y} \\
\mathcal{G}^{z}
\end{array}\right]
$$

where $\mathcal{G}^{x}, \mathcal{G}^{y}$, and $\mathcal{G}^{z}$ represent $x$-component, $y$-component, and $z$-component of surface gradient operator $\nabla_{\mathcal{M}}$. Similarly, the surface divergence operator acting on a vector field $\overrightarrow{\boldsymbol{F}}=\left[F_{1}, F_{2}, F_{3}\right]^{\top}$ can be expressed as

$$
\begin{equation*}
\nabla_{\mathcal{M}} \cdot \overrightarrow{\boldsymbol{F}}=\mathcal{P} \operatorname{div} \overrightarrow{\boldsymbol{F}}=\mathcal{G}^{x} F_{1}+\mathcal{G}^{y} F_{2}+\mathcal{G}^{z} F_{3} \tag{3.8}
\end{equation*}
$$

In order to justify application of (3.7) and (3.8) to solving Laplace-Beltrami eigenvalue problem on manifolds we need to invoke the following equivalence principles [10]:

1. Given a function $f: \mathbb{R}^{3} \rightarrow \mathbb{R}$ that is constant along the normal $\overrightarrow{\boldsymbol{n}}$ of the manifold $\mathcal{M}$, its tangential gradient is equivalent to the regular gradient restricted to $\mathcal{M}$, i.e. $\nabla_{\mathcal{M}} f=\nabla f$.
2. Given a vector field $\overrightarrow{\boldsymbol{F}}: \mathbb{R}^{3} \rightarrow \mathbb{R}^{3}$ with each component $\left[F_{x} F_{y} F_{z}\right]^{\top}$ constant along the normal $\overrightarrow{\boldsymbol{n}}$, the tangential divergence is equivalent to the regular divergence in embedding Euclidean space restricted to $\mathcal{M}$, i.e. $\nabla_{\mathcal{M}} \cdot \overrightarrow{\boldsymbol{F}}=\nabla \cdot \overrightarrow{\boldsymbol{F}}$.

The logic behind this construction is straightforward. Given a function $\widetilde{f}$ defined in $\mathbb{R}^{3}$ and a two-dimensional manifold $\mathcal{M} \in \mathbb{R}^{3}$, denote $f$ the restriction of $\tilde{f}$ to $\mathcal{M}$. Recall that one can always expand gradient $\nabla \tilde{f}$ of a function defined within Euclidean space in any orthonormal system. Denote $\left\{\overrightarrow{\boldsymbol{n}}=\overrightarrow{\boldsymbol{n}}(x), \overrightarrow{\boldsymbol{t}}_{1}=\overrightarrow{\boldsymbol{t}}_{1}(x), \overrightarrow{\boldsymbol{t}}_{2}=\overrightarrow{\boldsymbol{t}}_{2}(x)\right\}$ the normal, first tangent, and second tangent unit vectors of $\mathcal{M}$ at point $x$. The regular gradient at point $x$ can be written as

$$
\nabla \widetilde{f}(x)=\widetilde{f}_{n} \overrightarrow{\boldsymbol{n}}+\widetilde{f}_{t_{1}} \overrightarrow{\boldsymbol{t}}_{1}+{\widetilde{f_{t}}}_{t_{2}} \overrightarrow{\boldsymbol{t}}_{2}
$$

and the surface gradient $\nabla_{\mathcal{M}} f(x)$ at a point $x \in \mathcal{M}$ can be represented as the projection of
the regular gradient on the plane tangent to $\mathcal{M}$ at point $x$ :

$$
\nabla_{\mathcal{M}} f=\mathcal{P}(x) \nabla \widetilde{f}=\widetilde{f}_{t_{1}} \overrightarrow{\boldsymbol{t}}_{1}+\widetilde{f}_{t_{2}} \overrightarrow{\boldsymbol{t}}_{2},
$$

where $\mathcal{P}(x)=\left(\mathcal{I}-\overrightarrow{\boldsymbol{n}} \cdot \overrightarrow{\boldsymbol{n}}^{\top}\right)$ is projection operator defined as above (3.6). In case $\mathcal{M}$ can be represented as the zero level set of a smooth function $\mathcal{S}: \mathbb{R}^{3} \rightarrow \mathbb{R}$, the normal vector can be easily computed as $\vec{n}=\nabla \mathcal{S} /|\nabla \mathcal{S}|$.

Once the surface gradient is defined, higher order differential operators can be derived in the similar way. For example, the Laplace-Beltrami operator (also known as surface Laplacian) is defined as

$$
\Delta_{\mathcal{M}} f=\nabla_{\mathcal{M}} \cdot \nabla_{\mathcal{M}} f=(\mathcal{P} \nabla) \cdot(\mathcal{P} \nabla \widetilde{f})
$$

Using explicit notation for tangential gradient (3.7) and divergence (3.8) operators, we get the following expression for surface Laplacian in terms of Cartesian coordinates of embedding space.

$$
\Delta_{\mathcal{M}}=\mathcal{G}^{x} \mathcal{G}^{x}+\mathcal{G}^{y} \mathcal{G}^{y}+\mathcal{G}^{z} \mathcal{G}^{z}
$$

In order to solve PDEs on a given surface $\mathcal{M}$ via the embedding idea which solves PDEs in a neighborhood of $\mathcal{M}$ in ambient space $\mathbb{R}^{3}$, one needs to assume that the differentiated functions are defined not only on the surface but in the ambient space as well. Whenever only surface data $f$ is given, the key idea is to extend $f$ off the surface $\mathcal{M}$ such that the gradient of the normal component of its extension $\widetilde{f}$ is zero, i.e.

$$
\frac{\partial \tilde{f}}{\partial n}=\nabla \tilde{f} \cdot \overrightarrow{\boldsymbol{n}}=\nabla \tilde{f} \cdot \nabla \phi=0
$$

Sometimes vanishing of higher order derivatives in the normal directions is required too. Take the Laplace-Beltrami operator as an example, $\Delta \widetilde{f}$ equals to $\Delta_{\mathcal{M}} \widetilde{f}$ if $\widetilde{f}_{n}$ and $\widetilde{f}_{n \boldsymbol{n}}$ both vanish everywhere on the surface. As discussed in [3, 26], a wide variety of PDEs on surfaces may be represented as PDEs that depend on an appropriate projection of derivatives in the
ambient space.

### 3.5 Comparison of Presented RBF Methods

In this section we discuss relative strengths and weaknesses of reviewed RBF-based methods and present suggestions for improving some of these methods quantitatively and qualitatively specifically for the framework of Laplace-Beltrami eigenvalue problem.

Note. Even though in introduction we touch on some meshfree methods that are not based on RBF (e.g. level set or closest point) comparing these, as well as some of the more recent finite difference approaches such as [64] with RBF-based techniques lies out of the scope of presented work. In other words, we are going to focus on purely kernel-based techniques, even though in some cases methods like [53] incorporate ideas from multiple approaches mentioned before, making classification somewhat arbitrary.

While RBF or kernel-based methods share many common advantages, among which most frequently mentioned are

- simplicity of implementation,
- geometrical flexibility,
- admission of unstructured set of points,
- possibility of using the same interpolant for reconstructing underlying surface, computing normal components, and interpolating solutions,
- theoretical foundation for unique solvability of interpolation problem (positive-definite kernels only),
- and many others,
they also tend to suffer from common drawbacks:
- Despite of not needing structured mesh, nearly all RBF techniques impose strict requirements for uniformity of underlying mesh.
- Interpolation matrix involved in most of global RBF techniques tends to suffer from ill-conditioning, thus imposing strict limitations on accuracy of the solution, admissible by standard precision floating point arithmetic.
- Lack of consistency of certain analytical properties of Laplace-Beltrami operator and its discretized RBF version. Most prominently, very often discretization matrix for Laplace-Beltrami operator constructed via RBF techniques fails to inherit self-adjointness of analytical version of operator perhaps due to round-off errors. This flaw is particularly harmful when computing eigenvalues as the matrix fails to satisfy eigenvalues properties listed in Theorem 1.
- Perhaps the most common and severe limiting factor for using RBF techniques in applications is the lack of concrete guidelines for choosing optimal shape parameter for general domain.

Let us now compare performance and applicability of aforementioned techniques in detail.

### 3.5.1 Projection Operator: Strengths and Weaknesses

The RBF-based techniques for solving differential equations on manifolds that rely on projection operator are, perhaps, the most commonly used and well-studied family of meshless numerical methods considered in this work. Their main strengths, among others, include:

- Solid formal theoretical justification and error estimates [21].
- No extra RBF centers needed.

On the other hand, the orthogonal projection methods have significant drawbacks:

- Non-symmetric differentiation matrix.
- Common issues with ill-conditioning of distance matrix, especially for schemes using global RBFs as opposed to local RBF-FD ones.


### 3.5.2 Orthogonal Gradient: Strengths and Weaknesses

In comparison with projection operator based RBF techniques, the RBF-OGr method is more recent and is still undergoing the process of refinement. Despite of having extra computational complexity and somewhat complicated technical preprocessing steps, it seem to possess potential for more flexibility and higher convergence rate than projection-based methods, assuming its main drawbacks can be addressed and mitigated.

The most prominent advantages of RBF-OGr method appear to be the following:

- Intuitive visualizations and simplicity of implementation.
- Spectral accuracy in most published tests.
- Stability: the method is easy to adopt for solving PDEs on manifolds, e.g. for heat equation or nonlinear reaction-diffusion equations such as Brusselator [54].
- Flexibility: a lot of analytical computations can be performed on pre-processing stage, significantly reducing computational complexity of the method and making verification of intermediate steps much easier.

The disadvantages that received the most attention of the authors of the current work include

- Lack of theoretical justification for proposed formulas.
- Cumbersome analytical computations.
- Additional interpolation steps required for the cases when the analytical expression for underlying manifold is not known.

In chapter 4 we will address some of the aforementioned disadvantages and propose tech-
niques aimed to eliminate or alleviate problems associated with the OGr method.
Note. In both cases it might be possible to ensure symmetry of discretized Laplace-Beltrami matrix by utilizing Hermite formulation of eigenvalue problem. However, the tradeoff is that one would have to use more RBF centers, thus increasing computational complexity.

## Chapter 4

## New RBF Methods for Solving Differential Equation on Manifolds

In this chapter, we propose a new RBF method based on Reilly's formulas (2.12) - (2.13) to reduce computational complexity and enable reformulation of discretized equation for eigenvalues of Laplace-Beltrami operator as generalized eigenvalue problem. In this way we try to make the numerical solution capture the analytical properties of Laplace-Beltrami operator, namely the fact that its eigenvalues are supposed to be real.

### 4.1 Reilly's Formulas

In previous chapters we reviewed two families of RBF-based methods applicable for reconstructing Laplace-Beltrami operator, namely orthogonal gradient (OGr) and orthogonal projection. The core idea of both approaches is to utilize Kansa's original method of reconstructing Laplace operator in Euclidean space and apply it for the case of manifolds by restricting a function to the manifold and forcing it to be constant along normal direction
one way or another. From Reilly's formulas (2.12) - (2.13), it is clear that forcing zeros of the first and the second normal derivatives of a function guarantees that its Laplace and Laplace-Beltrami operators coincide on manifold. However, the downsides of this approach is the potential source of numerical error from additional constrains on the system of linear equations, as well as increased computational complexity. Thus, it seems natural to seek analytical expression that would allows to compute Laplace-Beltrami operator directly, without explicitly imposing extra conditions on its argument.

We propose to exploit deep relationship between Laplace-Beltrami operator on the one hand, and manifold information provided by curvature, as well as first and second normal derivative operators combined with Euclidean Laplacian on the other hand. This relationship is captured in the section 2.3 and for cases of planar curves and three-dimensional surfaces essentially boils down to Reilly's formulas (2.12) and (2.13) respectively. This way we avoid extra constraints on the interpolation matrix and thus reduce the total number of required RBF nodes to $N$ without sacrificing accuracy.

We start from RBF approximation of a function $u$ defined on a manifold $\mathcal{M}$, i.e. given $u(x), x \in \mathcal{M}$ we write

$$
\begin{equation*}
u(x) \approx \sum_{i=1}^{N} \alpha_{i} \varphi\left(\left\|x-\xi_{i}\right\|\right) \tag{4.1}
\end{equation*}
$$

where $\varphi: \mathbb{R} \rightarrow \mathbb{R}$ is the positive-definite radial function, and $\xi_{i}$ are the RBF centers lying on or in the vicinity of manifold $\mathcal{M}, i=1, \ldots, N$.

### 4.1.1 Reconstructing Laplace-Beltrami Operator Using Reilly's Formulas

Given a set of $N$ RBF centers $\overrightarrow{\boldsymbol{\xi}}=\left\{\xi_{j}\right\}_{j=1}^{N}$ and the set of $N$ nodes $\overrightarrow{\boldsymbol{x}}=\left\{x_{i}\right\}_{i=1}^{N}$ with known values $\overrightarrow{\boldsymbol{u}}=\left[u\left(x_{1}\right), u\left(x_{2}\right), \ldots, u\left(x_{N}\right)\right]^{\top}$ one can obtain coefficients $\overrightarrow{\boldsymbol{\alpha}}=\left\{\alpha_{k}\right\}_{k=1}^{N}$ of function
approximation (4.1) by computing the inverse of the distance matrix.

Denote $M$ the distance metric of RBF functions centered at $\overrightarrow{\boldsymbol{\xi}}$ and estimated at $\overrightarrow{\boldsymbol{x}}$ :

$$
M:=\varphi(\overrightarrow{\boldsymbol{x}}, \overrightarrow{\boldsymbol{\xi}})=\left[\begin{array}{ccc}
\varphi\left(x_{1}, \xi_{1}\right) & \ldots & \varphi\left(x_{1}, \xi_{N}\right) \\
\vdots & \ddots & \vdots \\
\varphi\left(x_{N}, \xi_{1}\right) & \ldots & \ldots\left(x_{N}, \xi_{N}\right)
\end{array}\right]
$$

then

$$
\overrightarrow{\boldsymbol{u}} \approx M \overrightarrow{\boldsymbol{\alpha}}
$$

and

$$
\overrightarrow{\boldsymbol{\alpha}}=M^{-1} \overrightarrow{\boldsymbol{u}} .
$$

Given a linear differential operator $\mathcal{L}$ and denoting $v(x)=\mathcal{L} u(x)$, we get

$$
\overrightarrow{\boldsymbol{u}}=M \overrightarrow{\boldsymbol{\alpha}}, \quad \overrightarrow{\boldsymbol{v}}=M_{\mathcal{L}} \overrightarrow{\boldsymbol{\alpha}}
$$

where $\{M\}_{i, j}=\varphi\left(\left\|x_{i}-\xi_{j}\right\|\right)$ and $\left\{M_{\mathcal{L}}\right\}_{i, j}=\mathcal{L} \varphi\left(\left\|x_{i}-\xi_{j}\right\|\right)$. Therefore the differentiation matrix $D$ corresponding to the operator $\mathcal{L}$ can be expressed as:

$$
\overrightarrow{\boldsymbol{v}}=D \overrightarrow{\boldsymbol{u}} \Longrightarrow D=M_{\mathcal{L}} M^{-1}
$$

For Laplace-Beltrami operator $\mathcal{L}=\Delta_{\mathcal{M}}$ we can use Reilly's formulas (2.12) and (2.13). For the sake of brevity, we rewrite these formulas as a single more general expression

$$
\begin{equation*}
\Delta_{\mathcal{M}}=\Delta+K D_{n}-D_{n n} \tag{4.2}
\end{equation*}
$$

where $K$ stands for regular curvature $\kappa$ in case of planar curve, and $K=2 H$ is the mean curvature for the case of surface embedded in $\mathbb{R}^{3}$. As before, $\Delta$ is the Laplace operator in embedding Euclidean space, and $D_{n}=\overrightarrow{\boldsymbol{n}} \cdot \nabla, D_{n \boldsymbol{n}}=\overrightarrow{\boldsymbol{n}} \cdot H \cdot \overrightarrow{\boldsymbol{n}}^{\top}$ are the first and second normal derivatives operators respectively. Here $\nabla$ stands for regular gradient, $\overrightarrow{\boldsymbol{n}}$ is the unit normal vector, and $H$ is the Hessian matrix. Curvature $K$ for both planar curves and surfaces can be computed using formulas from subsection 2.3.1.

In this way, given radial basis function $\varphi$ we can use equation (4.2) to write out explicitly the Laplace-Beltrami operator metric matrix entries:

$$
\left\{M_{\mathcal{L}}\right\}_{i, j}=\mathcal{L} \varphi\left(\left\|x_{i}-\xi_{j}\right\|\right)=\Delta \varphi_{\xi_{j}}\left(x_{i}\right)-(\nabla \cdot \overrightarrow{\boldsymbol{n}}) \overrightarrow{\boldsymbol{n}} \cdot \nabla \varphi_{\xi_{j}}\left(x_{i}\right)+\overrightarrow{\boldsymbol{n}} \cdot\left(H \varphi_{\xi_{j}}\left(x_{i}\right)\right) \cdot \overrightarrow{\boldsymbol{n}}^{\top}
$$

In the last expression $\varphi_{\xi_{j}}(x):=\varphi\left(\left\|x-\xi_{j}\right\|\right)$ is the radial basis function centered at $\xi_{j}$, and all derivatives are taken with respect of $x$ variable only.

The eigenvalue problem for Laplace-Beltrami operator can be formulated in the discrete form as follows

$$
\begin{equation*}
D \overrightarrow{\boldsymbol{u}}=\lambda \overrightarrow{\boldsymbol{u}} \quad \Longleftrightarrow \quad M_{\mathcal{L}} M^{-1} \overrightarrow{\boldsymbol{u}}=\lambda \overrightarrow{\boldsymbol{u}} . \tag{4.3}
\end{equation*}
$$

### 4.1.2 Generalized Eigenvalue Problem Formulation

Since we are interested in the eigenvalue problem in particular, it would be beneficial to reformulate discretized version of eigenvalue problem (4.3) into generalized eigenvalue problem

$$
\begin{equation*}
M_{\mathcal{L}} \overrightarrow{\boldsymbol{u}}=\lambda M \overrightarrow{\boldsymbol{u}}, \tag{4.4}
\end{equation*}
$$

which is particularly easy to implement if the differentiation matrix is computed using Reilly's approach (4.2).

The key advantage of generalized eigenvalue formulation is that it preserves such an important property of Laplace-Beltrami operator as self-adjointness. Since discretization of both $M$ and $M_{\mathcal{L}}$ are expected to be real and symmetric, one can use Cholesky factorization or other techniques to reduce or or eliminate the spurious non-zero imaginary parts of eigenvalues of (4.3), like one would expect in analytical setting (2.9) according to the Sturm-Liouville theory.

There is an alternative way to minimize imaginary part of the numerical approximations of

Laplace-Beltrami eigenvalues, namely to use Hermite formulation in order to make differentiation matrix $D$ "more symmetric". It boils down to using both radial basis functions and their Euclidean Laplacian to interpolate the original function $u$. However, this approach requires to compute the inverse of the metric matrix whose size is twice as large compared to generalized eigenvalue formulation (4.4). Additional drawback of Hermite formulation for discretizing Laplace-Beltrami operator arises in applications. For example, one would have to use implicit numerical schemes if trying to solve time-dependent problem using Hermite interpolation technique.

## Chapter 5

## Numerical Results

This part of the document is devoted to presenting and comparing numerical results for meshfree methods described in previous sections. First, we investigate convergence for simple planar curves in two-dimensional Euclidean space. Next, we proceed to the case of surfaces in three-dimensional Euclidean space.

Analytical solutions for the Laplace-Beltrami eigenvalue problem

$$
\begin{equation*}
-\Delta_{\mathcal{M}} u=\lambda u, \quad x \in \mathcal{M} \tag{5.1}
\end{equation*}
$$

used to compute errors are provided for all the planar curve and some of the surface test cases. For the surfaces for which the analytical solutions are unknown the convergence rates are estimated by comparing eigenvalues computed on meshes of various sizes.

All computations in the examples below are performed using Gaussian kernel $\operatorname{RBF} \varphi_{\boldsymbol{\xi}}(\boldsymbol{x})=$ $\exp \left(-\varepsilon^{2}\|\boldsymbol{x}-\boldsymbol{\xi}\|^{2}\right)$ with the shape parameter $\varepsilon=4$ and the distance between layers $\delta=$ 0.0005 .

### 5.1 Planar Curves

In this section we investigate and compare convergence rates of both Low Order (LO) and High Order (HO) Orthogonal Gradient (OGr) [54], Orthogonal Projection (OP) [19-21], and Reilly's formula [55] (4.2) methods by estimating eigenvalues of Laplace-Beltrami operator on several closed planar curves. The name of the method, values of parameters, numbers of scattered points, and brief comments can be found in the description of each figure.

The eigenvalues of Laplace-Beltrami operator defined on any closed smooth planar curve without intersections depend only on the arclength of the curve since such a curve is isometric to a circle $[56,57]$. Thus the analytical solutions for each example in this section are

$$
\lambda_{n}= \begin{cases}n^{2} \pi^{2} / L^{2}, & n=0,2,4, \ldots  \tag{5.2}\\ (n+1)^{2} \pi^{2} / L^{2}, & n=1,3,5 \ldots\end{cases}
$$

where $L$ is the arclength of the curve. The corresponding eigenfunctions are

$$
u_{n}(l)= \begin{cases}1 / \sqrt{L}, & n=0,  \tag{5.3}\\ \sqrt{\frac{2}{L}} \cos \left(\frac{\pi n l}{L}\right), & n=2,4, \ldots \\ \sqrt{\frac{2}{L}} \sin \left(\frac{\pi(n+1) l}{L}\right), & n=1,3,5, \ldots\end{cases}
$$

with the arclength parametrization variable $l$.

Each presented test case contains error plots for eigenvalues of Laplace-Beltrami operator (5.1) on the given domain, as well as figures with corresponding eigenfunctions computed via Reilly's formulas from section 2.3 on the finest set of scattered points. Additionally, we present plots for condition numbers corresponding to each of the aforementioned computational techniques. In each case the condition numbers of metric matrices based on Reilly's formula are significantly smaller than those of OGr or OP methods using the same number of points distributed on a given manifold.

Tables 5.1 through 5.6 contain information about the first eight analytically computed eigenvalues as well as numerical approximations of the first non-zero eigenvalue computed via various RBF-based methods of interest presented so that readers could observe and compare convergence rates.

Note. In order to be able to use Reilly's formula (4.2) to compute eigenvalues of LaplaceBeltrami operator on orientable manifolds in general and on closed planar curves in particular, it is crucial to keep track of the direction of unit vector and to match the sign of curvature correspondingly. In this thesis, we choose that normal vector at any given node on the curve points towards the region enclosed by the curve.

### 5.1.1 Unit Circle

The standard and the simplest test case for numerical methods dealing with manifolds is the unit circle given by the equation $x^{2}+y^{2}=1$. In order to make the unit normal vector to point towards the center of the circle, we rewrite the equation in the following form

$$
\mathcal{M}=\left\{(x, y) \mid 1-x^{2}-y^{2}=0\right\} .
$$

The exact analytical solutions to the eigenvalue problem (5.1) is given by formulas (5.2) and (5.3) with unit circle arclength $L=2 \pi$.

In order to make use of Reilly's formula (4.2) one needs to know curvature $\kappa$ and unit normal vector $\overrightarrow{\boldsymbol{n}}$ at each point in the set $\boldsymbol{x}$ of nodes on manifold $\mathcal{M}$ with high precision. The formulas for curvature (2.14) and for the unit normal vector of a planar curve are presented in subsection 2.3.1. For the case of circle the curvature is the inverse of the radius, and thus is equal to 1 for the unit circle. The first eight eigenvalues of Laplace-Beltrami operator on
unit circle are presented in Table 5.1.
Table 5.1: The first eight "exact" eigenvalues of Laplace-Beltrami operator on the unit circle obtained from formula (5.2).

| $n$ | $\lambda_{n}$ |
| :--- | :--- |
| 0 | 0 |
| 1 | 1 |
| 2 | 1 |
| 3 | 2 |
| 4 | 2 |
| 5 | 3 |
| 6 | 3 |
| 7 | 4 |

Table 5.2 contains values of the first non-zero eigenvalue $\lambda_{1}=1$ of the Laplace-Beltrami operator computed numerically via Reilly's, OP, and OGr HO and OGr LO methods using various numbers of points uniformly distributed on the manifold $\mathcal{M}$. One can observe the higher order of precision of Reilly's formula over OGr methods. While comparable in terms of precision, OP method results in spurious eigenmodes with non-zero imaginary part. The numerical results for other eigenvalues demonstrate similar behaviors.

Table 5.2: First non-zero eigenvalue $\lambda_{1}=1$ of Laplace-Beltrami operator on the unit circle.

| $N$ | Reilly | Orthogonal Projection | OGr High Order | OGr Low Order |
| :--- | :--- | :--- | :--- | :--- |
| 40 | 1.000000554896507 | 0.999999970125916 | 1.00000353525886 | 0.999873276468444 |
| 46 | 1.000000001021029 | $0.99999999994697-5.86 \mathrm{e}-15 \mathrm{i}$ | 1.00000000984682 | 0.999914700230672 |
| 52 | 1.000000000000952 | 0.999999999999953 | 0.999999999609015 | 0.999892926336349 |
| 58 | 0.999999999999999 | 0.999999999999337 | 0.999999999940617 | 0.999879928635164 |
| 64 | 0.999999999999999 | $0.99999999999295-1.64 \mathrm{e}-12 \mathrm{i}$ | 0.999999999213433 | 0.999837227376132 |
| 70 | 0.999999999999998 | 1.00000000085605 | 1.00000000023322 | 0.999921032223512 |
| 76 | 0.999999999999998 | 1.00000000080555 | 1.00000000104087 | 0.999916751781468 |

Computations are performed with $N=40,46,52,58,64,70$, and 76 points uniformly distributed over the unit circle. The absolute errors of the first eight eigenvalues are presented in Figure 5.1, and the corresponding eigenfunctions computed with the finest mesh can be found in Figure 5.2. The condition numbers of corresponding metric matrices are presented in Figure 5.3.

Note. In Figure 5.1 the error plots of Laplace-Beltrami eigenvalues $\lambda_{5}$ and $\lambda_{6}$ computed via Reilly's formula have points missing due to the fact that corresponding errors computed with standard precision are zero.
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Figure 5.1: Absolute errors for the first 8 eigenvalues of Laplace-Beltrami operator on a unit circle computed via LO, HO, and OP methods with $N=40,46,52,58,64,70$, and 76 uniformly distributed points compared to computations via Reilly's formula (2.10).

### 5.1.2 Ellipse

Slightly more complicated than the unit circle, the ellipse test case provides a better insight into comparative performance of presented RBF techniques, due to the less uniform distribution of points, as well as higher variation in distances between them. The former is because


Figure 5.2: First 8 eigenfunctions of Laplace-Beltrami operator computed via Reilly's formula (2.10) with 76 points uniformly distributed over a unit circle.


Figure 5.3: Condition numbers of the metric matrices used to compute eigenvalues of Laplace-Beltrami operator on a unit circle computed via LO, HO, and OP/Reilly's methods with $N=40,46,52,58,64,70$, and 76 uniformly distributed points.
of the fact that we use uniform angle for generating RBF nodes via polar parametrization of the equation of an ellipse, and the latter is due to the fact that an ellipse has fewer axises
of symmetry than a circle.

The implicit equation of the ellipse is

$$
\begin{equation*}
\mathcal{M}=\left\{(x, y) \left\lvert\, 1-\frac{x^{2}}{a^{2}}-\frac{y^{2}}{b^{2}}=0\right.\right\} \tag{5.4}
\end{equation*}
$$

where the sign of the left-hand side of the equation is chosen in a way so that the unit normal vector would point towards the area enclosed by the curve. For our numerical experiment we choose $a=2$ and $b=1$, and the arclength

$$
L=\int_{0}^{2 \pi} \sqrt{1-\left(1-b^{2} / a^{2}\right) \sin ^{2} \theta} d \theta \approx 9.688448220547675
$$

was computed numerically using an adaptive quadrature rule with the standard doubleprecision arithmetic in MATLAB by using the built-in function "integral". The exact analytical eigenvalues used to compute absolute error for each method are given by formula (5.2) and are listed in Table 5.3.

Table 5.3: The first eight "exact" eigenvalues of Laplace-Beltrami operator on the ellipse (5.4) computed via (5.2) with semiaxes $a=2$ and $b=1$ and the arclength $L \approx 9.688448220547675$.

| $n$ | $\lambda_{n}$ |
| :--- | :--- |
| 0 | 0 |
| 1 | 0.42058259050316 |
| 2 | 0.42058259050316 |
| 3 | 1.68233036201264 |
| 4 | 1.68233036201264 |
| 5 | 3.78524331452844 |
| 6 | 3.78524331452844 |
| 7 | 6.72932144805055 |

The curvature of the ellipse defined implicitly by (5.4) is computed in Example 2.9, and analytical expressions for the unit normal vector and for Reilly's formula for the LaplaceBeltrami operator can be found in Example 2.10.

Table 5.4 contains values of the first non-zero eigenvalue $\lambda_{1}=0.42058259050316$ of the Laplace-Beltrami operator computed numerically via Reilly's, OP, and OGr LO and OGr

HO methods with $N=60,68,76,84,92,100,108$, and 116 points on the ellipse. All presented methods except for the one based on the Reilly's formula have spurious eigenmodes with nonzero imaginary part. The numerical results for the other eigenvalues demonstrate similar behavior.

Table 5.4: First non-zero eigenvalue $\lambda_{1}=0.42058259050316$ of Laplace-Beltrami operator on the ellipse with semiaxis $a=2$ and $b=1$ computed via different RBF-based methods.

| $N$ | Reilly | Orthogonal Projection |
| :---: | :--- | :--- |
| 60 | 0.420699812837476 | $0.419634761517436-0.0017 \mathrm{i}$ |
| 68 | 0.420602197826696 | 0.426695127324411 |
| 76 | 0.420582899854937 | $0.425001625017688-0.0006 \mathrm{i}$ |
| 84 | 0.420582591070875 | $0.420279501051672-0.0016 \mathrm{i}$ |
| 92 | 0.420582590507273 | 0.42067846333157 |
| 100 | 0.420582590503181 | 0.405359318499848 |
| 108 | 0.42058259050316 | 0.420964174317887 |
| 116 | 0.420582590503161 | 0.420323380534003 |
|  | OGr Low Order | OGr High Order |
| 60 | 0.421379654189749 | 0.420723329297999 |
| 68 | 0.420518882910492 | 0.420607864505688 |
| 76 | 0.420490249675412 | 0.420583032097795 |
| 84 | 0.420523164310360 | 0.42058259170771 |
| 92 | 0.420211828249658 | 0.420583056827321 |
| 100 | $0.420485529569251-5.5128 \mathrm{e}-06 \mathrm{i}$ | 0.420580322454658 |
| 108 | 0.420560876032518 | $0.420582588584226-5.1347 \mathrm{e}-08 \mathrm{i}$ |
| 116 | 0.420041242307339 | 0.420582746651726 |

Computations are performed on using $N=60,68,76,84,92,100,108$, and 116 points distributed uniformly in angle over the ellipse. The absolute errors of the first eight eigenvalues are presented in Figure 5.4, and the corresponding eigenfunction computed with the finest mesh can be found in Figure 5.5. The condition numbers of corresponding metric matrices are presented in Figure 5.6.

Looking at Figure 5.4 one can easily see the superior convergence of Reilly's formula method over the rest when non-uniform scattered points are used.


Figure 5.4: Absolute errors for the first 8 eigenvalues of Laplace-Beltrami operator on ellipse with semiaxes $a=2, b=1$ computed via LO, HO, and OP compared to computations via Reilly's formula (2.10). Computations are performed for $N=60,68,76,84,92,100,108$, and 116 points.

### 5.1.3 Hippopede

Next we present the hippopede shape. In polar coordinates the equation of the hippopede is

$$
\begin{equation*}
r^{2}=4 b\left(a-b \sin ^{2} \theta\right), \quad a>b \tag{5.5}
\end{equation*}
$$

In Cartesian coordinates the level-set representation of this curve is

$$
\begin{equation*}
\mathcal{M}=\left\{(x, y) \mid 4 b^{2} x^{2}-\left(x^{2}+y^{2}\right)^{2}-4 b(b-a)\left(x^{2}+y^{2}\right)=0\right\} \tag{5.6}
\end{equation*}
$$

which is a curve of degree 4 .


Figure 5.5: Eigenfunctions corresponding to the first 8 eigenvalues of Laplace-Beltrami operator on ellipse with semiaxes $a=2, b=1$ computed via Reilly's formula (2.10) with $N=116$ points.

Note. In Equation (5.6) the point $(0,0)$ should be excluded from the set of solutions because according to (5.5) the radius $r$ cannot equal 0 because $a>b$.

For the present numerical example we used parameters $a=1.33$ and $b=1$. The arclength of corresponding shape is $L \approx 12.331833535762643$ was computed similarly to the case of the ellipse. The exact analytical eigenvalues used to compute absolute error for each method are given by (5.2) and are listed in Table 5.5. The curvature of the hippopede defined implicitly by (5.6) is computed using formula (2.14).

Table 5.6 contains values of the first non-zero eigenvalue $\lambda_{1}=0.259599845336741$ of the


Figure 5.6: Condition numbers of metric matrix used to compute eigenvalues of LaplaceBeltrami operator on the ellipse with semiaxes $a=2, b=1$ computed via LO, HO, and OP/Reilly's methods with $N=116$ points.

Table 5.5: The first eight "exact" eigenvalues of Laplace-Beltrami operator on hippopede (5.6) computed via (5.2) with parameters $a=1.33$ and $b=1$ and the arclength $L \approx$ 12.331833535762643 .

| $n$ | $\lambda_{n}$ |
| :--- | :--- |
| 0 | 0 |
| 1 | 0.259599845336741 |
| 2 | 0.259599845336741 |
| 3 | 1.038399381346965 |
| 4 | 1.038399381346965 |
| 5 | 2.336398608030672 |
| 6 | 2.336398608030672 |
| 7 | 4.153597525387862 |

Laplace-Beltrami operator computed numerically via Reilly's, OP, and OGr LO and OGr HO methods with $N=48,66,86,98,110,136,164$ and 191 points on hippopede. The numerical results for the other eigenvalues demonstrate similar behavior.

Computations are performed on using $N=48,66,86,98,110,136,164$ and 191 points distributed over the hippopede. The mesh was generated using the DistMesh package for MATLAB [52].

The absolute errors of the first eight eigenvalues are presented in Figure 5.7, and the corresponding eigenfunction computed with the finest mesh can be found in Figure 5.8. The

Table 5.6: First non-zero eigenvalue $\lambda_{1}=0.259599845336741$ of Laplace-Beltrami operator on hippopede with parameters $a=1.33$ and $b=1$ computed via different RBF methods.

| $N$ | Reilly | Orthogonal Projection |
| :---: | :--- | :--- |
| 48 | 0.409040548464180 | 0.232360278194370 |
| 66 | 0.269774625610826 | $0.262954163465159-0.00156 \mathrm{i}$ |
| 86 | 0.260260685545799 | $0.259914760907661-2.8429 \mathrm{e}-05 \mathrm{i}$ |
| 98 | 0.259686046282354 | 0.259739532030377 |
| 110 | $0.259623517564784-6.7536 \mathrm{e}-06 \mathrm{i}$ | 0.259621608010336 |
| 136 | 0.259599921207862 | $0.259597560812404-1.5345 \mathrm{e}-06 \mathrm{i}$ |
| 164 | 0.259599841580032 | 0.259594460252486 |
| 191 | 0.259599847530652 | 0.259530317456710 |
|  | OGr Low Order | OGr High Order |
| 48 | 0.475645553448326 | 0.475720990663987 |
| 66 | 0.270777294203673 | 0.270873965176631 |
| 86 | 0.262308684075893 | 0.260337120879924 |
| 98 | $0.259732405961322-3.4343 \mathrm{e}-05 \mathrm{i}$ | 0.259820153323240 |
| 110 | $0.25953901256428-4.5661 \mathrm{e}-05 \mathrm{i}$ | $0.259632006301648-5.2014 \mathrm{e}-05 \mathrm{i}$ |
| 136 | 0.25798300281343 | 0.25959096407525 |
| 164 | 0.258615684392707 | $0.259599967993140-1.9084 \mathrm{e}-06 \mathrm{i}$ |
| 191 | $0.260392939596244-0.0034025 \mathrm{i}$ | 0.259031158460990 |

condition numbers of corresponding metric matrices are presented in Figure 5.9. Looking at Figure 5.7 one can observe better convergence of Reilly's formula method compared to the rest when relatively uniform points are used on the non-trivial curve.









| -0 | LO |
| :---: | :---: |
| $-\quad$ | HO |
| $-\quad$ | OP |
| $-*$ | Reilly |

Figure 5.7: Absolute errors for the first 8 eigenvalues of Laplace-Beltrami operator on hippopede with parameters $a=1.33, b=1$ computed with $N=48,66,86,98,110,136$, 164 and 191 points with LO, HO, and OP methods compared to computations via Reilly's formula (2.10).

### 5.2 Surfaces

After describing numerical experiments on closed planar curves, we proceed to the closed two-dimensional surfaces embedded in three-dimensional Euclidean space. As before, the description of each figure below includes the name of the method, values of parameters, numbers of scattered points, and brief comments.

Just like in the case of planar curves, we present numerical study for eigenvalues of LaplaceBeltrami operator on multiple surfaces, involving OGr LO and OGr HO [54], OP [19-21], and Reilly's formula [55] (4.2) methods. The error plots for computed eigenmodes of Laplace-


Figure 5.8: Eigenfunctions corresponding to the first 8 eigenvalues of Laplace-Beltrami operator on hippopede with parameters $a=1.33, b=1$ computed with $N=191$ nodes via Reilly's formula (2.10).


Figure 5.9: Condition numbers of metric matrices used to compute eigenvalues of LaplaceBeltrami operator on hippopede with parameters $a=1.33, b=1$ computed via LO, HO, and OP/Reilly's methods on $N=48,66,86,98,110,136,164$ and 191 points.

Beltrami operator (5.1) on a given domain via several RBF-based methods, including the one based on the Reilly's formulas from section 2.3, are presented in the figures below.

Since for the most of the surfaces in this section the exact analytical solution to LaplaceBeltrami eigenvalue problem (5.1) is unavailable, we estimate the convergence of each method by observing the saturation of computed numerical values as we increase the number of RBF nodes lying on the manifold. The corresponding numerical estimates of the first nonzero eigenvalue computed via different RBF methods are presented on the tables 5.8. The exception is the case of unit sphere for which the analytical solution is readily available.

In order to obtain points distributed nearly uniformly on a given manifold we used MATLAB package DistMesh [52] developed by Persson and Strang which is available online for free. The package uses implicit level-set representation of a surface and base resolution parameter to generate triangulation of the surface. For nearly every case tested the accuracy of generated points on manifold is within $10^{-5}$ to $10^{-6}$, so we used "projection" procedure to increase the accuracy whenever the parametric representation of the surface is available alongside the implicit equation. The accuracy was computed by plugging the surface triangulation coordinates into the implicit equation representing zero level-set of the surface, and after "parametric adjustment" procedure was improved up to $10^{-14}$ to $10^{-15}$ absolute error.

For every test case below we provide figures with eigenfunctions of Laplace-Beltrami operator (5.1) computed using the finest set of scattered points, as well as figures with the condition numbers of metric matrices plotted against the number of points on manifold. We also provide tables with computed values in order to demonstrate saturation of eigenvalues. The error plot for eigenvalues is only present for the case of unit sphere, as the rest of examples do not have explicit analytical formula for eigenvalues that we could use to compute the absolute error.

The analytical expressions for the curvature and for the unit normal vector of each surface were obtained according to formulas from subsection 2.3.1. In particular, the curvature of a surface given by an equation $z=f(x, y)$ is computed explicitly in Example 2.11. Analytical expressions for the Laplace-Beltrami operator are derived in terms of metric
tensor in Examples 2.5 and 2.6.

### 5.2.1 Unit Sphere

Similar to the numerical study of planar curves, we start overview of performance of RBF methods on the unit sphere given by the equation $x^{2}+y^{2}+z^{2}=1$, which is the simplest closed surface in three dimensions. In order to make the unit normal vector point towards the enclosed area of Euclidean space $\mathbb{R}^{3}$, we rewrite the equation in the following form

$$
\mathcal{M}=\left\{(x, y, z) \mid 1-x^{2}-y^{2}-z^{2}=0\right\} .
$$

The analytical solution of Laplace-Beltrami eigenproblem on the unit sphere consists of the set of Laplace's spherical harmonics $Y_{l}^{m}(\theta, \phi)$ of degree $l \in \mathbb{N}$ and of the order $m \in \mathbb{N}$ such that $-l \leq m \leq l$ with corresponding eigenvalue $\lambda=l(l+1)$, the first fifteen of which are listed in the Table 5.7 below.

Table 5.7: The first fifteen exact eigenvalues of Laplace-Beltrami operator on the unit sphere.

| $n$ | $\lambda_{n}$ | $n$ | $\lambda_{n}$ |
| :---: | :---: | :---: | :---: |
| 0 | 0 | 8 | 6 |
| 1 | 2 | 9 | 12 |
| 2 | 2 | 10 | 12 |
| 3 | 2 | 11 | 12 |
| 4 | 6 | 12 | 12 |
| 5 | 6 | 13 | 12 |
| 6 | 6 | 14 | 12 |
| 7 | 6 |  |  |

Just like in case of planar curves, using Reilly's formula (4.2) for Laplace-Beltrami operator on surfaces requires mean curvature $\kappa_{m}$ and the unit normal vector $\overrightarrow{\boldsymbol{n}}$ at each point in the set $\boldsymbol{x}$ of nodes on manifold $\mathcal{M}$ with high precision. Corresponding formulas for $\kappa_{m}(2.15)$ and for the unit normal vector are presented in subsection 2.3.1. In case of the unit sphere, the mean curvature is 1 .

Table 5.8 contains values of the first non-zero eigenvalue $\lambda=2$ of the Laplace-Beltrami operator on the unit sphere computed numerically via Reilly's, OP, OGr LO, and OGr HO methods using various numbers of points. One can observe the higher order of precision of Reilly's formula over Orthogonal Gradient methods. The numerical results for other eigenvalues demonstrate similar behavior.

Table 5.8: First non-zero eigenvalue $\lambda=2$ of Laplace-Beltrami operator on the unit sphere.

| $N$ | Reilly | Orthogonal Projection |
| :---: | :--- | :--- |
| 472 | 2.000044079955452 | 1.999998805582061 |
| 608 | 2.000004032705993 | 1.999999979459302 |
| 832 | 2.000000165378249 | 2.000000011128450 |
| 1206 | 2.000000001268887 | $1.999999999909044-1.81 \mathrm{e}-09 \mathrm{i}$ |
| 1828 | 2.000000000000464 | 1.999995630624536 |
|  | OGr Low Order | OGr High Order |
| 472 | 2.000013409523629 | 2.000113213025058 |
| 608 | 1.999933834391497 | 2.000011231385069 |
| 832 | 1.999919373838853 | 2.000000570771269 |
| 1206 | 1.99969862492228 | 2.000000006651276 |
| 1828 | 1.997411185018087 | 1.999998352503409 |

The graphs in Figure 5.10 depict absolute errors of eigenvalues of Laplace-Beltrami operator computed with OGr LO, OGr HO, and OP methods compared to those computed using Reilly's formula (2.13). The superior convergence of the last method can be partially attributed to the lower condition numbers of corresponding metric matrices, which are presented in Figure 5.11.

Figure 5.12 contains images of eigenfunctions $Y_{l}^{m}$ corresponding to the first fifteen eigenvalues of Laplace-Beltrami operator on the unit sphere computed using Reilly's formula (4.2) on the finest set of nodes that includes $N=1828$ points.


Figure 5.10: Absolute errors for the first 15 eigenvalues of Laplace-Beltrami operator on the unit sphere computed via LO, HO, and OP with $N=472$, 608, 832, 1206, and 1828 scattered points compared to computations via Reilly's formula (2.11).

### 5.2.2 Torus

In order to compare performance of the method of computing eigenvalues of Laplace-Beltrami operator on two-dimensional surfaces proposed in section 4.1, we consider torus defined by

$$
\begin{equation*}
\left(x^{2}+y^{2}+z^{2}+R^{2}-r^{2}\right)^{2}-4 R^{2}\left(x^{2}+y^{2}\right)=0 \tag{5.7}
\end{equation*}
$$

where $R$ is the radius from the center of the torus to the center of the tube, and $r$ is the


Figure 5.11: Condition numbers of metric matrix used to compute eigenvalues of LaplaceBeltrami operator on the unit sphere computed via LO, HO, and OP/Reilly's methods with $N=472,608,832,1206$, and 1828 scattered points.
radius of the tube. In parametric form, the torus is given by the following system

$$
\left\{\begin{array}{l}
x(\phi, \theta)=(R+r \cos \theta) \cos \phi \\
y(\phi, \theta)=(R+r \cos \theta) \sin \phi \\
z(\phi, \theta)=r \cos \theta
\end{array}\right.
$$

In this example we choose parameters $R=4 / 3$ and $r=1$ following the numerical experiment presented by Glowinski and Sorensen in [22]. Since there are no closed-form analytical formulas for eigenvalues of Laplace-Beltrami operator on torus known to authors, we are unable to compute the exact errors. However, we still can get some sense of the accuracy of each method by comparing obtained eigenvalues to the ones in [22] and matching multiplicity of the eigenvalues of different order.

In order to be able to use Reilly's formula (4.2) we compute mean curvature $\kappa_{m}$ (2.15) and unit normal vector $\overrightarrow{\boldsymbol{n}}$ at each point in the set of nodes $\overrightarrow{\boldsymbol{x}}$ lying on the torus using formulas from the section 2.3.

Table 5.9 contains eigenvalues of the Laplace-Beltrami operator on torus (5.7) with the major


Figure 5.12: Laplace-Beltrami eigenfunctions $Y_{l}^{m}$ corresponding to the first 15 eigenvalues on the unit sphere computed via Reilly's formula (2.10) on 1828 nodes.
radius $R=4 / 3$ and minor radius $r=1$ computed using Reilly's formula (4.2) for different numbers of points scattered on manifold. Corresponding eigenfunctions can be found in

Figure 5.13.
Table 5.9: The first fifteen eigenvalues of Laplace-Beltrami operator on torus (5.7) computed via (5.2) with major and minor radii $R=4 / 3$ and $r=1$ respectively.

| $N$ | 956 | 1888 | 2668 | 3472 |
| :---: | :---: | :---: | :---: | :---: |
| $\lambda_{0}$ | 0.036751534131179 | 0.000075342536481 | 0.000002441476837 | 0.000000121455757 |
| $\lambda_{1}$ | 0.480547661027475 | 0.444102386920198 | 0.444035418941456 | 0.444033269948001 |
| $\lambda_{2}$ | 0.481543311105374 | 0.444108272635499 | 0.444035489723862 | 0.444033285546754 |
| $\lambda_{3}$ | 0.977234801118360 | 0.937121978746625 | 0.937048566169670 | 0.937045907568466 |
| $\lambda_{4}$ | 1.31076528163255 | 1.271961627244771 | 1.271889226885949 | 1.271887227538113 |
| $\lambda_{5}$ | 1.313582129728811 | 1.271964340228779 | 1.271889744932636 | 1.271887256562822 |
| $\lambda_{6}$ | 1.407158921802641 | 1.353701091989552 | 1.353584124322381 | 1.353580728982300 |
| $\lambda_{7}$ | 1.702066304427230 | 1.65945500065586 | 1.659386876671300 | 1.659384164508465 |
| $\lambda_{8}$ | 1.703252012672184 | 1.659474768093446 | 1.659386965942933 | 1.659384193013252 |
| $\lambda_{9}$ | 2.512593134113784 | 2.468044929802211 | 2.467971731856655 | 2.467969422892098 |
| $\lambda_{10}$ | 2.513963329440845 | 2.468056785052581 | 2.467971947556423 | 2.46796462816265 |
| $\lambda_{11}$ | 3.111015997044699 | 3.063692803786345 | 3.063607599840778 | 3.063604933137443 |
| $\lambda_{12}$ | 3.11597935320059 | 3.063697451790484 | 3.063608231159288 | 3.063604955497150 |
| $\lambda_{13}$ | 3.303336016413147 | 3.251615879516153 | 3.251530205647079 | 3.251527165201466 |
| $\lambda_{14}$ | 3.306543847241047 | 3.251633500722744 | 3.251530273501585 | 3.251527175880005 |

Table 5.10 contains values of the first non-zero eigenvalue computed numerically via Reilly's, OP, OGr LO, and OGr HO methods using various numbers of points. The numerical results for other eigenvalues demonstrate similar behaviors. The condition numbers of metric matrices associated with different numbers of nodes are plotted in Figure 5.14.

Table 5.10: First non-zero eigenvalue of Laplace-Beltrami operator on the torus (5.7) with major and minor radii $R=4 / 3$ and $r=1$ respectively.

| $N$ | Reilly | Orthogonal Projection |
| :---: | :--- | :--- |
| 956 | 0.480547661027474 | 0.443537322498211 |
| 1888 | 0.444102386920198 | 0.444035874910732 |
| 2668 | 0.444035418941456 | 0.444033284830513 |
| 3472 | 0.444033269948001 | 0.444033163244554 |
|  | OGr Low Order | OGr High Order |
| 956 | 0.511197330555129 | 0.511348432193897 |
| 1888 | 0.444042590377088 | 0.444152957874043 |
| 2668 | 0.443952808901597 | 0.444037438724576 |
| 3472 | 0.443926606103339 | 0.444033442510456 |



Figure 5.13: Laplace-Beltrami eigenfunctions corresponding to the first 15 eigenvalues on torus with $R=4 / 3$ and $r=1$ computed using Reilly's formula (2.10) on 3472 nodes.

### 5.2.3 Ellipsoid

Consider a two-dimensional ellipsoid given by the equation

$$
\begin{equation*}
\mathcal{M}=\left\{(x, y, z) \left\lvert\, 1-\frac{x^{2}}{a^{2}}-\frac{y^{2}}{b^{2}}-\frac{z^{2}}{c^{2}}=0\right.\right\} . \tag{5.8}
\end{equation*}
$$



Figure 5.14: Condition numbers of metric matrices used to compute eigenvalues of LaplaceBeltrami operator on torus (5.7) with major radius $R=4 / 3$ and minor radius $r=1$ computed with LO, HO, and OP/Reilly's methods.
where parameters are chosen as $a=2, b=1$, and $c=1.5$. Similarly to the case of unit sphere presented in subsection 5.2.1, the choice of the sign of the left-hand side of the equation (5.8) is motivated by the direction of the unit normal vector, which we want to point "inwards" i.e. towards the region of Euclidean space enclosed by the surface.

Table 5.11 contains eigenvalues of the Laplace-Beltrami operator on the ellipsoid (5.8) computed using Reilly's formula (4.2) for different numbers of points scattered on manifold. Corresponding eigenfunctions can be found in Figure 5.15.

The numerical approximations of the first non-zero eigenvalue computed via Reilly's, OP, OGr LO, and OGr HO methods using various numbers of points can be found in Table 5.12. The numerical results for other eigenvalues demonstrate similar behaviors. The condition numbers of metric matrices associated with different numbers of nodes are plotted in Figure 5.16.


Figure 5.15: Eigenfunctions corresponding to the first 15 eigenvalues of Laplace-Beltrami operator on ellipsoid with semiaxis $a=2, b=1$, and $c=1.5$ computed via Reilly's formula (2.10).


Figure 5.16: Condition numbers of metric matrices used to compute eigenvalues of LaplaceBeltrami operator on ellipsoid (5.8) with principle semiaxis $a=2, b=1$, and $c=1.5$ computed via LO, HO, and OP/Reilly's methods.

### 5.2.4 Goursat Surface

The Goursat surface is given implicitly by the equation

$$
\mathcal{M}=\left\{(x, y, z) \mid x^{4}+y^{4}+z^{4}+a\left(x^{2}+y^{2}+z^{2}\right)^{2}+b\left(x^{2}+y^{2}+z^{2}\right)+c=0\right\} .
$$

For our numerical experiment we choose parameters $a=0, b=-1$, and $c=9 / 20$, thus obtaining a smooth shape of genus 6 described implicitly by the equation

$$
\begin{equation*}
\mathcal{M}=\left\{(x, y, z) \mid x^{4}+y^{4}+z^{4}-x^{2}-y^{2}-z^{2}+9 / 20=0\right\} \tag{5.9}
\end{equation*}
$$

Figure 5.17 presents plots of eigenvalues of the Laplace-Beltrami operator, computed with Reilly's formula (4.2) with 3192 nodes distributed over the surface with the accuracy $\sim 10^{-5}$ by the DistMesh package [52] for MATLAB. The numerical approximation for eigenvalues themselves computed with different numbers of scattered nodes can be found in Table 5.13.

Next, Table 5.14 compares numerical approximations of the first non-zero eigenvalue of

Laplace-Beltrami operator on Goursat surface (5.9) computed with Reilly's, OP, OGr LO, and OGr HO methods using various numbers of points. The results for other eigenvalues demonstrate similar behaviors. The condition numbers of metric matrices associated with different numbers of nodes are plotted in Figure 5.18.

### 5.2.5 Pilz Surface

The Pilz surface in this section is given implicitly by the equation

$$
\begin{equation*}
\mathcal{M}=\left\{(x, y, z) \mid\left(\left(x^{2}+y^{2}-1\right)^{2}+(z+1)^{2}\right)\left(\left(x^{2}+(z+0.7)^{2}-1\right)^{2}+y^{2}\right)-0.1\right\} \tag{5.10}
\end{equation*}
$$

and is used here as an example of a surface of genus 4. The eigenfunctions of LaplaceBeltrami operator on Pilz surface approximated using Reilly's formula (4.2) and $N=3916$ scattered nodes are plotted in Figure 5.20. The nodes are distributed over the surface with the accuracy $\sim 10^{-5}$ by the DistMesh package [52] for MATLAB. The approximations of corresponding eigenvalues can be found in Table 5.15.

Table 5.16 compares numerical approximations of the first non-zero eigenvalue of LaplaceBeltrami operator on Pilz surface (5.10) computed with Reilly's, OP, OGr LO, and OGr HO methods using various numbers of points. The results for other eigenvalues demonstrate similar behaviors. The condition numbers of metric matrices associated with different numbers of nodes are plotted in Figure 5.19.

Table 5.11: The first fifteen eigenvalues of Laplace-Beltrami operator on ellipsoid (5.8) with semiaxis $a=2, b=1$, and $c=1.5$ computed via Reilly's formula (5.2).

| $N$ | 1028 | 1332 |
| :--- | :---: | :---: |
| $\lambda_{0}$ | $0.000061589557452-1.181 \mathrm{e}-08 \mathrm{i}$ | $0.000004454392027-1.6383 \mathrm{e}-10 \mathrm{i}$ |
| $\lambda_{1}$ | $0.679137898914703-3.1174 \mathrm{e}-08 \mathrm{i}$ | $0.679069049187716-3.3897 \mathrm{e}-10 \mathrm{i}$ |
| $\lambda_{2}$ | $0.964780492647246-1.4222 \mathrm{e}-08 \mathrm{i}$ | $0.964725424045463-3.2683 \mathrm{e}-09 \mathrm{i}$ |
| $\lambda_{3}$ | $1.148858957398043-2.3677 \mathrm{e}-09 \mathrm{i}$ | $1.148799597009603-1.3872 \mathrm{e}-10 \mathrm{i}$ |
| $\lambda_{1}$ | $2.139809900780672-4.7725 \mathrm{e}-08 \mathrm{i}$ | $2.139738973104914-2.84655 \mathrm{e}-10 \mathrm{i}$ |
| $\lambda_{5}$ | $2.343124667785336-5.4382 \mathrm{e}-08 \mathrm{i}$ | $2.343046805356146-1.2698 \mathrm{e}-08 \mathrm{i}$ |
| $\lambda_{6}$ | $2.739298612831187-3.0951 \mathrm{e}-09 \mathrm{i}$ | $2.739235000270296-5.2945 \mathrm{e}-10 \mathrm{i}$ |
| $\lambda_{7}$ | $3.352461240860305-3.2186 \mathrm{e}-09 \mathrm{i}$ | $3.352385908356782-2.082 \mathrm{e}-11 \mathrm{i}$ |
| $\lambda_{8}$ | $3.371014764510352-1.5979 \mathrm{e}-08 \mathrm{i}$ | $3.370952402333703-3.7414 \mathrm{e}-09 \mathrm{i}$ |
| $\lambda_{9}$ | $4.296680176273985-6.3767 \mathrm{e}-08 \mathrm{i}$ | $4.296591529243099-1.5778 \mathrm{e}-10 \mathrm{i}$ |
| $\lambda_{10}$ | $4.414206939208842-1.2828 \mathrm{e}-07 \mathrm{i}$ | $4.414128723094687-2.44544 \mathrm{e}-08 \mathrm{i}$ |
| $\lambda_{11}$ | $5.105355086705209-5.5335 \mathrm{e}-09 \mathrm{i}$ | $5.105271219019692-9.5858 \mathrm{e}-10 \mathrm{i}$ |
| $\lambda_{12}$ | $5.670757085149417-3.0012 \mathrm{e}-08 \mathrm{i}$ | $5.670673540555087-2.124 \mathrm{e}-08 \mathrm{i}$ |
| $\lambda_{13}$ | $5.722502408094088-7.2473 \mathrm{e}-09 \mathrm{i}$ | $5.722415884539031-1.4978 \mathrm{e}-10 \mathrm{i}$ |
| $\lambda_{14}$ | $6.897740927074761-3.2624 \mathrm{e}-08 \mathrm{i}$ | $6.897654869366301-1.0365 \mathrm{e}-09 \mathrm{i}$ |
|  | 1814 | 2612 |
| $\lambda_{0}$ | $0.000000129264069+9.1008 \mathrm{e}-12 \mathrm{i}$ | $-0.0000000001898025+5.7879 \mathrm{e}-15 \mathrm{i}$ |
| $\lambda_{1}$ | $0.679063547189381+1.5286 \mathrm{e}-11 \mathrm{i}$ | $0.679063466641899+7.5232 \mathrm{e}-15 \mathrm{i}$ |
| $\lambda_{2}$ | $0.964721361167485+3.8747 \mathrm{e}-09 \mathrm{i}$ | $0.964721175588664+9.02299 \mathrm{e}-10 \mathrm{i}$ |
| $\lambda_{3}$ | $1.148795327983074+6.9991 \mathrm{e}-12 \mathrm{i}$ | $1.148795155105693+6.1369 \mathrm{e}-15 \mathrm{i}$ |
| $\lambda_{4}$ | $2.139733610449238+1.8396 \mathrm{e}-12 \mathrm{i}$ | $2.139733531840573-1.1368 \mathrm{e}-14 \mathrm{i}$ |
| $\lambda_{5}$ | $2.343041230679852+1.5101 \mathrm{e}-08 \mathrm{i}$ | $2.343041021189079+2.6461 \mathrm{e}-09 \mathrm{i}$ |
| $\lambda_{6}$ | $2.739229175690334+2.4724 \mathrm{e}-11 \mathrm{i}$ | $2.739229048104656+1.8301 \mathrm{e}-14 \mathrm{i}$ |
| $\lambda_{7}$ | $3.352380632999143+1.2769 \mathrm{e}-14 \mathrm{i}$ | $3.352380407963443+2.8391 \mathrm{e}-14 \mathrm{i}$ |
| $\lambda_{8}$ | $3.370947939559696+1.4108 \mathrm{e}-09 \mathrm{i}$ | $3.370947713654945+7.3985 \mathrm{e}-10 \mathrm{i}$ |
| $\lambda_{9}$ | $4.296584537449716-1.8595 \mathrm{e}-11 \mathrm{i}$ | $4.296584452417493-3.9901 \mathrm{e}-15 \mathrm{i}$ |
| $\lambda_{10}$ | $4.414122998390591+2.8858 \mathrm{e}-08 \mathrm{i}$ | $4.414122716119929+3.7251 \mathrm{e}-09 \mathrm{i}$ |
| $\lambda_{11}$ | $5.105265718187255+4.244 \mathrm{e}-11 \mathrm{i}$ | $5.105265663911774+1.1457 \mathrm{e}-14 \mathrm{i}$ |
| $\lambda_{12}$ | $5.670667156216845+8.6947 \mathrm{e}-09 \mathrm{i}$ | $5.670666936449536+1.3508 \mathrm{e}-09 \mathrm{i}$ |
| $\lambda_{13}$ | $5.722407698107498+1.3634 \mathrm{e}-12 \mathrm{i}$ | $5.722407430511693+6.6444 \mathrm{e}-15 \mathrm{i}$ |
| $\lambda_{14}$ | $6.897648188756625+1.8644 \mathrm{e}-10 \mathrm{i}$ | $6.897647871146280+3.7368 \mathrm{e}-10 \mathrm{i}$ |
|  |  |  |
|  |  |  |

Table 5.12: First non-zero eigenvalue of Laplace-Beltrami operator on ellipsoid (5.8) with $a=2, b=1$, and $c=3 / 2$.

| $N$ | Reilly | Orthogonal Projection |
| :---: | :---: | :---: |
| 1028 | $0.679137898914703-3.1174 \mathrm{e}-08 \mathrm{i}$ | $0.679068861954066-3.65 \mathrm{e}-07 \mathrm{i}$ |
| 1332 | $0.679069049187716-3.3897 \mathrm{e}-10 \mathrm{i}$ | $0.679064025165072-6.1219 \mathrm{e}-09 \mathrm{i}$ |
| 1814 | $0.679063547189381+1.5286 \mathrm{e}-11 \mathrm{i}$ | $0.679063481368641+9.5876 \mathrm{e}-08 \mathrm{i}$ |
| 2612 | $0.679063466641899+7.5232 \mathrm{e}-15 \mathrm{i}$ | $0.679063469816814+3.0589 \mathrm{e}-08 \mathrm{i}$ |
|  | OGr Low Order | OGr High Order |
| 1028 | $0.679158292682947-3.9639 \mathrm{e}-07 \mathrm{i}$ | $0.679238106758234-3.9604 \mathrm{e}-07 \mathrm{i}$ |
| 1332 | $0.679003674354810-5.2091 \mathrm{e}-09 \mathrm{i}$ | $0.679078204186933-5.332 \mathrm{e}-09 \mathrm{i}$ |
| 1814 | $0.678989982752958-4.8777 \mathrm{e}-10 \mathrm{i}$ | $0.679064136830598+4.6275 \mathrm{e}-11 \mathrm{i}$ |
| 2612 | $0.678924107438544-2.985 \mathrm{e}-08 \mathrm{i}$ | $0.679063478081916+9.6943 \mathrm{e}-13 \mathrm{i}$ |

Table 5.13: The first fifteen eigenvalues of Laplace-Beltrami operator on Goursat Surface (5.9) computed via Reilly's formula (5.2).

| $N$ | 840 | 1284 |
| :--- | :--- | :--- |
| $\lambda_{0}$ | 0.006202361838503 | 0.001206377734761 |
| $\lambda_{1}$ | 1.028635837537297 | 1.028475687579542 |
| $\lambda_{2}$ | 1.034761410112030 | 1.029636199903901 |
| $\lambda_{3}$ | 1.040470808733878 | 1.030495621413112 |
| $\lambda_{4}$ | 2.295910275305883 | 2.293253253504226 |
| $\lambda_{5}$ | 2.298939538488177 | 2.294910844282620 |
| $\lambda_{6}$ | 2.304170378920344 | 2.295387061866696 |
| $\lambda_{7}$ | 4.074616784383848 | 4.069765580273434 |
| $\lambda_{8}$ | 8.258665259778596 | 8.259930038259338 |
| $\lambda_{9}$ | 8.269946026960776 | 8.261525792073794 |
| $\lambda_{10}$ | 8.455723417626279 | 8.460421753561626 |
| $\lambda_{11}$ | $8.474441715600411-0.0010427 \mathrm{i}$ | 8.463740899956404 |
| $\lambda_{12}$ | $8.474441715600411+0.0010427 \mathrm{i}$ | 8.464091335261026 |
| $\lambda_{13}$ | 9.530133435374188 | 9.527651229823558 |
| $\lambda_{14}$ | 9.530780640440209 | 9.528648375792299 |
|  | 2052 | 3192 |
| $\lambda_{0}$ | -0.000075641611073 | -0.000027198757798 |
| $\lambda_{1}$ | 1.028283320391200 | 1.028374079404753 |
| $\lambda_{2}$ | 1.028327812687807 | $1.028377655483791-3.4572 \mathrm{e}-05 \mathrm{i}$ |
| $\lambda_{3}$ | 1.028339502882462 | $1.028377655483791+3.4572 \mathrm{e}-05 \mathrm{i}$ |
| $\lambda_{4}$ | 2.293365978582924 | $2.293503151167956-3.1254 \mathrm{e}-05 \mathrm{i}$ |
| $\lambda_{5}$ | $2.293463989040739-7.5809 \mathrm{e}-05 \mathrm{i}$ | $2.293503151167956+3.1254 \mathrm{e}-05 \mathrm{i}$ |
| $\lambda_{6}$ | $2.293463989040739+7.5809 \mathrm{e}-05 \mathrm{i}$ | 2.293522013549082 |
| $\lambda_{7}$ | 4.068946403512256 | 4.069019488428963 |
| $\lambda_{8}$ | 8.260099824878390 | $8.260585945897564-2.8557 \mathrm{e}-05 \mathrm{i}$ |
| $\lambda_{9}$ | 8.260377871915415 | $8.260585945897564+2.8557 \mathrm{e}-05 \mathrm{i}$ |
| $\lambda_{10}$ | $8.462370295898214-0.000146 \mathrm{i}$ | $8.462782505271223-1.2057 \mathrm{e}-05 \mathrm{i}$ |
| $\lambda_{11}$ | $8.462370295898214+0.000146 \mathrm{i}$ | $8.462782505271223+1.2057 \mathrm{e}-05 \mathrm{i}$ |
| $\lambda_{12}$ | 8.462566383052636 | 8.462840692384855 |
| $\lambda_{13}$ | 9.528465299836213 | $9.528800422429317-2.5182 \mathrm{e}-05 \mathrm{i}$ |
| $\lambda_{14}$ | $9.528610239918219-3.8617 \mathrm{e}-05 \mathrm{i}$ | $9.528800422429317+2.5182 \mathrm{e}-05 \mathrm{i}$ |
|  |  |  |
|  |  |  |

Table 5.14: First non-zero eigenvalue of Laplace-Beltrami operator on Goursat surface (5.9) computed via different RBF methods on $N=840$, 1284, 2052, and 3192 scattered points.

| $N$ | Reilly | Orthogonal Projection |
| :---: | :--- | :--- |
| 840 | 1.028635837537297 | 1.029530967645337 |
| 1284 | 1.028475687579542 | $1.028333480527482-0.00026259 \mathrm{i}$ |
| 2052 | 1.028283320391200 | 1.028193063980084 |
| 3192 | 1.028374079404753 | 1.028242542724286 |
|  | OGr Low Order | OGr High Order |
| 840 | $1.041756546797207-0.0010112 \mathrm{i}$ | $1.041761664901879-0.00095534 \mathrm{i}$ |
| 1284 | $1.024040672121686-0.0062862 \mathrm{i}$ | $1.024551223541682-0.0068042 \mathrm{i}$ |
| 2052 | $1.024361933770759-0.061546 \mathrm{i}$ | $1.027999792841623-0.001777 \mathrm{i}$ |
| 3192 | -0.497862901116229 | 0.979801688646540 |

Table 5.15: The first fifteen eigenvalues of Laplace-Beltrami operator on Pilz surface (5.10) computed via Reilly's formula (4.2) with $N=1120$, 2504, and 3916 scattered points.

| $N$ | 1120 | 2504 | 3916 |
| ---: | ---: | ---: | ---: |
| $\lambda_{0}$ | -0.022962522672233 | -0.000038307954002 | -0.000023164370250 |
| $\lambda_{1}$ | 0.953006490681902 | 0.958463600734575 | 0.958537163854013 |
| $\lambda_{2}$ | 1.422821113878850 | 1.546008131923973 | 1.546279757232460 |
| $\lambda_{3}$ | 1.792114335595091 | 1.803064509039900 | 1.803125795556601 |
| $\lambda_{4}$ | 3.307337946497406 | 3.331184007630988 | 3.331790491870338 |
| $\lambda_{5}$ | 3.970038876457923 | 3.998693132660278 | 3.998987524665552 |
| $\lambda_{6}$ | 4.247350039555112 | 4.281121394342198 | 4.281134508541220 |
| $\lambda_{7}$ | 4.389747913869662 | 4.390007533269901 | 4.390305131900825 |
| $\lambda_{8}$ | 5.832209908602137 | 5.834982261687343 | 5.834786829022552 |
| $\lambda_{9}$ | 6.304218609051948 | 6.360161057598139 | 6.360960744012081 |
| $\lambda_{10}$ | 8.293791561266346 | 8.302592464330157 | 8.302964054623667 |
| $\lambda_{11}$ | 8.335136703874854 | 8.367933169824601 | 8.368960463581057 |
| $\lambda_{12}$ | 9.726398416008960 | 9.748929283335197 | 9.749614973949695 |
| $\lambda_{13}$ | 10.553503929422545 | 10.588982538905453 | 10.590193880108448 |
| $\lambda_{14}$ | 12.244767000894822 | 12.245906016397608 | 12.246516661341831 |

Table 5.16: First non-zero eigenvalue of Laplace-Beltrami operator on Pilz surface (5.10) computed via different RBF methods with $N=1120,2504$, and 3916 scattered points.

| $N$ | Reilly | Orthogonal Projection |
| :---: | :--- | :--- |
| 1120 | 0.953006490681902 | 0.960309530939965 |
| 2504 | 0.95846360073475 | 0.958652633907363 |
| 3916 | 0.958537163854013 | 0.957433146507474 |
|  | OGr Low Order | OGr High Order |
| 1120 | 0.923366423081284 | 0.966941282097027 |
| 2504 | 0.684289166761502 | 1.036019036426904 |
| 3916 | $1.221162566776748-0.45539 \mathrm{i}$ | 1.064616786384905 |



Figure 5.17: Laplace-Beltrami eigenfunctions corresponding to the first 15 eigenvalues on Goursat surface (5.9) computed via Reilly's formula (2.10) on 3192 nodes.


Figure 5.18: Condition numbers of metric matrix used to compute eigenvalues of LaplaceBeltrami operator on Goursat surface (5.9) via LO, HO, and OP/Reilly's methods.


Figure 5.19: Condition numbers of metric matrix used to compute eigenvalues of LaplaceBeltrami operator on Pilz surface (5.10) computed via LO, HO, and OP/Reilly's methods.


Figure 5.20: Laplace-Beltrami eigenfunctions corresponding to the first 15 eigenvalues on Pilz surface (5.10) computed via Reilly's formula (2.10) on 3916 nodes.

## Chapter 6

## Final Remarks

The field of kernel-based methods for approximating functions and solving PDEs has been experiencing explosive growth as evidenced by the wealth of publications in recent years. Potential applications include image processing [65], shape optimization [1], solving partial differential equations on manifolds [19, 20, 35], and shape analysis [57, 58].

Working on the project I learned how to notice, connect, and use parallel concepts from different areas of mathematics in research. I also developed geometrical intuition for abstract analytical objects, and most importantly acquired valuable research skills.

### 6.1 Future Work

The most obvious and immediate improvements for the present methods of computing eigenmodes of Laplace-Beltrami operator would be: (i) formulation of the numerical scheme based on Reilly's formulas for higher-order linear differential operators such as Bi-Laplace-Beltrami operator, and (ii) deeper investigation of relationship between RBF node density, curvature, and shape parameter $\varepsilon$ on the one hand, and condition number for RBF interpolation matrix
and convergence rate of eigenmodes on the other hand.

The slightly more far-fetched prospective goal would be to obtain analytical estimates for convergence rate of RBF OGr and Reilly's formula based methods similar to the work done by Fuselier and Wright in [21] for RBF projection methods. Meanwhile we propose a few concrete improvements for the techniques described above that are lacking numerical results at the moment.

Specifically, we propose modifications to RBF Orthogonal Gradient (OGr) method which was introduced by Piret in [54] aimed at incorporating boundary conditions for the case of open manifolds. We also describe a multi-layer OGr approach with the intent to introduce more control over the order of convergence of RBF-reconstructed linear differential operators on manifold. The last suggestion is inspired by the idea that eigenvalues of regular Laplace operator defined in the tubular neighborhood of manifold converge to the eigenvalues of Laplace-Beltrami operator on the manifold as the size of the tubular neighborhood goes to zero. The idea, in turn, is supported by asymptotic calculations in section 2.4.

### 6.1.1 RBF-OGr Method on Manifolds with Boundary

### 6.1.1.1 Approximation of a Function on Manifolds with Constant Normal Extension

The key idea in OGr approach is to expand a function $u: \mathcal{M} \rightarrow \mathbb{R}$ from $\mathcal{M}$ to the embedding space $\mathbb{E}$ so that it will be constant along the normal of $\mathcal{M}[54]$ and will satisfy boundary conditions.

## Points Allocation

Assume that $\mathcal{M}$ is given implicitly as the zero level set of a distance function $d: \mathbb{E} \rightarrow \mathbb{R}$. Then for $k \in \mathbb{N}^{+}$denote

$$
\begin{aligned}
\mathcal{M} & =\{x \in \mathbb{E}: & & d(x)=0\}, \\
\mathcal{M}^{ \pm k} & =\{x \in \mathbb{E}: & & d(x)= \pm k\},
\end{aligned}
$$

Given a set of $N_{I}$ interior nodes $\left\{x_{i}\right\}_{i=1}^{N_{I}}$ in the interior of manifold $\mathcal{M}$ and $N_{B}$ boundary nodes $\left\{z_{i}\right\}_{i=1}^{N_{B}}$ on the boundary $\partial \mathcal{M}$, we define

$$
\begin{array}{ll}
\overrightarrow{\boldsymbol{x}}^{0}=\left\{x_{i}\right\}_{i=1}^{N_{I}} \in \mathcal{M}_{I}, & \overrightarrow{\boldsymbol{x}}^{ \pm k}=\left\{x_{i} \pm \delta k \overrightarrow{\boldsymbol{n}}_{x_{i}}\right\}_{i=1}^{N_{I}} \in \mathcal{M}_{I}^{ \pm k} \\
\overrightarrow{\boldsymbol{z}}^{0}=\left\{z_{i}\right\}_{i=1}^{N_{B}} \in \partial \mathcal{M} & \overrightarrow{\boldsymbol{z}}^{ \pm k}=\left\{z_{i} \pm \delta k \overrightarrow{\boldsymbol{n}}_{x_{i}}\right\}_{i=1}^{N_{B}} \in \partial \mathcal{M}^{ \pm k}
\end{array}
$$

sets of plus- and minus-layers interior and boundary nodes, where $\overrightarrow{\boldsymbol{n}}_{x}$ is the normal vector of $\mathcal{M}$ at the point $x \in \mathcal{M}$ and $\delta$ is constant. Denote $N=N_{I}+N_{B}$ as the total number of nodes in the interior of $\mathcal{M}$ and on the boundary. Finally, let us denote

$$
\overrightarrow{\boldsymbol{X}}^{0}=\left[\begin{array}{c}
\overrightarrow{\boldsymbol{x}}^{0} \\
\overrightarrow{\boldsymbol{z}}^{0}
\end{array}\right], \quad \overrightarrow{\boldsymbol{X}}^{ \pm k}=\left[\begin{array}{l}
\overrightarrow{\boldsymbol{x}}^{ \pm k} \\
\overrightarrow{\boldsymbol{z}}^{ \pm k}
\end{array}\right] .
$$



Figure 6.1: Illustration of plus and minus layers of one-dimensional manifold $\mathcal{M}$

## Function Reconstruction

Given a smooth function $\phi: \mathbb{R} \rightarrow \mathbb{R}$ and a points $\xi$, the $\operatorname{RBF}$ is defined as $\varphi(x, \xi):=$ $\phi(\|x-\xi\|)$, where $\|\cdot\|$ is a metric in $\mathbb{E}$. We say that $\varphi$ is centered at $\xi$ and estimated at $x$. Then, given a set $\overrightarrow{\boldsymbol{\xi}}=\left\{\xi_{i}\right\}$ of centers, an arbitrary function $u: \mathbb{E} \rightarrow \mathbb{R}$ can be approximated
by linear combination of RBFs:

$$
\begin{equation*}
u(x) \approx \sum_{i=1}^{N_{\xi}} \alpha_{i} \varphi\left(x, \xi_{i}\right) \tag{6.1}
\end{equation*}
$$

where $\overrightarrow{\boldsymbol{\alpha}}=\left\{\alpha_{i}\right\}_{i=1}^{N_{\xi}}$ is a vector of coefficients of RBF approximation of $u$. Choosing $\overrightarrow{\boldsymbol{\xi}}$ as

$$
\overrightarrow{\boldsymbol{\xi}}=\left\{\overrightarrow{\boldsymbol{X}}^{0} \cup \overrightarrow{\boldsymbol{X}}^{+1} \cup \cdots \cup \overrightarrow{\boldsymbol{X}}^{k_{\max }} \cup \overrightarrow{\boldsymbol{X}}^{-1} \cup \cdots \cup \overrightarrow{\boldsymbol{X}}^{-k_{\min }}\right\}
$$

we can write a RBF expansion of $u$ for the nodes $\overrightarrow{\boldsymbol{x}}^{k}$ in the matrix form $u\left(\overrightarrow{\boldsymbol{x}}^{k}\right)=\varphi\left(\overrightarrow{\boldsymbol{x}}^{k}, \overrightarrow{\boldsymbol{\xi}}\right) \overrightarrow{\boldsymbol{\alpha}}$. The total number of nodes then is $N_{\xi}=\left(k_{\min }+k_{\max }+1\right) N$.

Remark. It is common for centers $\overrightarrow{\boldsymbol{\xi}}$ to coincide with nodes $\overrightarrow{\boldsymbol{X}}$, however placing them on boundary $\partial \mathcal{M}$ proved to be inefficient [14]. Thus, we propose to place $\left(k_{\min }+k_{\max }+1\right) N_{I}$ centers to the interior nodes $\overrightarrow{\boldsymbol{x}}$, and remaining $\left(k_{\min }+k_{\max }+1\right) N_{B}$ centers outside but very close to $\partial \mathcal{M}^{ \pm k}$, i.e. for any point $z \in \partial \mathcal{M}^{ \pm k}$ there exists $\xi_{i} \in \overrightarrow{\boldsymbol{\xi}}$ s.t. $\left\|\xi_{i}-z\right\|_{\mathbb{E}} \leq \delta$, where $\delta$ is the distance between layers.

Denote $\boldsymbol{M}$ the metric matrix of RBF functions centered at $\overrightarrow{\boldsymbol{\xi}}$ and estimated at $\overrightarrow{\boldsymbol{x}}^{k}$ :

$$
\boldsymbol{M}:=\varphi\left(\overrightarrow{\boldsymbol{x}}^{k}, \overrightarrow{\boldsymbol{\xi}}\right)=\left[\begin{array}{ccc}
\varphi\left(x_{1}^{k}, \xi_{1}\right) & \ldots & \varphi\left(x_{1}^{k}, \xi_{N_{\xi}}\right) \\
\vdots & \ddots & \vdots \\
\varphi\left(x_{N_{I}}^{k}, \xi_{1}\right), & \ldots \varphi\left(x_{N_{I}}^{k}, \xi_{N_{\xi}}\right)
\end{array}\right]
$$

then the size of $\boldsymbol{M}$ is $N_{I} \times N_{\xi}$ and

$$
\begin{equation*}
u\left(\overrightarrow{\boldsymbol{x}}^{k}\right)=\boldsymbol{M} \overrightarrow{\boldsymbol{\alpha}} \tag{6.2}
\end{equation*}
$$

Now we will enhance the approximation of $u$ by enforcing constant normal extension and boundary conditions, so that $u$ will have the same values on all layers, $u\left(\overrightarrow{\boldsymbol{X}}^{0}\right)=u\left(\overrightarrow{\boldsymbol{X}}^{ \pm k}\right)$, and will satisfy $\mathcal{B}(u)(z)=0$ for all $z \in \partial \mathcal{M}$. The former can be done in either Low Order or the High Order manner. The latter is done by applying operator $\mathcal{B}$ to (6.2), so that denoting $\boldsymbol{B}:=\varphi_{\mathcal{B}}\left(\overrightarrow{\boldsymbol{z}}^{k}, \overrightarrow{\boldsymbol{\xi}}\right)=\left\{\mathcal{B}(\varphi)\left(\overrightarrow{\boldsymbol{z}}^{k}, \overrightarrow{\boldsymbol{\xi}}\right)\right\}$ and $\mathbf{0}, \mathbf{1}$ - zero and identity matrices, we write

$$
\begin{equation*}
\boldsymbol{B} \boldsymbol{\boldsymbol { \alpha }}=\mathbf{0}_{N_{B} \times 1} \tag{6.3}
\end{equation*}
$$

Low Order implies that values of $u$ on different layers are the same as the ones on the zero
layer:

$$
\left[\begin{array}{c}
\varphi\left(\overrightarrow{\boldsymbol{X}}^{0}\right)-\varphi\left(\overrightarrow{\boldsymbol{X}}^{+1}\right)  \tag{6.4}\\
\vdots \\
\varphi\left(\overrightarrow{\boldsymbol{X}}^{0}\right)-\varphi\left(\overrightarrow{\boldsymbol{X}}^{k_{\max }}\right) \\
\varphi\left(\overrightarrow{\boldsymbol{X}}^{0}\right)-\varphi\left(\overrightarrow{\boldsymbol{X}}^{-1}\right) \\
\vdots \\
\varphi\left(\overrightarrow{\boldsymbol{X}}^{0}\right)-\varphi\left(\overrightarrow{\boldsymbol{X}}^{-k_{\min }}\right)
\end{array}\right] \overrightarrow{\boldsymbol{\alpha}}=\left[\begin{array}{c}
\mathbf{0}_{N \times 1} \\
\vdots \\
\mathbf{0}_{N \times 1} \\
\mathbf{0}_{N \times 1} \\
\vdots \\
\mathbf{0}_{N \times 1}
\end{array}\right] .
$$

High Order proposes to enforce normal derivatives $\left(\partial_{\overrightarrow{\boldsymbol{n}}}\right)^{i}$ of $u$ to be zero:

$$
\left[\begin{array}{c}
(\overrightarrow{\boldsymbol{n}} \cdot \nabla) \varphi\left(\overrightarrow{\boldsymbol{X}}^{0}, \overrightarrow{\boldsymbol{\xi}}\right)  \tag{6.5}\\
(\overrightarrow{\boldsymbol{n}} \cdot \nabla)^{2} \varphi\left(\overrightarrow{\boldsymbol{X}}^{0}, \overrightarrow{\boldsymbol{\xi}}\right) \\
\vdots \\
(\overrightarrow{\boldsymbol{n}} \cdot \nabla)^{p} \varphi\left(\overrightarrow{\boldsymbol{X}}^{0}, \overrightarrow{\boldsymbol{\xi}}\right)
\end{array}\right] \overrightarrow{\boldsymbol{\alpha}}=\left[\begin{array}{c}
\mathbf{0}_{N \times 1} \\
\mathbf{0}_{N \times 1} \\
\vdots \\
\mathbf{0}_{N \times 1}
\end{array}\right]
$$

where $p=k_{\text {max }}+k_{\text {min }}$.

If we denote matrices on the left-hand side of (6.4) and (6.5) by $\boldsymbol{N}_{L O}$ and $\boldsymbol{N}_{H O}$ respectively and agree that $\boldsymbol{N}$ stands for either $\boldsymbol{N}_{L O}$ or $\boldsymbol{N}_{H O}$, we can write a RBF expansion of $u$ and compute corresponding coefficients $\overrightarrow{\boldsymbol{\alpha}}$ as following:

$$
\left[\begin{array}{c}
\boldsymbol{M}  \tag{6.6}\\
\boldsymbol{B} \\
\boldsymbol{N}
\end{array}\right] \overrightarrow{\boldsymbol{\alpha}}=\left[\begin{array}{c}
\mathbf{1}_{N_{I} \times N_{I}} \\
\mathbf{0}_{N_{B} \times N_{I}} \\
\mathbf{0}_{p N \times N_{I}}
\end{array}\right] u\left(\overrightarrow{\boldsymbol{x}}^{0}\right) \Longrightarrow \overrightarrow{\boldsymbol{\alpha}}=\left[\begin{array}{c}
\boldsymbol{M} \\
\boldsymbol{B} \\
\boldsymbol{N}
\end{array}\right]^{-1}\left[\begin{array}{c}
\mathbf{1}_{N_{I} \times N_{I}} \\
\mathbf{0}_{N_{B} \times N_{I}} \\
\mathbf{0}_{p N \times N_{I}}
\end{array}\right] u\left(\overrightarrow{\boldsymbol{x}}^{0}\right) \text {. }
$$

Note. To verify the invertibility of the leftmost matrix in (6.6) we break down sizes as follows: (i) the size of the "interpolation matrix" $\boldsymbol{M}$ is $N_{I} \times N_{\xi}$, (ii) the size of the "boundary conditions" matrix $\boldsymbol{B}$ is $N_{B} \times N_{\xi}$, and (iii) the size of the "constant normal extension" $\operatorname{matrix} N$ is $\left(k_{\min }+k_{\max }\right) N \times N_{\xi}=p N \times N_{\xi}$. Thus we ensure that the composite matrix is square.

Remark. The vector of coefficients $\boldsymbol{\boldsymbol { \alpha }}$ inherits notation from $\boldsymbol{N}$, i.e. we get $\overrightarrow{\boldsymbol{\alpha}}_{L O}$ and $\overrightarrow{\boldsymbol{\alpha}}_{H O}$ respectively if we substitute $\boldsymbol{N}_{L O}$ from (6.4) or $\boldsymbol{N}_{H O}$ from (6.5) into (6.6).

### 6.1.1.2 Operator Reconstruction

Here we derive Operator Matrix $\boldsymbol{D}$ such that given a vector $u\left(\overrightarrow{\boldsymbol{x}}^{0}\right)$, we could obtain values of $\mathcal{L}(u)\left(\overrightarrow{\boldsymbol{x}}^{0}\right)$ :

$$
\boldsymbol{D} u\left(\overrightarrow{\boldsymbol{x}}^{0}\right)=\mathcal{L}(u)\left(\overrightarrow{\boldsymbol{x}}^{0}\right) .
$$

Applying operator $\mathcal{L}$ to (6.1), we get $\mathcal{L}(u)\left(\overrightarrow{\boldsymbol{x}}^{0}\right)=\mathcal{L}(\varphi)\left(\overrightarrow{\boldsymbol{x}}^{0}\right):=\varphi_{\mathcal{L}}\left(\overrightarrow{\boldsymbol{x}}^{0}, \overrightarrow{\boldsymbol{\xi}}\right)$. Denoting $\boldsymbol{M}_{\mathcal{L}}$ the operator metric matrix $\varphi_{\mathcal{L}}\left(\overrightarrow{\boldsymbol{x}}^{0}, \overrightarrow{\boldsymbol{\xi}}\right)$ :

$$
\boldsymbol{M}_{\mathcal{L}}:=\varphi_{\mathcal{L}}\left(\overrightarrow{\boldsymbol{x}}^{0}, \overrightarrow{\boldsymbol{\xi}}\right)=\left[\begin{array}{ccc}
\mathcal{L}(\varphi)\left(x_{1}, \xi_{1}\right), & \ldots & \mathcal{L}(\varphi)\left(x_{1}, \xi_{N_{\xi}}\right) \\
\vdots & \ddots & \vdots \\
\mathcal{L}(\varphi)\left(x_{N_{I}}, \xi_{1}\right) & \ldots & \mathcal{L}(\varphi)\left(x_{N_{I}}, \xi_{N_{\xi}}\right)
\end{array}\right]
$$

we turn our target expression for differentiation matrix $D$ into

$$
\boldsymbol{D} u\left(\overrightarrow{\boldsymbol{x}}^{0}\right)=\boldsymbol{M}_{\mathcal{L}} \overrightarrow{\boldsymbol{\alpha}}
$$

Substituting $\overrightarrow{\boldsymbol{\alpha}}$ from (6.6) and solving for $D$, we get

$$
\boldsymbol{D}=\boldsymbol{M}_{\mathcal{L}}\left[\begin{array}{c}
\boldsymbol{M}  \tag{6.7}\\
\boldsymbol{B} \\
\boldsymbol{N}
\end{array}\right]^{-1}\left[\begin{array}{c}
\mathbf{1}_{N_{I} \times N_{I}} \\
\mathbf{0}_{N_{B} \times N_{I}} \\
\mathbf{0}_{p N \times N_{I}}
\end{array}\right]
$$

Remark. For $\boldsymbol{N}=\boldsymbol{N}_{L O}$ from (6.4), we get $D_{L O}$ representing Low Order reconstruction of $\mathcal{L}$, and for $\boldsymbol{N}=\boldsymbol{N}_{H O}$ from (6.5), we get $D_{H O}$ representing High Order differentiation matrix.

In order to estimate eigenmodes of (3.1), we solve the eigenvalue problem

$$
\boldsymbol{D} u\left(\overrightarrow{\boldsymbol{x}}^{0}\right)=\lambda u\left(\overrightarrow{\boldsymbol{x}}^{0}\right) .
$$

Example 6.1 (Laplace-Beltrami Operator with Neumann BC).
For the first problem in (3.2) we have the operator $\mathcal{L}=-\Delta$ which is of second order, so we need two extra layers (one positive and one negative) for Low Order and normal components of derivatives $(\overrightarrow{\boldsymbol{n}} \cdot \nabla)^{i}$ of up to the second order: $i \in\{1,2\}$. Thus we require $3 N$ RBF centers $\overrightarrow{\boldsymbol{\xi}}$ in order to make the middle matrix in (6.7) invertible. Boundary Operator $\mathcal{B}(u)=(\overrightarrow{\boldsymbol{b}} \cdot \nabla) u$, where $\overrightarrow{\boldsymbol{b}}$ is the binormal unit vector representing flux through the boundary,
which is defined as $\overrightarrow{\boldsymbol{b}}=\overrightarrow{\boldsymbol{t}}_{\partial \mathcal{M}} \times \overrightarrow{\boldsymbol{n}}$ so that

$$
D_{L O}=\varphi_{\Delta}\left(\overrightarrow{\boldsymbol{x}}^{0}, \overrightarrow{\boldsymbol{\xi}}\right)\left[\begin{array}{c}
\varphi\left(\overrightarrow{\boldsymbol{x}}^{0}, \overrightarrow{\boldsymbol{\xi}}\right) \\
(\overrightarrow{\boldsymbol{b}} \cdot \nabla) \varphi\left(\overrightarrow{\boldsymbol{z}}^{0}, \overrightarrow{\boldsymbol{\xi}}\right) \\
\varphi\left(\overrightarrow{\boldsymbol{X}}^{0}\right)-\varphi\left(\overrightarrow{\boldsymbol{X}}^{+1}\right) \\
\varphi\left(\overrightarrow{\boldsymbol{X}}^{0}\right)-\varphi\left(\overrightarrow{\boldsymbol{X}}^{-1}\right)
\end{array}\right]\left[\begin{array}{c}
\mathbf{1}_{N_{I} \times N_{I}} \\
\mathbf{0}_{N_{B} \times N_{I}} \\
\mathbf{0}_{N \times N_{I}} \\
\mathbf{0}_{N \times N_{I}}
\end{array}\right],
$$

and

$$
D_{H O}=\varphi_{\Delta}\left(\overrightarrow{\boldsymbol{x}}^{0}, \overrightarrow{\boldsymbol{\xi}}\right)\left[\begin{array}{c}
\varphi\left(\overrightarrow{\boldsymbol{x}}^{0}, \overrightarrow{\boldsymbol{\xi}}\right) \\
(\overrightarrow{\boldsymbol{b}} \cdot \nabla) \varphi\left(\overrightarrow{\boldsymbol{z}}^{0}, \overrightarrow{\boldsymbol{\xi}}\right) \\
(\overrightarrow{\boldsymbol{n}} \cdot \nabla) \varphi\left(\overrightarrow{\boldsymbol{X}}^{0}, \overrightarrow{\boldsymbol{\xi}}\right) \\
(\overrightarrow{\boldsymbol{n}} \cdot \nabla)^{2} \varphi\left(\overrightarrow{\boldsymbol{X}}^{0}, \overrightarrow{\boldsymbol{\xi}}\right)
\end{array}\right]\left[\begin{array}{c}
\mathbf{1}_{N_{I} \times N_{I}} \\
\mathbf{0}_{N_{B} \times N_{I}} \\
\mathbf{0}_{N \times N_{I}} \\
\mathbf{0}_{N \times N_{I}}
\end{array}\right],
$$

where $\varphi_{\Delta}\left(\overrightarrow{\boldsymbol{x}}^{0}, \overrightarrow{\boldsymbol{\xi}}\right)$ is the matrix with entries $\left\{\varphi_{\Delta}\left(\overrightarrow{\boldsymbol{x}}^{0}, \overrightarrow{\boldsymbol{\xi}}\right)\right\}_{i, j}=\Delta \varphi\left(\left\|x_{i}-\xi_{j}\right\|\right)$ which are the Laplacians of basis functions $\varphi$ centered at $\xi_{j} \in \overrightarrow{\boldsymbol{\xi}}$ and estimated at $x_{i} \in \overrightarrow{\boldsymbol{x}}^{0}$.

Example 6.2 (Biharmonic Operator with Dirichlet and Pinned Boundary Conditions.).
The second problem in (3.2) implies operator $\mathcal{L}=\Delta^{2}$ which is of order 4 , so we need four extra layers for Low Order and normal derivatives $(\overrightarrow{\boldsymbol{n}} \cdot \nabla)^{i}$ up to fourth order: $i \in\{1,2,3,4\}$. Thus we require $5 N+N_{B} \mathrm{RBF}$ centers $\overrightarrow{\boldsymbol{\xi}}$, where extra $N_{B}$ centers are required to match the additional $N_{B}$ equations coming from the second set of boundary conditions, since $\mathcal{B}$ actually stands for a system of two boundary conditions operators $\mathcal{B}_{1}$ - Dirichlet, and $\mathcal{B}_{2}-$ Pinned, and

$$
\mathcal{B}(u):=\left\{\begin{array}{l}
\mathcal{B}_{1}(u)=u \\
\mathcal{B}_{2}(u)=\left(\Delta-(\boldsymbol{N} \cdot \nabla)-(\boldsymbol{N} \cdot \nabla)^{2}\right)(u)
\end{array}\right.
$$

Then the differentiation matrices for operator $\Delta^{2}$ with such BCs can be computed as

$$
D_{L O}=\varphi_{\Delta^{2}}\left(\overrightarrow{\boldsymbol{x}}^{0}, \overrightarrow{\boldsymbol{\xi}}\right)\left[\begin{array}{c}
\varphi\left(\overrightarrow{\boldsymbol{x}}^{0}, \overrightarrow{\boldsymbol{\xi}}\right) \\
\varphi\left(\overrightarrow{\boldsymbol{z}}^{0}, \overrightarrow{\boldsymbol{\xi}}\right) \\
\left(\Delta-(\boldsymbol{N} \cdot \nabla)-(\boldsymbol{N} \cdot \nabla)^{2}\right) \varphi\left(\overrightarrow{\boldsymbol{z}}^{0}, \overrightarrow{\boldsymbol{\xi}}\right) \\
\varphi\left(\overrightarrow{\boldsymbol{X}}^{0}\right)-\varphi\left(\overrightarrow{\boldsymbol{X}}^{+1}\right) \\
\varphi\left(\overrightarrow{\boldsymbol{X}}^{0}\right)-\varphi\left(\overrightarrow{\boldsymbol{X}}^{+2}\right) \\
\varphi\left(\overrightarrow{\boldsymbol{X}}^{0}\right)-\varphi\left(\overrightarrow{\boldsymbol{X}}^{-1}\right) \\
\varphi\left(\overrightarrow{\boldsymbol{X}}^{0}\right)-\varphi\left(\overrightarrow{\boldsymbol{X}}^{-2}\right)
\end{array}\right]\left[\begin{array}{c}
\mathbf{1}_{N_{I} \times N_{I}} \\
\mathbf{0}_{N_{B} \times N_{I}} \\
\mathbf{0}_{N_{B} \times N_{I}} \\
\mathbf{0}_{N \times N_{I}} \\
\mathbf{0}_{N \times N_{I}} \\
\mathbf{0}_{N \times N_{I}} \\
\mathbf{0}_{N \times N_{I}}
\end{array}\right],
$$

and

$$
D_{H O}=\varphi_{\Delta^{2}}\left(\overrightarrow{\boldsymbol{x}}^{0}, \overrightarrow{\boldsymbol{\xi}}\right)\left[\begin{array}{c}
\varphi\left(\overrightarrow{\boldsymbol{x}}^{0}, \overrightarrow{\boldsymbol{\xi}}\right) \\
\varphi\left(\overrightarrow{\boldsymbol{z}}^{0}, \overrightarrow{\boldsymbol{\xi}}\right) \\
\left(\Delta-(\boldsymbol{N} \cdot \nabla)-(\boldsymbol{N} \cdot \nabla)^{2}\right) \varphi\left(\overrightarrow{\boldsymbol{z}}^{0}, \overrightarrow{\boldsymbol{\xi}}\right) \\
(\overrightarrow{\boldsymbol{n}} \cdot \nabla) \varphi\left(\overrightarrow{\boldsymbol{X}}^{0}, \overrightarrow{\boldsymbol{\xi}}\right) \\
(\overrightarrow{\boldsymbol{n}} \cdot \nabla)^{2} \varphi\left(\overrightarrow{\boldsymbol{X}}^{0}, \overrightarrow{\boldsymbol{\xi}}\right) \\
(\overrightarrow{\boldsymbol{n}} \cdot \nabla)^{3} \varphi\left(\overrightarrow{\boldsymbol{X}}^{0}, \overrightarrow{\boldsymbol{\xi}}\right) \\
(\overrightarrow{\boldsymbol{n}} \cdot \nabla)^{4} \varphi\left(\overrightarrow{\boldsymbol{X}}^{0}, \overrightarrow{\boldsymbol{\xi}}\right)
\end{array}\right]\left[\begin{array}{c}
\mathbf{1}_{N_{I} \times N_{I}} \\
\mathbf{0}_{N_{B} \times N_{I}} \\
\mathbf{0}_{N_{B} \times N_{I}} \\
\mathbf{0}_{N \times N_{I}} \\
\mathbf{0}_{N \times N_{I}} \\
\mathbf{0}_{N \times N_{I}} \\
\mathbf{0}_{N \times N_{I}}
\end{array}\right],
$$

where $\varphi_{\Delta^{2}}\left(\overrightarrow{\boldsymbol{x}}^{0}, \overrightarrow{\boldsymbol{\xi}}\right)$ is defined similar to $\varphi_{\Delta}\left(\overrightarrow{\boldsymbol{x}}^{0}, \overrightarrow{\boldsymbol{\xi}}\right)$ in Example 6.1.

### 6.1.1.3 Inverse Operator Reconstruction

It is possible to use the routine described in section 6.1.1.2 to reconstruct inverse operator $\mathcal{L}^{-1}: \mathcal{C}^{\infty}\left(\mathcal{M}_{I}\right) \rightarrow \mathcal{C}^{\infty}\left(\mathcal{M}_{I}\right)$, such that $\mathcal{L}^{-1} \mathcal{L}=\mathcal{L} \mathcal{L}^{-1}=I$ - identity operator. Let us introduce $v:=\mathcal{L}(u)$, so that $u=\mathcal{L}^{-1}(v)$, and substitute it to the problem (3.1):

$$
\left\{\begin{align*}
\mathcal{L}^{-1}(v)(x) & =1 / \lambda v(x), & & x \in \mathcal{M}_{I}  \tag{6.8}\\
\mathcal{B}(u)(x) & =0, & & x \in \partial \mathcal{M}
\end{align*}\right.
$$

Then we approximate $u$ by radial basis functions similarly to (6.2) denoting coefficients $\overrightarrow{\boldsymbol{\beta}}$ :

$$
\begin{equation*}
u\left(\overrightarrow{\boldsymbol{x}}^{0}\right)=\boldsymbol{M} \overrightarrow{\boldsymbol{\beta}} \Longrightarrow v\left(\overrightarrow{\boldsymbol{x}}^{0}\right)=\boldsymbol{M}_{\mathcal{L}} \overrightarrow{\boldsymbol{\beta}} \tag{6.9}
\end{equation*}
$$

In order to solve (6.8), we will derive Inverse Operator Matrix $R$ corresponding to $\mathcal{L}^{-1}$ :

$$
R v\left(\overrightarrow{\boldsymbol{x}}^{0}\right)=\mathcal{L}^{-1}(v)\left(\overrightarrow{\boldsymbol{x}}^{0}\right)=u\left(\overrightarrow{\boldsymbol{x}}^{0}\right)=\boldsymbol{M} \overrightarrow{\boldsymbol{\beta}}
$$

Now, using matrices $\boldsymbol{B}$ from (6.3) and $\boldsymbol{N}=\boldsymbol{N}_{L O / H O}$ from (6.4) or (6.5), we get $\overrightarrow{\boldsymbol{\beta}}$ :

$$
\overrightarrow{\boldsymbol{\beta}}=\left[\begin{array}{c}
\boldsymbol{M}_{\mathcal{L}}  \tag{6.10}\\
\boldsymbol{B} \\
\boldsymbol{N}
\end{array}\right]^{-1}\left[\begin{array}{c}
\mathbf{1}_{N_{I} \times N_{I}} \\
\mathbf{0}_{N_{B} \times N_{I}} \\
\mathbf{0}_{p N \times N_{I}}
\end{array}\right] v\left(\overrightarrow{\boldsymbol{x}}^{0}\right)
$$

Remark. As before, $\overrightarrow{\boldsymbol{\beta}}_{L O}$ corresponds for $\boldsymbol{N}=\boldsymbol{N}_{L O}$ and $\overrightarrow{\boldsymbol{\beta}}_{H O}$ for $\boldsymbol{N}=\boldsymbol{N}_{H O}$ in (6.10).

Substituting coefficients $\overrightarrow{\boldsymbol{\beta}}$ in (6.9), we get

$$
R=\boldsymbol{M}\left[\begin{array}{c}
\boldsymbol{M}_{\mathcal{L}} \\
\boldsymbol{B} \\
\boldsymbol{N}
\end{array}\right]^{-1}\left[\begin{array}{c}
\mathbf{1}_{N_{I} \times N_{I}} \\
\mathbf{0}_{N_{B} \times N_{I}} \\
\mathbf{0}_{p N \times N_{I}}
\end{array}\right]
$$

with $R_{L O}$ standing for Low Order and $R_{H O}$ for High Order for corresponding matrix $\boldsymbol{N}$.

To estimate eigenmodes of (3.1) we solve the following eigenproblem:

$$
R v\left(\overrightarrow{\boldsymbol{x}}^{0}\right)=1 / \lambda v\left(\overrightarrow{\boldsymbol{x}}^{0}\right) .
$$

### 6.1.2 Extended Multiple Layers RBF Orthogonal Gradient Approaches

The meshless approach based on radial basis functions is to approximate a solution by a linear superposition of radial symmetric functions, e.g., given a set of RBF centers $\overrightarrow{\boldsymbol{\xi}}=\left\{\xi_{i}\right\}$, and a function $\varphi(r): \mathbb{R} \rightarrow \mathbb{R}$ (called basic function), the solution is approximated by

$$
\begin{equation*}
u(x) \approx \sum_{i=1}^{N_{\xi}} \alpha_{i} \varphi\left(\left\|x-\xi_{i}\right\|\right) \tag{6.11}
\end{equation*}
$$

where $\xi_{i} \in \mathcal{M}, i=1, \ldots, N_{\xi}$, and $N_{\xi}$ is the number of points in $\overrightarrow{\boldsymbol{\xi}}$.


Figure 6.2: Illustration of points on two plus-layers $\left(\mathcal{M}^{+1}\right.$ and $\left.\mathcal{M}^{+2}\right)$ and a minus-layer $\left(\mathcal{M}^{-1}\right)$ of a two-dimensional manifold $\mathcal{M}$.

In order to solve the surface problem, the locations of RBF centers and the collocation points are chosen in a special way. Denote $\partial \mathcal{M}$ as the boundary of the manifold $\mathcal{M}$. Like in the previous subsection, suppose we have a point cloud sampling consisting of a set of $N_{I}$ interior nodes $\left\{x_{i}\right\}_{i=1}^{N_{I}} \in \mathcal{M}$ and $N_{B}$ boundary nodes $\left\{z_{i}\right\}_{i=1}^{N_{B}} \in \partial \mathcal{M}$ with $N=N_{I}+N_{B}$ the total number of collocation points in the interior of $\mathcal{M}$ and on the boundary of $\mathcal{M}$. Define the sets of plus- and minus-layers interior and boundary nodes:

$$
\overrightarrow{\boldsymbol{x}}^{ \pm k}=\left\{x_{i} \pm \delta k \overrightarrow{\boldsymbol{n}}\left(x_{i}\right)\right\}_{i=1}^{N_{I}}, \quad \overrightarrow{\boldsymbol{z}}^{ \pm k}=\left\{z_{i} \pm \delta k \overrightarrow{\boldsymbol{n}}\left(x_{i}\right)\right\}_{i=1}^{N_{B}} .
$$

where $\delta$ is a fixed parameter called distance between layers. See Fig. 6.2 for an illustration of these points. In general, the point cloud datasets can be scattering points.

Finally, let us denote

$$
\overrightarrow{\boldsymbol{X}}^{ \pm k}=\left[\begin{array}{c}
\overrightarrow{\boldsymbol{x}}^{ \pm k} \\
\overrightarrow{\boldsymbol{z}}^{ \pm k}
\end{array}\right]
$$

Suppose we want to solve the Laplace-Beltrami eigenvalue problem

$$
\left\{\begin{align*}
-\Delta_{\mathcal{M}} u & =\lambda u, & & x \in \mathcal{M}  \tag{6.12}\\
u & =0, & & x \in \partial \mathcal{M}
\end{align*}\right.
$$

Choosing

$$
\overrightarrow{\boldsymbol{\xi}}=\left\{\overrightarrow{\boldsymbol{X}}^{0} \cup \overrightarrow{\boldsymbol{X}}^{1} \cup \cdots \cup \overrightarrow{\boldsymbol{X}}^{k_{\max }} \cup \overrightarrow{\boldsymbol{X}}^{-1} \cup \cdots \cup \overrightarrow{\boldsymbol{X}}^{-k_{\min }}\right\}, \quad N_{\xi}=\left(k_{\max }+k_{\min }+1\right) N
$$

with given $k_{\max }$ and $k_{\text {min }}$, we can build RBF approximation of $u$ by enforcing the boundary conditions and the derivatives along the normal direction to vanish. For example, if $k_{\max }=$ $k_{\text {min }}=1$, we use three layers to construct the approximation and require both $u_{n}=0$ and $u_{n \boldsymbol{n}}=0$. One way to implement this is through the finite difference estimation in the normal direction, i.e.,

$$
u_{n}\left(\overrightarrow{\boldsymbol{X}}^{0}\right) \approx \frac{u\left(\overrightarrow{\boldsymbol{X}}^{1}\right)-u\left(\overrightarrow{\boldsymbol{X}}^{-1}\right)}{2 \delta}=0, \quad \text { and } \quad u_{n n}\left(\overrightarrow{\boldsymbol{X}}^{0}\right) \approx \frac{u\left(\overrightarrow{\boldsymbol{X}}^{1}\right)-2 u\left(\overrightarrow{\boldsymbol{X}}^{0}\right)+u\left(\overrightarrow{\boldsymbol{X}}^{-1}\right)}{\delta^{2}}=0
$$

are both second-order accurate. Next, construct an approximation of $u$ in the form of (6.11) satisfying

$$
\left[\begin{array}{c}
\varphi\left(\overrightarrow{\boldsymbol{x}}^{0}, \overrightarrow{\boldsymbol{\xi}}\right) \\
\varphi\left(\overrightarrow{\boldsymbol{z}}^{0}, \overrightarrow{\boldsymbol{\xi}}\right) \\
\varphi\left(\overrightarrow{\boldsymbol{X}}^{0}, \overrightarrow{\boldsymbol{\xi}}\right)-\varphi\left(\overrightarrow{\boldsymbol{X}}^{1}, \overrightarrow{\boldsymbol{\xi}}\right) \\
\varphi\left(\overrightarrow{\boldsymbol{X}}^{1}, \overrightarrow{\boldsymbol{\xi}}\right)-2 \varphi\left(\overrightarrow{\boldsymbol{X}}^{0}, \overrightarrow{\boldsymbol{\xi}}\right)+\varphi\left(\overrightarrow{\boldsymbol{X}}^{-1}, \overrightarrow{\boldsymbol{\xi}}\right)
\end{array}\right] \overrightarrow{\boldsymbol{\alpha}}=\left[\begin{array}{c}
u\left(\overrightarrow{\boldsymbol{x}}^{0}\right) \\
u\left(\overrightarrow{\boldsymbol{z}}^{0}\right) \\
\mathbf{0}_{N \times 1} \\
\mathbf{0}_{N \times 1}
\end{array}\right]=\left[\begin{array}{c}
\mathbf{I}_{N_{I} \times N} \\
\mathbf{0}_{N_{B} \times N} \\
\mathbf{0}_{N \times N} \\
\mathbf{0}_{N \times N}
\end{array}\right] u\left(\overrightarrow{\boldsymbol{x}}^{0}\right)
$$

where $\overrightarrow{\boldsymbol{\alpha}}=\left\{\alpha_{1}, \ldots, \alpha_{N}\right\}$ is the vector of expansion coefficients $\alpha_{i}, i=1, \ldots, N_{\xi}=3 N$ from (6.11), and $\varphi\left(\overrightarrow{\boldsymbol{X}}^{k}, \overrightarrow{\boldsymbol{\xi}}\right)$ is $N$ by $3 N$ matrix with the RBF functions centered at $\overrightarrow{\boldsymbol{\xi}}$ and estimated at $\overrightarrow{\boldsymbol{X}}^{k}$, i.e.,

$$
\varphi\left(\overrightarrow{\boldsymbol{X}}^{k}, \overrightarrow{\boldsymbol{\xi}}\right)=\left[\begin{array}{ccc}
\varphi\left(\left\|x_{1}-\xi_{1}\right\|\right) & \cdots & \varphi\left(\left\|x_{1}-\xi_{N_{\xi}}\right\|\right) \\
\vdots & \ddots & \vdots \\
\varphi\left(\left\|z_{N_{B}}-\xi_{1}\right\|\right) & \cdots & \varphi\left(\left\|z_{N_{B}}-\xi_{N_{\xi}}\right\|\right)
\end{array}\right]
$$

and it leads to

$$
\overrightarrow{\boldsymbol{\alpha}}=\left[\begin{array}{c}
\varphi\left(\overrightarrow{\boldsymbol{x}}^{0}, \overrightarrow{\boldsymbol{\xi}}\right)  \tag{6.13}\\
\varphi\left(\overrightarrow{\boldsymbol{z}}^{0}, \overrightarrow{\boldsymbol{\xi}}\right) \\
\varphi\left(\overrightarrow{\boldsymbol{X}}^{0}, \overrightarrow{\boldsymbol{\xi}}\right)-\varphi\left(\overrightarrow{\boldsymbol{X}}^{1}, \overrightarrow{\boldsymbol{\xi}}\right) \\
\varphi\left(\overrightarrow{\boldsymbol{X}}^{1}, \overrightarrow{\boldsymbol{\xi}}\right)-2 \varphi\left(\overrightarrow{\boldsymbol{X}}^{0}, \overrightarrow{\boldsymbol{\xi}}\right)+\varphi\left(\overrightarrow{\boldsymbol{X}}^{-1}, \overrightarrow{\boldsymbol{\xi}}\right)
\end{array}\right]^{-1}\left[\begin{array}{c}
\mathbf{I}_{N_{I} \times N} \\
\mathbf{0}_{N_{B} \times N} \\
\mathbf{0}_{N \times N} \\
\mathbf{0}_{N \times N}
\end{array}\right] u\left(\overrightarrow{\boldsymbol{x}}^{0}\right)
$$

where $\mathbf{I}_{N_{I} \times N}$ is the $N_{I}$ by $N$ identity matrix and $\mathbf{0}_{N_{B} \times N}$ is the $N_{B}$ by $N$ zero matrix.

Similar to the idea to create higher order scheme in finite difference framework by using wider stencils, one can use multiple layers to generate more accurate approximation. For example, one can use fourth order approximation for $u_{n}=0$ and $u_{n n}=0$ and second order approximation for $u_{n n n}=0$ and $u_{n n n n}=0$ for 5 layers computation.

Another way to construct the approximation is based on the differentiability of RBF, i.e.

$$
\left[\begin{array}{c}
\varphi\left(\overrightarrow{\boldsymbol{x}}^{0}, \overrightarrow{\boldsymbol{\xi}}\right) \\
\varphi\left(\overrightarrow{\boldsymbol{z}}^{0}, \overrightarrow{\boldsymbol{\xi}}\right) \\
\varphi_{n}\left(\overrightarrow{\boldsymbol{X}}^{0}, \overrightarrow{\boldsymbol{\xi}}\right) \\
\varphi_{n n}\left(\overrightarrow{\boldsymbol{X}}^{0}, \overrightarrow{\boldsymbol{\xi}}\right)
\end{array}\right] \overrightarrow{\boldsymbol{\alpha}}=\left[\begin{array}{c}
u\left(\overrightarrow{\boldsymbol{x}}^{0}\right) \\
u\left(\overrightarrow{\boldsymbol{z}}^{0}\right) \\
\mathbf{0}_{N \times 1} \\
\mathbf{0}_{N \times 1}
\end{array}\right]=\left[\begin{array}{c}
\mathbf{I}_{N_{I} \times N} \\
\mathbf{0}_{N_{B} \times N} \\
\mathbf{0}_{N \times N} \\
\mathbf{0}_{N \times N}
\end{array}\right] u\left(\overrightarrow{\boldsymbol{x}}^{0}\right)
$$

where $\varphi_{n}\left(\overrightarrow{\boldsymbol{X}}^{k}, \overrightarrow{\boldsymbol{\xi}}\right)$ and $\varphi_{n n}\left(\overrightarrow{\boldsymbol{X}}^{k}, \overrightarrow{\boldsymbol{\xi}}\right)$ are the $N \times 3 N$ matrices with $\varphi, \varphi_{n}, \varphi_{n n}$ centered at $\overrightarrow{\boldsymbol{\xi}}$ and estimated at $\overrightarrow{\boldsymbol{X}}^{k}$. Thus we have an expression for vector of coefficients $\alpha_{i}$ :

$$
\overrightarrow{\boldsymbol{\alpha}}=\left[\begin{array}{c}
\varphi\left(\overrightarrow{\boldsymbol{x}}^{0}, \overrightarrow{\boldsymbol{\xi}}\right)  \tag{6.14}\\
\varphi\left(\overrightarrow{\boldsymbol{z}}^{0}, \overrightarrow{\boldsymbol{\xi}}\right) \\
\varphi_{n}\left(\overrightarrow{\boldsymbol{X}}^{0}, \overrightarrow{\boldsymbol{\xi}}\right) \\
\varphi_{n n}\left(\overrightarrow{\boldsymbol{X}}^{0}, \overrightarrow{\boldsymbol{\xi}}\right)
\end{array}\right]^{-1}\left[\begin{array}{c}
\mathbf{I}_{N_{I} \times N} \\
\mathbf{0}_{N_{B} \times N} \\
\mathbf{0}_{N \times N} \\
\mathbf{0}_{N \times N}
\end{array}\right] u\left(\overrightarrow{\boldsymbol{x}}^{0}\right) .
$$

Now we can formulate the RBF representation for (6.12). With the vanishing derivatives approximation along the normal directions, we can then replace Laplace-Beltrami operator in (6.12) by regular Laplace operator. Thus

$$
-\left[\Delta \varphi\left(\overrightarrow{\boldsymbol{X}}^{0}, \overrightarrow{\boldsymbol{\xi}}\right)\right] \overrightarrow{\boldsymbol{\alpha}}=\lambda u\left(\overrightarrow{\boldsymbol{X}}^{0}\right)
$$

Combining expression above with (6.13) yields approximation matrix for Laplace-Beltrami operator:

$$
\Delta_{\mathcal{M}} \approx \Delta_{\mathcal{M}}^{D_{1}}=\left[\Delta \varphi\left(\overrightarrow{\boldsymbol{X}}^{0}, \overrightarrow{\boldsymbol{\xi}}\right)\right]\left[\begin{array}{c}
\varphi\left(\overrightarrow{\boldsymbol{x}}^{0}, \overrightarrow{\boldsymbol{\xi}}\right) \\
\varphi\left(\overrightarrow{\boldsymbol{z}}^{0}, \overrightarrow{\boldsymbol{\xi}}\right) \\
\varphi\left(\overrightarrow{\boldsymbol{X}}^{0}, \overrightarrow{\boldsymbol{\xi}}\right)-\varphi\left(\overrightarrow{\boldsymbol{X}}^{1}, \overrightarrow{\boldsymbol{\xi}}\right) \\
\varphi\left(\overrightarrow{\boldsymbol{X}}^{1}, \overrightarrow{\boldsymbol{\xi}}\right)-2 \varphi\left(\overrightarrow{\boldsymbol{X}}^{0}, \overrightarrow{\boldsymbol{\xi}}\right)+\varphi\left(\overrightarrow{\boldsymbol{X}}^{-1}, \overrightarrow{\boldsymbol{\xi}}\right)
\end{array}\right]^{-1}\left[\begin{array}{c}
\mathbf{I}_{N_{I} \times N} \\
\mathbf{0}_{N_{B} \times N} \\
\mathbf{0}_{N \times N} \\
\mathbf{0}_{N \times N}
\end{array}\right]
$$

Using formula (6.14) to represent $\boldsymbol{\boldsymbol { \alpha }}$ in the matrix approximation of Laplace-Beltrami operator we get:

$$
\Delta_{\mathcal{M}} \approx \Delta_{\mathcal{M}}^{D_{2}}=\left[\Delta \varphi\left(\overrightarrow{\boldsymbol{X}}^{0}, \overrightarrow{\boldsymbol{\xi}}\right)\right]\left[\begin{array}{c}
\varphi\left(\overrightarrow{\boldsymbol{x}}^{0}, \overrightarrow{\boldsymbol{\xi}}\right) \\
\varphi\left(\overrightarrow{\boldsymbol{z}}^{0}, \overrightarrow{\boldsymbol{\xi}}\right) \\
\varphi_{n}\left(\overrightarrow{\boldsymbol{X}}^{0}, \overrightarrow{\boldsymbol{\xi}}\right) \\
\varphi_{n n}\left(\overrightarrow{\boldsymbol{X}}^{0}, \overrightarrow{\boldsymbol{\xi}}\right)
\end{array}\right]^{-1}\left[\begin{array}{c}
\mathbf{I}_{N_{I} \times N} \\
\mathbf{0}_{N_{B} \times N} \\
\mathbf{0}_{N \times N} \\
\mathbf{0}_{N \times N}
\end{array}\right]
$$

### 6.1.3 Improvements for Orthogonal Gradient Method

Inspired by Piret's High Order Orthogonal Gradient method [54] described in subsection 3.3.5, we propose to reduce the size of differentiation matrix (3.5) by combining two conditions $(\overrightarrow{\boldsymbol{n}} \cdot \nabla) \Phi(\overrightarrow{\boldsymbol{\xi}})=\overrightarrow{\mathbf{0}}$ and $(\overrightarrow{\boldsymbol{n}} \cdot \nabla)^{2} \Phi(\overrightarrow{\boldsymbol{\xi}})=\overrightarrow{\mathbf{0}}$ in (3.4) $\mathcal{S}_{n}\left(\overrightarrow{\boldsymbol{X}}^{0}\right)=\mathbf{0}$ and $\mathcal{S}_{\boldsymbol{n} \boldsymbol{n}}\left(\overrightarrow{\boldsymbol{X}}^{0}\right)=\mathbf{0}$ into a single one $|(\overrightarrow{\boldsymbol{n}} \cdot \nabla) \Phi(\overrightarrow{\boldsymbol{\xi}})|^{2}+\left|(\overrightarrow{\boldsymbol{n}} \cdot \nabla)^{2} \Phi(\overrightarrow{\boldsymbol{\xi}})\right|^{2}=\overrightarrow{\mathbf{0}}$. Thus we reduce the size of the matrix from $3 N$ to $2 N$. This significantly decreases computational complexity as normally one would need to invert that matrix in order to compute coefficients of interpolation.

### 6.2 Conclusion

In this work we present analytical justification (chapter 2) and numerical results (section 5.1 and section 5.2) in an attempt to demonstrate improved performance of RBF-based method utilizing Reilly's formulas for the Laplace-Beltrami operator over other commonly suggested
methods.

The superior performance of the proposed method based on Reilly's formulas can be attributed to reduced size of the metric matrix and the smaller condition number, as well as generalized eigenproblem formulation that allows one to reduce or eliminate spurious modes with non-zero imaginary part.

Additionally, the comparative numerical study of performance of various related methods is presented in chapter 5 . Examples include planar curves and smooth compact surfaces of various genus.

Potential future work section contains multiple suggestions on improvement of algorithms, as well as extending them to the cases of manifolds with boundary. One of the proposed techniques is in fact an amalgamation of Orthogonal Gradient High Order and Low Order methods, and is analytically justified by asymptotic analysis of eigenvalues of Laplace operator on a thin ring and thin shell and comparison with Laplace-Beltrami eigenvalues of a circle and sphere respectively.

## Appendix A

## Notion of Curvature

Here we provide formal definitions of different types of curvature on curves and surface used in the examples below.

Definition 7 (Curvature for planar curves). Given a smooth planar curve $\Gamma$, it curvature can be defined in one of the several ways listed below, all of which are equivalent [23]:

- the inverse of the radius of osculating circle;
- rate of change of tangent direction;
- amount of deviation of the curve from its tangent line;
- element of area of circular component of arclength.

The basic idea of curvature boils down to quantifying amount of deviation of the manifold from its tangent space for an infinitesimal neghborhood of a given point. Although pretty straightforward for planar curves, formalizing this idea for surfaces is slightly more ambiguous, as there could be more than one way to implement it. Definitions below provide analytical as well as geometric insight into the concept.

Definition 8 (Normal and principal curvatures). Given two-dimensional smooth manifold
$\mathcal{M}$ embedded into 3D Euclidean space with unit normal $\overrightarrow{\boldsymbol{n}}_{p}$ and some tangent vector $\overrightarrow{\boldsymbol{t}}_{p}$ originating at the same point $p \in \mathcal{M}$, the normal curvature $\kappa_{\vec{n}}(\overrightarrow{\boldsymbol{t}})$ in the direction $\overrightarrow{\boldsymbol{t}}$ is the curvature of the curve obtained by intersecting the manifold with the plane spanning vectors $\overrightarrow{\boldsymbol{t}}_{p}$ and $\overrightarrow{\boldsymbol{t}}_{p}$. Then the principal curvatures $\kappa_{1}$ and $\kappa_{2}$ are the minimum and maximum values of normal curvature $\kappa_{\vec{n}}$ varying $\overrightarrow{\boldsymbol{t}}$ respectively.

Definition 9 (Gaussian and mean curvature). Given two-dimensional smooth manifold $\mathcal{M}$ embedded into 3D Euclidean space, the Gaussian curvature can be defined in one of the two equivalent ways:

- product of principle curvatures
- element of area of spherical component of surface area.

Similarly, the mean curvature can be defined as

- the average of principle curvatures
- rate of change of surface area under the infinitesimal change of manifold in the normal direction.
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[^0]:    ${ }^{1}$ In general, for a given manifold the choice of metric is not unique as metric tensor $g$ is just a smooth positive-definite quadratic form defined on tangent bundle $T_{p} \mathcal{M}$ in terms of $\partial_{i} \partial_{j}$.

