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CHAPTER I 
 

 

INTRODUCTION 

 

 It is safe to say that many people think about meeting that “special someone”, falling in 

love, and spending the rest of their lives in a loving relationship. At the core of these fantasies lies 

the ideal “other” whom we have created in our minds, based on early childhood relationships with 

our parents, friends, and other important persons (Pines, 1998). This image of our ideal romantic 

partner embodies what we search for when meeting potential mates.  

In finding someone who closely matches our ideal lover, the possibility of forming a 

romantic relationship with this person comes alive. As romance unfolds, new lovers experience 

intense feelings of excitement, hope, and sheer joy. These positive feelings are just one benefit of 

being romantically involved.  Based on an extensive literature review, lower levels of physical 

and emotional stress have consistently been found for married couples in comparison to 

unmarried persons (Coombs, 1991). Married individuals also report the highest levels of well-

being and happiness, followed by cohabitating couples, dating couples, and last of all, single 

persons (Kamp, Dash & Amato, 2005). Supporting the results of Kamp et al. (2005), Soons & 

Liefbroer (2008) found that married persons reported the highest levels of well-being in a Dutch 

sample of young adults, followed by cohabiting individuals, dating adults, and then singles. These 

researchers suggest that increases in physical and psychological well-being are the result of 

greater access to material, social, and personal resources that are associated with involvement in a 

romantic relationship.
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Romantic partnerships can be associated with negative emotions as well, particularly 

once the beginning stage of passion inevitably ends and disillusionment with one’s new partner 

surfaces (Person, 2007). As time goes by, we no longer idealize our once “perfect” partner to 

such a significant degree. Situations change and new roles and responsibilities emerge, which can 

lead to a falling out of love (Person, 2007). For individuals with existing mental health issues, 

negative feelings within one’s relationship (e. g. fear, dependency, resentment, anger, jealousy) 

are more likely to lead to acting-out in unhealthy ways. For example, in the face of conflict, 

young adults who engaged in more attacking behaviors with romantic partners reported more 

symptoms of depression (Marchand-Reilly, 2009). More specifically, depressive symptoms in 

men and increased levels of attachment anxiety (e. g. fear of abandonment, feelings of rejection) 

in women were strong predictors of utilization of negative behaviors during conflict (Reese-

Weber & Marchand, 2002).  

One of the most distressing events that can occur in romantic partnerships is the suspicion 

of or actual bouts of infidelity. Not only has it been reported as the leading reason for divorce 

around the world (Buss, 2000), but it is immensely hurtful and can completely breach the trust 

between partners. Moreover, acts of infidelity leave people feeling heartbroken, regardless of 

cultural group or ethnicity (Druckerman, 2007). When asked to share a hurtful event they had 

experienced, college students within romantic dyads were most likely to talk about a partner’s 

sexual infidelity. Sexual infidelity was not only associated with the greatest amounts of hurt, 

rejection, and negative self-perception (Feeney, 2004), but it had the greatest negative long-term 

effects on the victims and the romantic relationships.  

The assortment of painful feelings that are evoked upon discovering a partner’s 

unfaithfulness fit neatly under the umbrella of emotional distress. Common emotional reactions 

include feelings of anger, hurt, humiliation, self-blame, and insecurity, along with fears of 

rejection, abandonment, and lifelong loneliness. But possibly the most frequently experienced 

emotion when faced with a partner’s infidelity is the universal feeling of jealousy, or “a state that 
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is aroused by a perceived threat to a valued relationship or position and motivates behavior aimed 

at countering the threat” (Daly, Wilson, & Weghorst, 1982, p. 12). From an evolutionary 

perspective, jealousy is an innate, protective mechanism that we have acquired over thousands of 

years to identify and eliminate reproductive threats. According to Buss (2000), “the vast majority 

of jealous episodes are useful expressions of effective coping strategies that are designed to deal 

with real threats to relationships” (pp. 35-36). Jealousy can be a sign of commitment to one’s 

partner, can intensify sexual passion, and is often associated with love (Buss, 2000; Pines, 1998). 

Moreover, it can compel lovers to take a closer look at their relationship (Pines, 1998). On the 

other hand, jealousy is often accompanied by a multitude of negative emotions such as anger, 

insecurity, rejection, fear, betrayal, paranoia, depression, loneliness, confusion, envy, and 

resentment (Buss, 2000), not to mention symptoms of PTSD such as intrusive memories, 

avoidance behaviors, and hypervigilance (Pines, 1998). Although neither sex is more jealous than 

the other, women and men express jealousy in very different ways (Buss, 2000; Fisher, 1992). 

Women, for example, are more likely to express their hurt feelings by crying, self-blaming, 

making themselves more physically attractive, inducing jealousy in their partners (Pines, 1998), 

or avoiding their jealous feelings in order to salvage the relationship (Fisher, 1992; Pines, 1998). 

Men, on the other hand, are more likely to become angry (Pines, 1998) and abandon the 

relationship in order to maintain self-esteem and pride (Fisher, 1992). Interestingly enough, level 

of perceived power within one’s relationship has been shown to influence the expression of 

jealousy. Namely, women who feel powerful and are less dependent on their partners tend to 

react similarly to men by acting on their anger and ending the relationship (Pines, 1998). 

Exploring sexual orientation differences in jealousy, lesbian, gay, and bisexual (LGB) individuals 

have been posited to be more susceptible to jealous feelings than heterosexuals, particularly when 

one or both partners keep the same-sex relationship hidden out of fear of discrimination. This can 

cause insecure feelings, which often increases one’s risk of jealousy (Pines, 1998).  
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These findings create a perplexing question: If infidelity is so hurtful that it leaves people 

broken-hearted, evokes powerful feelings of jealousy, stimulates feelings of depression and anger, 

and quite often leads to the termination of romantic partnerships, then why do people cheat? 

When asked this question, almost 70 percent of adults agreed that the top reason for cheating was 

finding the extra-pair partner attractive (Brand, Markey, Mills, & Hodges, 2007). Other reasons 

stated by women were unhappiness in the current relationship (54.6%) and feeling that the extra-

pair partner made them feel attractive (42.3%), with both of these reasons endorsed significantly 

more by women than men. Men seemed to engage in unfaithful acts more than women as a result 

of boredom in the current relationship (42.9%) and simply because the opportunity presented 

itself (32.1%). Looking at what is evolutionarily advantageous for both sexes, men are more 

likely cheat in order to increase sexual variety and consequently increase the chances of spreading 

their genes (Buss, 2000), whereas women are more likely to engage in outside sexual relations in 

order to acquire additional or better resources (Fisher, 1992). Women also have to be more 

careful about whom they choose to mate with, since getting pregnant by a man who does not or 

cannot provide adequate resources has severe consequences for the woman and her offspring 

(Barash & Lipton, 2001). It has also been suggested that women have the luxury of choice 

because their eggs are often considered invaluable to men (Barash & Lipton, 2001). Personality 

traits have also been identified that predict one’s vulnerability to being either a perpetrator or 

victim of infidelity (Buss, 2000). For example, individuals with high levels of narcissism, low 

levels of conscientiousness (e. g. unreliable, careless, lazy, impulsive), and high levels of 

psychoticism (e. g. poor self-control, sociopathic traits, lack of empathy) are more likely to cheat. 

On the other hand, individuals are more likely to be cheated on if they are emotionally unstable 

and frequently initiate arguments with their partners.              

When prevalence rates of sexual infidelity across the lifetime are gathered from non-

random samples, the numbers are astonishing yet incredibly deceiving, with estimates ranging 

from 25 to almost 75 percent (Fisher, 1992). But when nationally representative samples of the 
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United States population are investigated, a remarkably different picture unfolds, with average 

rates of sexual infidelity while married falling between 11 and 23 percent (Smith, 2006; 

Wiederman, 1997). Moreover, men report engaging in sexual infidelity significantly more than 

women. For example, among individuals who had ever been married, 11.6% of women and 

22.7% of men reported engaging in extramarital sex at least once in their lifetime (Wiederman, 

1997). Similarly, in a study comprised of more than 2,000 participants (Smith, 2006), men 

reported higher frequencies of sexual infidelity during the course of marriage than women 

(approximately 21% and 12%, respectfully).   

In recent years, this apparent sex difference has seemed to disappear or even reverse for 

Americans, with women reporting higher rates of infidelity than men. One explanation for this is 

related to how cheating is being defined. For example, when infidelity is defined as “any form of 

romantic and/or sexual involvement, short or long-term, including kissing, while the individual is 

in a relationship with another person” (Brand et al., 2007, p. 104), 31.4% of female university 

students reported having been unfaithful at some point as compared to 24.0% of males. In a 

follow-up study, more women (50.6%) reported a history of cheating than men (39.3%). This sex 

difference disappeared when cheating was limited to acts of sexual intercourse, with 19% of 

women and 21% of men endorsing engagement in this behavior. Note, however, that these 

samples were not randomly selected, and the majority of participants reported episodes of 

cheating that occurred in dating relationships. Therefore, these findings cannot be directly 

compared with results from Smith (2006) and Wiederman (1997) in which randomly-sampled 

individuals were queried about infidelity committed during one’s marriage. In another non-

random sample of university students, more college-aged women reported extradyadic dating 

(44.7%) than men (39.5%; Wiederman & Hurd, 1999). Although women and men reported 

similar levels of romantic kissing (61.0% and 68.2%, respectfully), men reported statistically 

significantly higher rates of kissing with fondling, performing and receiving oral sex, and having 

sexual intercourse. 
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Another reason for this new trend is that younger generations are responding to these 

surveys much differently than older cohorts. At present in the United States, sexuality saturates 

the media and is regularly discussed and displayed in public domains, making it less taboo and 

more socially acceptable. Additionally, women’s sexual freedoms have increased dramatically 

over the past several decades, and women are independently engaging in dual roles as both 

caretaker and career professionals in remarkable numbers. With these changes, it seems plausible 

that women are less dependent on men for needed resources and less fearful of being publically 

ostracized if deciding to commit infidelity. Therefore, it makes intuitive sense that women in 

today’s Westernized societies are much more willing and able to stray from their partners if they 

are inclined to do so. Support for these generational differences was found by Wiederman (1997), 

who observed the disappearance of the sex difference when looking at lifetime rates of 

extramarital sex for individuals under 40 years of age. A similar trend was found by Smith 

(2006), with a greater frequency of extramarital relations being reported among younger 

generations.    

Cross-cultural explorations of infidelity reveal that individuals from the United States 

report similar or lower rates of infidelity than those in most other countries (Druckerman, 2007). 

Moreover, women and men in the United States report similar rates of infidelity in a 12-month 

period, 3.1% and 3.9% respectively, whereas men from most other countries cheat at drastically 

higher rates than women. Americans also tend to believe that perpetrators of infidelity should feel 

tremendously guilty about their affairs and punish themselves relentlessly. Once affairs are 

discovered, it is not uncommon for American couples to ruminate constantly over the infidelity 

for months or even years, disclose all the fine details of the unfaithful acts, and attend couples 

counseling. This sharply contrasts how infidelity is perceived and reacted to in other countries 

including France, Russia, Japan , and South America, where infidelity is often less devastating, 

more prevalent, more tolerated, and less devastating. After exploring infidelity cross-culturally, a 
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general conclusion can be made that “adultery brings heartache everywhere, but context and 

expectations determine the strength of the heartache” (Druckerman, 2007, p. 276).   

Thus far, infidelity has been presented as a negative behavior that leads to varying 

degrees of emotional distress, shatters trust among partners, and destroys relationships. In the 

United States, in particular, infidelity is commonly viewed with disgust and declared as 

unacceptable and intolerable. But why is this, exactly? How did engaging in romantic or sexual 

relations with two or more people during the same time frame become viewed as negative? How 

did monogamy become the ideal, standard practice for people in so many cultures? Theoretical 

explanations for the development of monogamy and a historical exploration of the condemnation 

of adultery provide us with answers to these perplexing questions. 

Although American society demands that couples practice monogamy, this is unnatural 

and difficult to maintain (Barash & Lipton, 2001; Reichard & Boesch, 2003). Out of some 4,000 

mammal species, only three to five percent practice social monogamy (Brotherton & Komers, 

2003; Buss, 2000; Sun, 2003). Around the world, only 200 out of 563 human societies 

(approximately 35%) practice some form of monogamy, with the other 65 percent engaging in 

other practices such as polygamy (Low, 2003). Despite the evidence that monogamy is unnatural, 

it is unquestionably the most widely-accepted form of romantic pairing in the United States and 

other modern societies. This can be explained in two general ways: first, social monogamy is 

favored when its benefits outweigh its costs (Brotherton & Komers, 2003; Kanazawa & Still, 

2001; Low, 2003), and second, “no other marital pattern – polygyny, polyandry, group marriage, 

‘open’ marriage – has been shown to work better” (Barash & Lipton, 2001, p. 190).        

Various theories on the development of monogamy have been posited. Evolutionarily 

speaking, the development of monogamy can be traced back as far as our humanoid ancestors, 

who found mate pairing to be most advantageous as this allowed females and males to provide 

the best care for their offspring (Fisher, 1992). Others have proposed that women hold more 

power than men regarding mate choice and choose monogamy when pairing with one man will 
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provide them with more resources than sharing another man’s abundance of resources with 

multiple women (Kanazawa & Still, 2001). It has also been theorized that monogamy became the 

social norm in Westernized societies with the growth of agriculture, which rendered women less 

powerful and forced them to live monogamously as they needed the strength of a reliable mate 

partner to operate heavy farming equipment. Monogamy is reinforced with fidelity when people 

fear ostracism from their community or church, a partner’s rage and potentially violent behavior, 

or the possibility of abandonment and poverty (Barash & Lipton, 2001).  

Adultery, when committed by women, was legally punished with execution as early as 

1800 B. C. in ancient Mesopotamia and was later identified as a sin with the creation of the Ten 

Commandments (Fisher, 1992). The belief that adultery was sinful and morally wrong was 

brought to America by the Puritans following independence from British rule (Druckerman, 

2007), and violators were often punished with public beatings and sometimes death. This 

Christian model of faithful and everlasting monogamy has prevailed throughout the history of the 

United States (Cott, 2000). By the mid 19th century, adultery was viewed in most states as a 

legitimate reason for divorce. In time, infidelity became a private, family matter as opposed to a 

legal issue, and by the mid to late 20th century, most adultery laws were revoked (Druckerman, 

2007).  

As presented above in detail, Westernized societies have ruled that monogamy is the 

acceptable standard to be practiced among opposite-sex relationships. In same-sex relationships, 

however, social norms do not exist regarding whether or not extradyadic involvement should be 

accepted or tolerated and to what degree (Heaphy, Donovan, & Weeks, 2004). This is due largely 

to the fact that lesbian, gay, and bisexual (LGB) individuals have had to struggle, and still do, to 

keep their sexual identities a secret in fear of being rejected, disowned by family, exiled from 

their communities, or even murdered for preferring to have romantic relationships with members 

of the same sex. Discrimination against LGB individuals has been evident throughout the history 

of the United States government. Even today, civil unions or domestic partnerships are only legal 
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in a few states (e.g. i.e. New Jersey, Oregon, Washington, Nevada, California), and same-sex 

marriages are only permissible in Massachusetts, Connecticut, Vermont, Iowa, and New 

Hampshire (Godoy, 2009).  

By keeping their sexual preferences hidden, LGB individuals have thwarted modern 

societies from making rules about how to behave in romantic partnerships. As a result, LGB 

individuals have the freedom and creativity to derive their own rules as relationships develop. 

These rules vary greatly from one same-sex relationship to another. For example, whereas some 

same-sex couples may verbally agree upon having a mutually exclusive or monogamous 

relationship, others do so indirectly without ever having a dialogue about this subject. On the 

other hand, some same-sex couples decide to have non-exclusive relationships, setting limits on 

how often and with whom outside sexual encounters can occur (Martell & Prince, 2005). They 

might also decide that outside sexual relations are only acceptable if protection is used. This may 

be especially true for gay male couples, who have been documented to be seven times more likely 

to engage in casual sexual encounters than others (Buss, 2000). Other couples may prefer to allow 

one-time sexual relations with outside individuals yet declare it unacceptable to become 

emotionally involved with extradyadic partners. The opposite may also be the case, where 

compromises are made in which emotional attachments but not sexual involvements are 

appropriate. With a lack of clear rules or guidelines to follow, same-sex individuals build their 

relationships from scratch. Therefore, when discussing infidelity in same-sex relationships, 

monogamy cannot be assumed as the standard practice. 

When rules are left unspoken, infidelity becomes more difficult to define. Hypothetically, 

this poses less risk for heterosexual couples since they can, in a way, assume that monogamy is 

the rule since this is imposed on them by society. For same-sex couples, however, not having a 

dialogue about expectations for the relationship can cause unnecessary hurt if one partner 

becomes involved with a third party and unknowingly violates the other partner’s implicitly 

derived rules for the relationship. Regardless of sexual orientation, it seems probable that an 
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individual would be more distressed by emotional infidelity then sexual infidelity if he or she 

assumed that emotional infidelity was not allowed within the relationship. On the other hand, one 

would likely be more upset by sexual infidelity than emotional infidelity when there is an implicit 

rules that sexual relations with third parties are prohibited while emotional relationships are 

acceptable. The third possibility, and probably the most common, would be an unspoken rule that 

forbids both emotional and sexual infidelities. In this scenario, similarly high levels of distress 

might be experienced in response to emotional and sexual infidelity.  

According to Lusterman (2005, p. 337), infidelity has occurred “when one member of the 

couple continues to believe that the commitment to monogamy obtains, while the other secretly 

violates it”. Although this definition of infidelity is acceptable for the majority of couples, it is 

problematic for those who have agreed to practice non-monogamy or partial non-monogamy in 

their relationships. This applies not only to some same-sex couples but heterosexual couples who 

have “open” relationships or are swingers. Therefore, in the present study, infidelity will be 

defined as a violation of the ground rules established by the couple regarding emotional and 

sexual involvement with third parties. 

As mentioned earlier, how infidelity is defined is critical when investigating such topics 

as prevalence rates, views about cheating, and emotional and behavioral responses to bouts of 

infidelity. Whereas some people believe that infidelity should only be defined as secret acts of 

sexual intercourse with another person, others say the definition should incorporate any form of 

sexual relations, including kissing. Many individuals feel that secretly becoming emotionally 

involved with an outside party is enough to constitute infidelity. Demonstrating these beliefs in a 

sample of Turkish university students, Yeniçeri & Kökdemir (2006) found that more than 70 

percent of participants thought that either sexual or emotional infidelity could be regarded as an 

act of betrayal. Because “research that limits the definition of infidelity to sexual intercourse 

minimizes the devastating effects that other types of sexual involvement and emotional 

connections can have on relationships” (Blow & Hartnett, 2005, p. 220), it seems pertinent to 
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include both sexual and emotional types of infidelity when conducting research on this topic. For 

this study, sexual infidelity will be defined as the occurrence of sexual involvement with a third 

party that violates the ground rules established by the couple (e.g. kissing, fondling, oral sex, 

vaginal sex, anal sex). Similarly, emotional infidelity will be defined as the occurrence of 

emotional involvement with a third party that violates the ground rules established by the couple 

(e.g. trusting another, sharing your deepest thoughts with another, falling in love in another, being 

vulnerable with another, being more committed to another, spending more money on another). 

 A plethora of researchers agree that both infidelity types must be explored in order to 

gain a more comprehensive understanding of this phenomenon, and many have done so in 

relation to which infidelity type is more distressing or upsetting: emotional infidelity or sexual 

infidelity. Across a multitude of studies, a reported sex difference has emerged regarding which 

infidelity type is viewed as more upsetting, with men seemingly more distressed by sexual 

infidelity as compared to women, and women experiencing more distress towards emotional 

infidelity than men (Buss, Larsen, Westen, & Semmelroth, 1992; Buss et al., 1999; Buunk, 

Angleitner, Oubaid, & Buss, 1996; Cramer, Abraham, Johnson, & Manning-Ryan, 2001; Cramer, 

Lipinski, Meteer, & Houska, 2008; DeSteno & Salovey, 1996; DeSteno, Bartlett, Braverman, & 

Salovey, 2002; Edlund, Heider, Scherer, Farc, & Sagarin, 2006; Fernandez, Vera-Villarroel, 

Sierra, & Zubeidat, 2007; Green & Sabini, 2004; Harris, 2003; Harris & Christenfeld, 1996; 

Penke & Asendorpf, 2008; Sabini & Green, 2004; Sagarin, Becker, Guadagno, Nicastle, & 

Millevoi, 2003; Schützwohl, 2008; Ward & Voracek, 2004).  

The exploration of this sex difference in which infidelity type is viewed as more 

distressing began with Buss et al. in 1992. Using forced-choice questions with an undergraduate 

sample, they found that males were significantly more distressed by sexual infidelity than 

females, even though approximately 53% of males were more distressed by emotional infidelity 

than sexual infidelity on one of the two questions. This suggests it was women’s significant 

distress to emotional infidelity that created the sex difference. For men, history of being in a 
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sexually committed relationship was associated with increased distress in response to sexual 

infidelity. According to Buss and his colleagues, this sex difference supports an evolutionary 

hypothesis that men are more likely to be upset by sexual infidelity than women because this 

raises uncertainty about paternity and increases the threat of providing for children that are not 

their own. Women, on the other hand, should be more upset by emotional infidelity than men 

because a man who becomes emotionally attached to another woman is more likely to give his 

resources to this other woman instead of to the betrayed woman.   

   Potential sex differences were then examined cross-culturally among adults from the 

United States, Holland, and Germany (Buunk et al., 1996) using Buss et al.’s (1992) forced-

choice questions. Men in all three countries were found to be significantly more upset by sexual 

infidelity when compared to the women in their respective countries. However, only on the first 

forced-choice question did men from the U.S. and Holland rate sexual infidelity as more upsetting 

than emotional infidelity. On all other questions, men from all three countries found emotional 

infidelity to be more upsetting than sexual infidelity. Moreover, the sex difference between 

American men and women yielded large effect sizes, whereas the sex differences between Dutch 

and German participants yielded small to medium effect sizes.  

Critics of Buss et al.’s (1992) evolutionary hypothesis proposed a “double-shot 

hypothesis” (DeSteno & Salovey, 1996) to explain this sex difference. They speculated that 

women are more upset by emotional infidelity because women believe that when a man is 

emotionally unfaithful, he must also be sexually unfaithful. Similarly, they proposed that men are 

more upset than women by sexual infidelity because a woman’s sexual infidelity implies that she 

has also been emotionally unfaithful. Testing this hypothesis, they found females were more 

upset by emotional infidelity than men. Moreover, participants’ beliefs about the co-occurrence of 

emotional and sexual infidelity was shown to be a reliable predictor of which type of infidelity 

was chosen as more distressing, whereas sex was not a reliable predictor once beliefs were 

entered into the analysis. Additional support for the “double-shot hypothesis” was provided by 
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Harris & Christenfeld (1996), who found that males were once again more upset by sexual 

infidelity than women, even though the majority of men were more distressed by emotional 

(53%) than sexual infidelity (47%). This suggests that the sex difference was significant given the 

substantial percentage of women who reported being more distressed by emotional infidelity 

(88%). In another study (DeSteno et al., 2002), the sex difference only appeared when the forced-

choice questions were asked or when participants were allowed to think for awhile about their 

responses. But when responding to continuous questions or when forced to make spontaneous 

decisions without deliberation, both women and men reported more distress towards sexual 

infidelity than emotional infidelity.  

In 1999, Buss et al. responded to critics by creating four infidelity scenarios that rendered 

the items either mutually exclusive (only one of the infidelity types occurred) or combined (both 

infidelity types occurred). These four scenarios were merged with the two previous forced-choice 

scenarios for a total of six scenarios that comprised the Relationship Dilemmas Questionnaire 

(RDQ). Across all six infidelity dilemmas, when it was clearly stated that either one or both types 

of infidelity had occurred, undergraduate males from the United States, Korea, and Japan reported 

more distress by sexual infidelity in comparison to females in response to almost all of the 

dilemmas. However, on several of these questions, the majority of men found emotional infidelity 

to be more upsetting than sexual infidelity when looking at within sex differences. 

Further support for the evolutionary hypothesis was lent by Cramer et al. (2001), who 

reported that undergraduate males in the United States were more upset by sexual infidelity, 

whereas females were more upset by emotional infidelity. Years later, these results were 

replicated among another U. S. undergraduate sample (Cramer et al., 2008). Similar results were 

found among an Australian sample of undergraduate students, with men typically reporting more 

distress in response to sexual infidelity than women (Ward & Voracek, 2004). In a correlational 

study, undergraduate males’ desire for having genetically-related children was positively related 

to distress attributed to thoughts of sexual infidelity, thereby lending support to the evolutionary 
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perspective that males are more upset by sexual infidelity due to fear of raising children that are 

not genetically theirs (Mathes, 2005). Additional cross-cultural support for the evolutionary 

hypothesis was established in a sample of university students in Spain (Fernandez et al., 2007). 

Once again, men were more upset by sexual infidelity than women. However, within-sex analyses 

revealed that the majority of men found emotional infidelity to be more distressing than sexual 

infidelity.  

Results from a meta-analysis of 32 samples reveal a moderate effect size for this sex 

difference when forced-choice questions are used (Harris, 2003), with men reporting significantly 

more distress to sexual infidelity than women. Of interest, this effect size increased when samples 

of lesbian/gay individuals and adults with a mean age of 26 years or more were excluded from the 

analyses. Interestingly, the sex difference often did not emerge when continuous measures were 

used, among culturally-diverse groups, and when participants are asked to reflect on actual 

experiences with emotional and sexual infidelity instead of hypothetical infidelity scenarios.    

Harris’ findings (2003) were supported by Sabini & Green (2004), who examined 

specific emotions elicited by infidelity. They found that anger and blaming the unfaithful partner 

were more consistently provoked by sexual infidelity than emotional infidelity, whereas hurt 

feelings were more often attributed to emotional infidelity than sexual infidelity. Generally 

speaking, the well-documented sex difference in response to emotional and sexual infidelity was 

reproduced more easily among undergraduate students but failed to emerge among nonstudent 

samples. The authors concluded that the sex difference is more likely to emerge when broader 

terms of distress and upset are used, whereas findings are less predictable when specific emotions 

are queried. 

Believing that the samples gathered in their previous studies were not large enough to 

capture variances due to age, Green & Sabini (2006) conducted a follow-up study with a U.S. 

representative sample. Looking at specific emotions, both women and men experienced more hurt 

in regard to emotional infidelity and were more likely to become angry and blame their partners 
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over sexual infidelity. Moreover, women were statistically significantly more likely to experience 

anger over sexual infidelity than men. Whereas women were significantly more upset by 

emotional infidelity than men when forced-choice questions were used, no sex difference was 

found using continuous questions. 

Another group of researchers attempted to test whether the sex difference would appear 

using both forced-choice and continuous measures and how this might be influenced by prior 

experiences with infidelity (Sagarin et al., 2003). Among U. S. undergraduate students, 

statistically significant sex differences were found using both forced-choice and continuous 

measures, with men reporting significantly more distress to sexual infidelity when compared to 

women. Regarding past histories with infidelity, men who had previously been victims of 

infidelity were found to be significantly more upset by sexuality infidelity than men who had not 

been cheated on in the past. Additionally, women who had cheated in the past were significantly 

more distressed by sexual infidelity than women who did not have a history of cheating on a 

partner. 

Sex differences related to which infidelity type evokes more jealousy were examined by 

another group of authors using both forced-choice and continuous measures (Edlund et al., 2006). 

In addition, they inquired about participants’ levels of jealousy in response to both hypothetical 

scenarios and actual experiences with infidelity. The authors stated that the predicted sex 

differences, with men being significantly more jealous than women in response to sexual 

infidelity and women being significantly more jealous than men in response to emotional 

infidelity, were found with undergraduate students and working adults, using both forced-choice 

and continuous measures, and across hypothetical and actual infidelity scenarios. Effect sizes 

were greater for those who had experienced infidelity in the past, ranging from moderate to large. 

For those who had not been cheated on in the past, effect sizes were moderate or close to 

moderate. A significant difference was found among undergraduates regarding overall feelings of 
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jealousy, with undergraduate women reporting greater overall levels of jealousy to both 

emotional and sexual infidelity than undergraduate men. 

Participant relief when imagined scenarios of emotional and sexual infidelity were said 

not to have occurred has also been examined (Schützwohl, 2008). On the forced-choice question, 

significantly more women (82%) than men (53%) were relieved to know that emotional infidelity 

had not occurred, even in the face of sexual infidelity. When examining emotion ratings from the 

continuous questions, men were significantly more relieved than women to find out that sexual 

infidelity had not occurred. Within sex, women were significantly more relieved to learn that 

emotional infidelity had not taken place.  

The proposed evolutionary basis to the sex difference in distress related to emotional and 

sexual infidelity was recently explored by Penke & Asendorpf (2008). They argued that support 

must be found for two evolutionary hypotheses, with a total of four sub-hypotheses, in order to 

say that there is an evolutionary basis to this sex difference. The first hypothesis and its two 

associated sub-hypotheses focus on between-sex differences, stating that “men react more jealous 

to sexual infidelity than women” and that “women react more jealous to emotional infidelity than 

men” (p. 5). The other two hypotheses and accompanying sub-hypotheses, which relate to within-

sex differences, state that “men react more jealous to sexual infidelity than emotional infidelity” 

and that “women react more jealous to emotional jealousy than to sexual infidelity” (p.5). They 

explained that in order for the evolutionary theory to be confirmed, an interaction effect would 

have to be found with both hypotheses and all four sub-hypotheses supported. In other words, 

ordinal effects alone would provide insufficient support for the evolutionary theory. Testing these 

hypotheses, they found only ordinal effects across the forced-choice questions: women were 

significantly more likely to choose emotional infidelity as more upsetting than men, but within-

sex analyses revealed the majority of men rated emotional infidelity as more upsetting than sexual 

infidelity. Participants were also instructed to rate the degree to which emotional and sexual 

infidelity caused them to feel angry, anxious, jealous, and humiliated. In regard to sexual 
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infidelity, women and men reported similar levels of anger, anxiety, jealousy, and humiliation. 

Across emotional infidelity scenarios, however, women responded with significantly greater 

levels of anxiety, jealousy, and humiliation than men. This sex difference was not found for 

anger. Looking at degree of distress across all four emotions, women were significantly more 

distressed by both emotional and sexual infidelity in comparison with men. Because only ordinal 

effects were found, Penke & Asendorpf (2008) said the evolutionary theory could be supported 

but not confirmed.     

 Summarizing the results of the aforementioned studies, a sex difference does seem to 

exist in relation to which type of infidelity is viewed as more distressing, with women feeling 

significantly more distressed by emotional infidelity than men. However, the other ordinal effect, 

with men reporting significantly more distress to sexual infidelity than women, is typically not 

found, which leads to the absence of an interaction effect. Moreover, multiple within-sex analyses 

reveal that men are either equally or more distressed by emotional infidelity than sexual infidelity 

(Buss et al., 1992; Buss et al., 1999; Buunk et al., 1996; Edlund et al., 2006; Fernandez et al., 

2007; Green & Sabini, 2006; Harris, 2002; Harris & Christenfeld, 1996; Penke & Asendorpf, 

2008; Sabini & Green, 2004; Schützwohl, 2008; Ward & Voracek, 2004). Therefore, women 

seem to be responsible for the presence of this sex difference by responding with incredibly high 

levels of distress to emotional infidelity and less distress to sexual infidelity as compared to their 

male counterparts. Moreover, the sex difference in distress related to emotional and sexual 

infidelity has failed to emerge or has lessened in significance in some studies due to several 

influential factors: cultural background (Buss et al., 1999; Buunk et al., 1996; Harris, 2003), 

sexual orientation (Harris, 2003), age (Harris, 2003; Sabini & Green, 2004), history of past 

infidelity experiences (Harris, 2002; Harris, 2003), and use of continuous measures (DeSteno et 

al., 2002; Green & Sabini, 2006; Harris, 2003).  

Whereas this sex difference has been studied numerous times, only a few researchers 

have explored the influence of sexual orientation on which type of infidelity is viewed as more 
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distressing (Bailey, Gaulin, Agyei, & Gladue, 1994; deSouza, Verderane, Taira, & Otta, 2006; 

Dijkstra, Groothof, Poel, Laverman, Schrier, & Buunk, 2001; Harris, 2002; Sheets & Wolfe, 

2001). Because same-sex couples often create their own guidelines for how to behave within their 

relationships, definitions of infidelity vary greatly among these dyads. Given this, it is possible 

that lesbian and gay individuals will also differ in their beliefs about which type of infidelity is 

more distressing.  

The earliest study that explored the influence of sexual orientation on infidelity views 

was published by Bailey et al. (1994). Using Buss et al.’s (1992) forced-choice methodology with 

a community sample of heterosexual, lesbian, and gay adults, heterosexual men were statistically 

significantly more distressed by sexual infidelity than emotional infidelity when compared with 

heterosexual women, lesbian women, and gay men. In addition, these latter three groups 

experienced similar levels of distress to emotional infidelity over sexual infidelity. 

In an attempt to model this study, Dijkstra et al. (2001) had a community sample of 

Dutch lesbian and gay participants respond to Buss et al.’s (1999) infidelity dilemmas. Results 

indicate that lesbians were significantly more distressed by sexual infidelity than gay men on 

three of the six infidelity dilemmas, and it was the gay male participants’ significant levels of 

distress felt towards emotional infidelity that created this difference. This suggests that gay men 

tend to parallel heterosexual women by responding with significant amounts of distress to 

emotional infidelity, whereas lesbian women respond similarly to heterosexual men.    

Other studies also indicate that heterosexual men are more upset by sexual infidelity than 

heterosexual women, lesbian women, and gay men, even though within-sex analyses show they 

rate emotional infidelity either equally or more distressing than sexual infidelity (Harris, 2002; 

Sheets & Wolfe, 2001). Therefore, it seems this sexual orientation difference has emerged as a 

function of the incredibly high levels of distress to emotional infidelity reported by heterosexual 

women, lesbian women, and gay men (Harris, 2002; Sheets & Wolfe, 2001). Heterosexual men 

have also been found to be significantly more distressed by sexual infidelity than lesbian women 
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(Harris, 2002), which contradicts other findings that show heterosexual men and lesbians respond 

similarly to the infidelity dilemmas (deSouza et al., 2006; Dijkstra et al., 2001). 

The latest study to examine potential sexual orientation differences in responses to the 

infidelity scenarios was based on a Brazilian community sample (deSouza et al., 2006). Using 

forced-choice measures, they found that heterosexual men were significantly more upset by 

sexual infidelity than heterosexual women. Lesbian women and gay men showed similar levels of 

distress towards emotional infidelity, with these responses falling in between those of 

heterosexual participants. Responses from continuous measures revealed that lesbians responded 

similarly to heterosexual men, while responses of gay men resembled those of heterosexual 

women. 

As a whole, heterosexual men seem to be more distressed by sexual infidelity when 

compared to heterosexual women, lesbian women, and gay men (Bailey et al., 1994; Harris, 

2002; Sheets & Wolfe, 2001). However, within-sex analyses reveal that heterosexual men tend to 

rate emotional infidelity as more distressing than sexual infidelity (Harris, 2002; Sheets & Wolfe, 

2001). Another emergent pattern is that lesbians, gay men, and heterosexual women tend to report 

similar levels of distress to emotional infidelity (Bailey et al., 1994; Harris, 2002; Sheets & 

Wolfe, 2001). Lesbian women have also been found to be more upset by sexual than emotional 

infidelity when compared to gay men (Dijkstra et al., 2001), but in most cases, no differences 

were found between these two groups (Bailey et al., 1994; deSouza et al., 2006; Dijkstra et al., 

2001; Sheets & Wolfe, 2001). It is possible that lesbians hold similar views as heterosexual men 

(sexual infidelity as more upsetting) relative to gay men, whereas gay men hold similar views as 

heterosexual women (emotional infidelity as more upsetting) relative to lesbian women. 

However, this statement too must be interpreted with caution, as heterosexual men have also been 

found to be significantly more distressed by sexual infidelity than lesbian women (Harris, 2002). 

Distress associated with sexual and emotional infidelity has also been explored in relation 

to individuals’ expectations about the likelihood of their partners committing each type of 



20 

 

infidelity (Cramer et al., 2008). The violation of infidelity expectations hypothesis states that an 

individual finds an unfaithful partner’s infidelity more upsetting when it does not meet the 

individual’s expectations. As proposed by the authors, women find emotional infidelity more 

upsetting than men because women expect that men will be sexually unfaithful, but not 

emotionally unfaithful. Men, on the other hand, are more upset by women’s sexual infidelity 

because emotional infidelity is expected whereas sexual infidelity is not expected. Among a 

sample of undergraduate students, women were statistically significantly more likely to expect 

men to be sexually unfaithful, whereas men were statistically significantly more likely to expect 

women to be emotionally unfaithful. Results from the Relationship Dilemmas Questionnaire 

(RDQ) revealed that women were statistically significantly more upset by emotional infidelity 

than sexual infidelity when compared to men. Merging these results, the authors found support 

for their proposed violation of infidelity expectations hypothesis. However, when logistic 

regression analyses were conducted, participant sex was the only statistically significant predictor 

of which infidelity type was more distressing. These results fail to lend support to the violation of 

infidelity expectations hypothesis and provide additional support for the evolutionary hypothesis.   

Level of love within one’s relationship was also assessed for its possible impact on 

distress related to sexual and emotional infidelity among a group of undergraduate students in the 

United States (Russell & Harton, 2005). Using Rubin’s Love Scale (Rubin, 1970), an instrument 

comprised of 13 items and measured on a 9-point Likert-scale, the researchers found that 

participants who scored higher on amount of love felt toward their partners were more upset by 

imagined sexual infidelity, whereas emotional infidelity was more distressing for those who were 

less in love with their current partners.  

Sternberg’s Triangular Love Scale, although it has not been studied in regard to which 

infidelity type is more upsetting or distressing, has been shown to correlate highly with Rubin’s 

Love Scale and be a better predictor of relationship satisfaction than Rubin’s Love Scale 

(Sternberg, 1987). This 45-item scale was developed by Sternberg to test his triangular theory of 
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love, and it consists of three subscales (intimacy, passion, and decision/commitment) with 15 

items in each subscale. According to Sternberg, intimacy, passion, and decision/commitment are 

the three main components that interact to comprise the construct of love. The importance that is 

given to each of these components seems to differ depending on whether a relationship is 

considered short-term or long-term, with passion being more important in short-term relationships 

and intimacy and commitment being of greater importance in long-term relationships. Finally, the 

shape of the triangle changes as the amount of each one of these three components increases or 

decreases. Greater satisfaction in love between two people is most likely when the shapes of their 

ideal triangles are similar and significantly overlap. Given the extensive amount of attention 

Sternberg’s triangular theory of love has received, the greater number of items included in 

Sternberg’s measure, and presence of theoretical framework as compared to Rubin’s Love Scale 

(Rubin, 1970), it seems possible that the use of Sternberg’s Triangular Love Scale may produce 

more valid results than Rubin’s Love Scale regarding how levels of love experienced in one’s 

relationship influence which infidelity type is viewed as more upsetting or distressing.   

Statement of the Problem 

A clear sex difference seems to exist in relation to which infidelity type is viewed as 

more upsetting, especially when forced-choice infidelity dilemmas are used. However, this sex 

difference has been less pronounced when using continuous measures of emotions associated 

with each infidelity type. Sexual orientation has also been explored in relation to which infidelity 

type is found to be more upsetting or distressing, but a number of inconsistencies are present 

when comparing these findings. Furthermore, the effects of infidelity expectations on distress 

related to emotional and sexual infidelity have only been explored in one study, and the same is 

true regarding the influence of love on distress associated with emotional and sexual infidelity. In 

addition, neither infidelity expectations nor love has been investigated among a sample of both 

heterosexual and lesbian and gay individuals. Taken together, this set of independent variables as 
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possible predictors of emotional responses to sexual and emotional infidelity has yet to be 

investigated. 

Research Questions 

The questions addressed in this study were as follows: 

1) To what extent do the independent variables [sex, sexual orientation, infidelity 

expectations, love (intimacy, passion, and commitment)] predict distress related to sexual 

infidelity (as measured by the total composite distress score for the emotion ratings across 

the three sexual scenarios)? 

2) To what extent do the independent variables [sex, sexual orientation, infidelity 

expectations, love (intimacy, passion, and commitment)] predict anger, anxiety, jealousy, 

and humiliation related to sexual infidelity (as measured by the sum score for each of the 

four emotions across the three sexual scenarios)? 

3) To what extent do the independent variables [sex, sexual orientation, infidelity 

expectations, love (intimacy, passion, and commitment)] predict distress related to 

emotional infidelity (as measured by the total composite distress score for the emotion 

ratings across the three emotional scenarios)? 

4) To what extent do the independent variables [sex, sexual orientation, infidelity 

expectations, love (intimacy, passion, and commitment)] predict anger, anxiety, jealousy, 

and humiliation related to emotional infidelity (as measured by the sum score for each of 

the four emotions across the three emotional scenarios)? 

5) Do participant sex and sexual orientation significantly interact to influence levels of 

anger, anxiety, jealousy, and humiliation felt in response to emotional and sexual 

infidelity? 

6) Do sexual and emotional infidelity elicit significantly different levels of distress, anger, 

anxiety, jealousy, and humiliation?  
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Significance of the Study 

 The occurrence of infidelity within romantic relationships undoubtedly generates many 

negative emotions, especially feelings of jealousy. Jealousy is a common problem in romantic 

relationships, with one-third of couples reporting jealousy as a problem in therapy (White & 

Devine, 1991; in Pines, 1998) and approximately two-thirds of individuals reporting the strongest 

feelings of jealousy when a partner shows interest for an outsider (Mullen & Martin, 1994). When 

asked about behavioral responses to jealousy-provoking situations, those who experienced 

significantly higher reported feelings of jealousy while in romantic relationships were 

significantly more likely to question their partners, call their partners to see where they were, 

show up randomly without warning, look through their possessions, follow them, and dig through 

clothing for evidence of sexual contact (Mullen & Martin, 1994).  

 Individuals who have experienced infidelity are more prone to jealous feelings and show 

increased hypervigilance to even small indicators of infidelity, regardless of whether they were 

witnesses, victims, or perpetrators of infidelity (Buss, 2000; Pines, 1998). Jealous feelings are felt 

more intensely by individuals with lower levels of implicit self-esteem (DeSteno, Valdesolo, & 

Bartlett, 2006), and insecure individuals are more likely to act on these jealous feelings in 

explosive and uncontrollable ways (Person, 2007).  

Intense feelings of jealousy amplify aggressive feelings (DeSeno et al., 2006) and are a 

strong predictor of partner aggression for both men and women (O’Leary, Smith Slep, & 

O’Leary, 2007). Although acts of aggression are not necessarily synonymous with violent 

behaviors, jealous feelings can trigger individuals to act in violent ways.  Jealousy is the primary 

cause of partner violence, with anywhere from 10 to 60 percent of men and women having 

engaged in some form of violence against his or her partner (Buss, 2000). This was demonstrated 

in a community sample of men, in which self-reported levels of jealousy were a significant 

predictor of intimate partner violence (Foran & O’Leary, 2008). When compared to women, men 

have been found to respond to imagined acts of sexual infidelity with significantly greater 
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feelings of anger and increased likelihood of violent behavior (Miller & Maner, 2008). On the 

contrary, Buss (2000) summarized a number of studies that examined sex differences in 

perpetration of physical violence, stating that women were just as likely as men to act-out against 

their partners in physically aggressive ways. However, women tend to act out in self-defense, do 

not typically initiative the violence, and do not cause as much physical damage to their partners 

as men (Buss, 2000). Support for this can be found by looking at prisoner demographics, where 

the majority of individuals serving time for violent acts of jealousy are young men of low 

socioeconomic statuses (Pines, 1998). Worst of all, jealousy sparked from infidelity is a leading 

cause of homicide in the United States, where suspicion of or confirmed acts of infidelity account 

for approximately one-third of murders (Barash & Lipton, 2001; Pines, 1998). These murderous 

acts are most often committed by men: in one study, men were the offenders in two-thirds of 

investigated martial killings, whereas women were the murderers in the remaining one-third of 

these cases (Daly & Wilson, 1988; in Buss, 2000). As frightening as it may be, spousal violence 

seems to serve the adaptive purposes of preventing the victim from engaging in future acts of 

infidelity and subsequently increases the control that the violent perpetrator has on the victim 

(Buss, 2000).    

 Considering the negative views that our society holds about infidelity and the devastating 

consequences that often accompany the disclosure of infidelity, acts of infidelity are often kept 

hidden from the betrayed partner. Nevertheless, infidelity is one of the three main presenting 

problems in couples’ therapy (Lerner, 1989). The discovery of unfaithfulness can be even more 

devastating if the betrayed partner did not expect his or her cheating partner to commit the type of 

infidelity that occurred. Additionally, the effects of betrayal can be even more tragic when high 

levels of love are felt between romantic partners. Lastly, it is important to remember that same-

sex couples do not always have the same rules regarding monogamy in comparison to opposite-

sex couples, thus possibly leading to differential reactions to infidelity when compared to 

heterosexuals.  
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 The results of the current study may be useful in distinguishing any sex and sexual 

orientation differences that exist when exploring emotional reactions to hypothetical acts of 

sexual and emotional infidelity. Identifying possible sex differences contributes to the vast 

amount of research already available regarding the apparent sex difference by exploring various 

emotional reactions to infidelity, above and beyond which infidelity type causes more distress. 

This research will also help clarify the previously noted discrepancies regarding the effects of 

sexual orientation on distress related to emotional and sexual infidelity. In addition, this is the 

first study known to examine sexual orientation or love as possible predictors of emotional 

reactions to sexual and emotional infidelity. Although the influence of infidelity expectations and 

love on distress to emotional and sexual infidelity has been tested among heterosexual 

individuals, this is the first known study to examine this hypothesis among lesbian and gay 

individuals. Lastly, no other study has examined this set of independent variables (i.e. sex, sexual 

orientation, infidelity expectations, and love) as likely predictors of emotional reactions to sexual 

and emotional infidelity. The results of this study will add to the literature on sexual orientation 

which is extremely important in today’s society, when LGB individuals continue to struggle daily 

to receive similar amounts of respect and dignity as given to heterosexual individuals. Finally, as 

counselors who often work with romantic couples, we need to understand how individuals 

respond to incidents of infidelity in their relationships and how this varies when working with 

opposite versus same-sex couples. In doing so, we will increase our effectiveness in helping 

dyads cope with the devastating effects of infidelity on romantic partnerships.   

Hypotheses 

The following null hypotheses were examined: 

1. Sex, sexual orientation, infidelity expectations, and love (defined as intimacy, passion, 

and decision/commitment) are not significant predictors of distress related to sexual 

infidelity.  
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2. Sex, sexual orientation, infidelity expectations, and love (defined as intimacy, passion, 

and decision/commitment) are not significant predictors of distress related to emotional 

infidelity.  

3. Sex, sexual orientation, infidelity expectations, and love (defined as intimacy, passion, 

and decision/commitment) are not significant predictors of anger, anxiety, jealousy, or 

humiliation related to sexual infidelity.  

4. Sex, sexual orientation, infidelity expectations, and love (defined as intimacy, passion, 

and decision/commitment) are not significant predictors of anger, anxiety, jealousy, or 

humiliation related to emotional infidelity. 

5. Sex and sexual orientation do not significantly interact to influence levels of anger, 

anxiety, jealousy, and humiliation felt in response to emotional and sexual infidelity. 

6. Sexual and emotional infidelity do not elicit significantly different levels of distress, 

anger, anxiety, jealousy, or humiliation.  
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CHAPTER II 
 

 

METHODOLOGY 

 

Participants 

A total of 321 individuals of varying sexual orientations participated in the current study. 

In order to meet participant criteria, individuals had to be 18 years of age or older at the time of 

study participation and consider themselves to be currently involved in a committed romantic 

relationship. This latter variable was essential as past studies have failed to find sex differences in 

distress related to infidelity among people not currently involved in committed romantic 

relationships (Dijkstra et al., 2001; Ward & Voracek, 2004). Of these 321 participants, 25 were 

excluded from data analyses for various reasons: seven failed to respond to ten percent or more of 

survey questions, fifteen self-reported bisexual identities, two participants did not report their sex, 

and one individual reported being under 18 years of age. The final sample consisted of 296 

participants: 72 lesbian women, 114 heterosexual women, 53 gay men, and 57 heterosexual men. 

See Table 1 for demographics of the sample.  

Among the final sample, seven individuals who self-identified as lesbian or gay on a 

forced-choice question of sexual orientation endorsed a Kinsey scale score (Kinsey, Pomeroy, & 

Martin, 1948) that was incongruent with this self-reported identify (i.e. their Kinsey scale scores 

fell on the heterosexual end of the continuum). It was assumed that these individuals misread the 

response choices on the Kinsey scale, and their self-reported lesbian and gay identities were 
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accepted as accurate. Therefore, their Kinsey scores were corrected by replacing them with the 

equivalent score on the other end of the continuum. For example, a Kinsey score of 1 (opposite 

sex interests only) was changed to 7 (same sex interests only), and a score of 2 (mostly opposite 

sex, rare same sex interests) was changed to 6 (mostly same sex, rare opposite sex interests). 

Once these corrections were made, average Kinsey scores were as follows: lesbian women = (M 

= 6.39, SD = 0.64), heterosexual women = (M = 1.05, SD = 0.22), gay men = (M = 6.81, SD = 

0.40), and heterosexual men = (M = 1.04, SD = 0.19). 

The mean age for the total sample was 26.1 years (SD = 10.2, range = 18-73), with four 

participants not answering this question. The majority of participants identified as Caucasian (n = 

224; 75.7%), 12 identified as African American (4.1%), 9 identified as Asian American (3.0%), 5 

identified as Native American (1.7%), 9 identified as Hispanic/Latina(o) (3.0%), and 35 identified 

as biracial, multiracial, or other (11.8%), with two participants not reporting racial identity. In 

terms of marital status, 163 participants were single (55.1%), 102 were partnered or common law 

(34.5%), 24 were married (8.1%), two were divorced (0.7%), one participant was widowed 

(0.3%), and four did not respond. The average length of the current relationship was 37.38 

months (SD = 51.85 months), or approximately three years and one month, with responses 

ranging from one month to 368 months (i.e. 30 years and 8 months).  

Measures 

The following instruments were used in the study.  

1) A demographic sheet was used to collect information from participants including age, 

sex, sexual orientation, Kinsey scale scores of sexual orientation (Kinsey et al., 1948), 

racial identity, marital status, duration of current romantic relationship, and history of 

infidelity experiences.  

2) The Infidelity Expectations Questionnaire (IEQ; Cramer et al., 2008), one of the 

predictor variables, measured individuals’ beliefs regarding the likelihood of their 

hypothetically unfaithful partners engaging in ten emotion-intimacy behaviors and ten 
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sexual behaviors.  Established Cronbach’s alphas were .92 for the emotion-intimacy 

items and .94 for the sexual items (Cramer et al., 2008). Participants were asked to rate 

the likelihood of the occurrence of each item on a seven-point Likert scale. The ratings 

were summed across each subscale which resulted in two scores, one for the emotion-

intimacy items (possible range of 10 to 70) and one for the sexual items (possible 

range of 10 to 70).  

3) Sternberg’s Triangular Love Scale (Sternberg, 1987), another predictor variable in the 

current study, measures self-perceived amount of love within participants’ current 

romantic relationships and consists of three components: intimacy, passion, and 

decision/commitment. Each of these three subscales is comprised of fifteen items that 

were rated by participants on a nine-point Likert scale in regard to how much they 

agree with each statement when thinking about their current romantic partners. Ratings 

for each subscale were then summed, resulting in three subscales scores (intimacy, 

passion, decision/commitment,) that could range from 15 to 135. According to 

Chojnacki & Walsh (1990), the measure is highly reliable, with Cronbach’s alphas for 

each subscale and for the total score of no less than .90. Test-retest reliability was also 

reported for the overall scale and each subscale, with correlations ranging from .75 to 

.81. Evidence for concurrent validity has also been reported, with subscales 

significantly correlating with predicted variables. However, discriminative validity 

was not established which seems to be related to the high degree of interrelatedness 

between the subscales, with reported correlations between .79 and .90.     

4) Continuous emotion ratings (Penke & Asendorpf, 2008) served as the dependent 

variable and were used to assess how angry, anxious, jealous, and humiliated each 

participant felt in response to Buss et al.’s (1999) six infidelity dilemmas using a five-

point Likert scale. This measure was adapted from Buss et al.’s (1999) Relationship 

Dilemmas Questionnaire and allows participants to state which and to what degree 
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specific emotions are experienced when imagining instances of both emotional and 

sexual infidelity. Suggested by Penke & Asendorpf (2008) as a way of preventing 

boredom and fatigue, the six sexual infidelity hypothetical scenarios were merged so 

that the end result was only three questions regarding sexual infidelity. The same was 

completed for the responses regarding emotional infidelity so that the original six 

scenarios were condensed down to three questions. This resulted in a total of six 

questions, three for each infidelity type. Although continuous measures have been 

criticized for having ceiling effects, Penke & Asendorpf (2008) prevented against this 

by adjusting their measure. An average internal consistency reliability of .77 was 

reported by Penke & Asendorpf (2008) for all eight scales of the measure (four scales 

for the sexual infidelity situations: anger, anxiety, jealousy, and humiliation, and four 

scales for the emotional infidelity situations: anger, anxiety, jealousy, and 

humiliation). For the purposes of the current study, five scores were computed for 

each participant across the three sexual situations: 1) an anger sum score, 2) an anxiety 

sum score, 3) a jealousy sum score, 4) a humiliation sum score, 5) and a total 

composite distress score which was calculated by adding together the sum scores for 

all four emotions. These five sum scores were also computed for each participant 

across the three emotional situations, resulting in a total of ten sum scores for each 

participant. Emotion sum scores (i.e. anger, anxiety, jealousy, humiliation) for each 

infidelity type had a possible range from 3 to 15, and the total composite distress 

scores for each infidelity type could range from 12 to 60. As these total composite 

distress scores are a sum of continuous emotional reactions to sexual and emotional 

infidelity, they were used instead of having participants respond to Buss et al.’s (1992) 

forced-choice questions. 

 

 



31 

 

Procedure 

A non-random snowball sampling technique was used to recruit individuals of varying 

sexual orientations through a number of methods. IRB-approved recruitment scripts were sent to 

potential participants via email and social networking Internet websites (i.e. Facebook). 

Furthermore, undergraduate students enrolled in psychology courses at a large midwestern 

university in Oklahoma were invited to participate through an on-line research participant pool. 

University students were also invited to participate through email and in-person communication 

with their professors. Moreover, lesbian and gay individuals were recruited through a variety of 

LGBT-friendly organizations.  

IRB-approved recruitment scripts were used to briefly introduce the researcher, specify 

participant criteria, and provide an overview of the research project including the purposes of the 

study and instructions for participation. Individuals interested in participating were instructed to 

click on a website link that would connect them directly to the 30 to 45-minute online survey 

website.  

Once directed to the website, an informed consent page appeared where the general 

purposes of the study were described, along with benefits and risks of participation. Although it 

was clearly stated that there were no foreseeable risks associated with the study, participants were 

encouraged to end their participation at any time or skip any of the questions if they began to 

experience discomfort or stress. Participants were also informed that their participation would be 

anonymous and confidential. Upon clicking the “Agree to Participate” box, they were randomly 

directed to one of three separate survey websites. These three survey websites were identical 

except that each website presented the three measures (IEQ, Triangular Love Scale, continuous 

emotion ratings) in a different order. In other words, the measures were counterbalanced. After 

submitting their responses, they were thanked for their participation. Since numerous participants 

were recruited through a large university, organizations, or social connections in Oklahoma, a list 

of Oklahoma counseling agencies was provided upon study completion for participants to contact 
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if needed. Psychology student participants recruited through the on-line research participant pool 

were given one-half research credit for their participation. In addition, all participants had the 

option of connecting to yet another separate website (so that names could not be connected to 

survey responses) where they could enter into a drawing to win one of two $25.00 gift cards to 

Walmart by providing the following information: name, email address, and telephone number. In 

total, 45.9% of study participants (n = 136) decided to enter into the optional drawing. Two 

randomly chosen participants were notified of their winnings, and gift cards were mailed to their 

preferred addresses.   

Predictive Analytics SoftWare (PASW) Statistics 18.0 version for Windows and OSU-

pak (Miller, 1990) were used to complete all statistical analyses. Internal consistency reliabilities 

for the measures ranged from .92 to .96: IEQ emotion-intimacy subscale (α = .92), IEQ sexual 

subscale (α = .94), Triangular Love Scale intimacy subscale (α = .94), Triangular Love Scale 

passion subscale (α = .95), Triangular Love Scale decision/commitment subscale (α = .96), total 

composite distress score for sexual infidelity from continuous emotion ratings (α = .94), and total 

composite distress score for emotional infidelity from continuous emotion ratings (α = .93). 
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CHAPTER III 
 

 

RESULTS 

 

Preliminary Analyses 

Preliminary analyses were conducted to explore possible sex and sexual orientation group 

differences in demographic variables of age, length of current relationship, and infidelity history. 

A two-way factorial ANOVA was conducted to explore possible age differences, an additional 

two-way factorial ANOVA was conducted to examine possible group differences in length of 

current relationship, and chi-squares analyses were performed to investigate possible differences 

in infidelity history. 

Results from the first two-way factorial ANOVA revealed a significant main effect for 

sexual orientation [F(1, 288) = 152.03, p < .001], where lesbian and gay participants (M = 33.1) 

were significantly older than heterosexual participants (M = 20.6). The interaction effect of sex 

and sexual orientation and main effect of sex did not reach statistical significance.  

Exploring group differences in length of current relationship with a second two-way 

factorial ANOVA, a significant interaction effect was found [F(1, 281) = 4.765, p = .030] along 

with a significant main effect for sexual orientation [F(1, 281) = 32.193, p < .000]. Although 

lesbian and gay individuals (M = 56.6) were involved in their current relationships significantly 

longer than heterosexual women and men (M = 21.8), this difference was significantly more 

profound among males, with gay men (M = 63.9) involved with their current romantic partners
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for a significantly longer duration than heterosexual men (M = 15.6). It should be noted that the 

main effect for sex did not reach statistical significance. 

Exploring participants’ experiences with infidelity in both current and past relationships, 

seventy-seven participants reported cheating on their current partner (26.0%) and a similar 

number (n = 76; 25.7%) endorsed being cheated on by their current partner. A larger number of 

participants reported cheating in the past (n = 140; 47.3%) or being cheated on by a past partner 

(n = 167; 56.4%). Across all four questions regarding actual experiences with infidelity, it was 

most common for participants and/or their partners to mutually engage in emotional and sexual 

infidelity as opposed to emotional or sexual infidelity alone.  

Chi-square analyses for sex and history of infidelity experiences in current and past 

romantic partnerships showed that sex was not significantly related to history of cheating on 

one’s current partner, history of cheating on a past partner, or history of being cheated on by a 

past partner. However, there was a significant difference between women and men related to 

history of being cheated on in their current relationships (χ
2 = 3.918, df = 1, p = 0.048), with a 

small effect size of .116. Whereas only 22.2% of women endorsed being cheated on by their 

current partner, 32.7% of men reported a history of being cheated on in their current relationship.  

Follow-up chi-square analyses were then conducted to examine if women and men 

differed regarding which type(s) of infidelity they had experienced in their current and past 

relationships: emotional infidelity, sexual infidelity, or both types (co-occurrence of emotional 

and sexual infidelity). Results indicated sex was not significantly related to which type of 

infidelity participants’ current partners had committed, but women and men did significantly 

differ in which type of infidelity they had committed in their current (χ
2 = 6.899, df = 1, p = 

0.032) and past relationships (χ2 = 17.203, df = 1, p < 0.001). In both current and past 

relationships, men were significantly more likely to commit sexual infidelity than emotional or 

both types of infidelity, and women were more likely to commit emotional or both types of 

infidelity than sexual infidelity. There was also a significant relationship between sex and type of 
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infidelity committed by participants’ past unfaithful partners (χ
2 = 6.143, df = 1, p = 0.046), with 

men’s past unfaithful partners more likely to be sexually unfaithful than commit both types of 

infidelity. Women’s past partners, on the other hand, were more likely to commit both types of 

infidelity than sexual infidelity alone.  

 In regard to sexual orientation, a significant relationship was not found between sexual 

orientation and history of cheating on one’s current partner, history of being cheated on by one’s 

current partner, or history of being cheated on by a past partner. However, sexual orientation was 

significantly related to history of being unfaithful in a past relationship, with 40.7% of 

heterosexual participants reporting a history of cheating on a past partner as compared to 58.1% 

of lesbian and gay participants (χ2 = 8.577, df = 1, p = 0.003). This had a small effect size of .172.   

Follow-up chi-square analyses were then conducted to examine if lesbian and gay 

participants differed from heterosexuals regarding which type(s) of infidelity they had 

experienced in their current and past relationships: emotional infidelity, sexual infidelity, or both 

types (co-occurrence of emotional and sexual infidelity). Sexual orientation was not significantly 

related to which type of infidelity participants’ current or past partners had committed. On the 

other hand, sexual orientation was significantly related to which type of infidelity participants had 

committed in their current (χ2 = 7.487, df = 1, p = 0.024) and past relationships (χ
2 = 7.272, df = 

1, p = 0.026). In both current and past relationships, heterosexual participants were significantly 

more likely to commit emotional infidelity than sexual or both types of infidelity, whereas lesbian 

and gay participants were significantly more likely to commit sexual or both types of infidelity 

than emotional infidelity.  

Main Analyses 

Predictors of Emotional Reactions to Sexual and Emotional Infidelity 

Multiple regression analyses with predictors entered simultaneously were conducted to 

assess the extent to which sex, sexual orientation, infidelity expectations, and love were 

predictive of emotional reactions to hypothetical acts of sexual and emotional infidelity. One 
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multiple regression was conducted for each criterion variable, for a total of ten analyses. The five 

continuous variables were the three subscales from the Triangular Love Scale (intimacy, passion, 

decision/commitment) and the two subscales from the IEQ (likelihood of partner committing 

emotional infidelity, likelihood of partner committing sexual infidelity). The two categorical 

variables were sex (female, male) and sexual orientation (lesbian/gay, heterosexual). Dummy 

coding was used to code categorical variables. Sum scores from the continuous emotion ratings 

(anger, anxiety, jealousy, humiliation, and total composite distress), with five sum scores for each 

infidelity type (emotional, sexual), served as the criterion variables. All multiple regression 

equations were analyzed for statistical significance using an F-test. If significant, b-weights and t-

tests were examined to assess the significance of each predictor. Because ten univariate 

regression analyses were conducted, t-tests were analyzed at a more stringent alpha level of .001 

in order to control for Type I error. Descriptive information and intercorrelations among the 

predictor variables are presented in Table 2. Means and standard deviations for the criterion 

variables and bivariate correlations among the criterion and predictor variables are provided in 

Table 3.   

1) To what extent do the independent variables (sex, sexual orientation, infidelity 

expectations, intimacy, passion, and commitment) predict distress related to sexual 

infidelity (as measured by the total composite distress score for the emotion ratings across 

the three sexual scenarios)? 

Multiple regression analysis determined that distress related to sexual infidelity did vary 

as a function of sex, sexual orientation, infidelity expectations, and love (intimacy, passion, 

commitment). Overall, this set of predictors accounted for 29.6% of the variability in distress 

related to sexual infidelity, F(7, 288) = 17.34, p < .001. Sex [t(288) = 4.61, p < .001], sexual 

orientation [t(288) = -7.01, p < .001], and intimacy [t(288) = -3.67, p < .001] contributed 

significantly to the prediction of distress from sexual infidelity, whereas infidelity expectations, 

passion, and commitment were not significant predictors (see Table 4). Females and 
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heterosexuals reported more distress to sexual infidelity, than males and lesbian/gay individuals 

respectively. Less intimacy was also predictive of greater distress by sexual infidelity.   

2) To what extent do the independent variables (sex, sexual orientation, infidelity 

expectations, intimacy, passion, and commitment) predict anger, anxiety, jealousy, and 

humiliation related to sexual infidelity (as measured by the sum score for each of the four 

emotions across the three sexual scenarios)? 

a) DV = anger 

Sex, sexual orientation, infidelity expectations, and love (intimacy, passion, commitment) 

accounted for a significant proportion of variance in anger related to sexual infidelity, R2 = .26, 

F(7, 288) = 14.38, p < .001. Sex [t(288) = 3.55, p < .001] and sexual orientation [t(288) = -6.32, p 

< .001] contributed significantly to the prediction of anger from sexual infidelity, whereas 

infidelity expectations, intimacy, passion, and commitment were not significant predictors (see 

Table 4). Again, females and heterosexuals were more angered by sexual infidelity than males 

and lesbian/gay individuals, respectively. 

b) DV = anxiety 

Anxiety related to sexual infidelity also varied as a function of sex, sexual orientation, 

infidelity expectations, and love (intimacy, passion, commitment). Overall, this set of predictors 

significantly accounted for 21.8% of the variability in anxiety related to sexual infidelity, F(7, 

288) = 11.50, p < .001. Sex [t(288) = 3.92, p < .001], sexual orientation [t(288) = -5.11, p < .001], 

and intimacy [t(288) = -3.51, p = .001] contributed significantly to the prediction of anxiety from 

sexual infidelity, whereas infidelity expectations, passion, and commitment were not significant 

predictors (see Table 4). Greater levels of anxiety in response to sexual infidelity were reported 

by females and heterosexuals. Lower levels of intimacy were also predictive of higher levels of 

anxiety. 

c) DV = jealousy 
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Sex, sexual orientation, infidelity expectations, and love (intimacy, passion, commitment) 

also accounted for a significant proportion of jealousy from sexual infidelity, R2 = .19, F (7, 288) 

= 9.86, p < .001. Sexual orientation [t(288) = -5.11, p < .001] was the only significant predictor of 

jealousy from sexual infidelity, whereas sex, infidelity expectations, intimacy, passion, and 

commitment were not significant predictors (see Table 4). A heterosexual orientation was 

associated with more jealousy in response to sexual infidelity. 

d) DV = humiliation 

Humiliation related to sexual infidelity varied significantly as a function of sex, sexual 

orientation, infidelity expectations, and love (intimacy, passion, commitment), with this set of 

predictors accounting for 24.8% of the variability F(7, 288) = 13.56, p < .001. Sex [t(288) = 4.60, 

p < .001] and sexual orientation [t(288) = -6.70, p < .001] contributed significantly to the 

prediction of humiliation from sexual infidelity, whereas infidelity expectations, intimacy, 

passion, and commitment were not significant predictors (see Table 4). Once again, females and 

heterosexuals were more humiliated by sexual infidelity than males and lesbian/gay individuals, 

respectively. 

3) To what extent do the independent variables (sex, sexual orientation, infidelity 

expectations, intimacy, passion, and commitment) predict distress related to emotional 

infidelity (as measured by the total composite distress score for the emotion ratings across 

the three emotional scenarios)? 

Distress related to emotional infidelity also varied as a function of sex, sexual orientation, 

infidelity expectations, and love (intimacy, passion, commitment). Overall, this set of predictors 

significantly accounted for 25.5% of the variability in distress related to emotional infidelity, F(7, 

288) = 14.07, p < .001. Sex [t(288) = 4.26, p < .001], sexual orientation [t(288) = -6.29, p < .001], 

and commitment [t(288) = 3.39, p = .001] contributed significantly to the prediction of distress 

from emotional infidelity, whereas infidelity expectations, intimacy, and passion were not 

significant predictors (see Table 5). Greater levels of distress in response to emotional infidelity 
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were reported by females and heterosexuals than males and lesbian/gay individuals, respectively. 

Higher levels of commitment also predicted greater distress by emotional infidelity. 

4) To what extent do the independent variables (sex, sexual orientation, infidelity 

expectations, intimacy, passion, and commitment) predict anger, anxiety, jealousy, and 

humiliation related to emotional infidelity (as measured by the sum score for each of the 

four emotions across the three emotional scenarios)? 

a) DV = anger 

Sex, sexual orientation, infidelity expectations, and love (intimacy, passion, commitment) 

accounted for a significant proportion of variance in anger related to emotional infidelity, R2 = 

.22, F(7, 288) = 11.54, p < .001. Sex [t(288) = 3.65, p < .001], sexual orientation [t(288) = -6.00, 

and commitment [t(288) = 3.36, p = .001] contributed significantly to the prediction of anger 

from emotional infidelity, whereas infidelity expectations, intimacy, and passion were not 

significant predictors (see Table 5). Females and heterosexuals were more angered by emotional 

infidelity than males and lesbian/gay individuals, respectively. More commitment was also 

predictive of greater levels of anger in response to emotional infidelity. 

b) DV = anxiety 

Anxiety related to emotional infidelity also varied as a function of sex, sexual orientation, 

infidelity expectations, and love (intimacy, passion, commitment). Overall, this set of predictors 

significantly accounted for 18.7% of the variability in anxiety related to emotional infidelity, F(7, 

288) = 9.45, p < .001. Sex [t(288) = 3.88, p < .001] and sexual orientation [t(288) = -3.96, p < 

.001] contributed significantly to the prediction of anxiety from emotional infidelity, whereas 

infidelity expectations, intimacy, passion, and commitment were not significant predictors (see 

Table 5). Greater levels of anxiety in response to emotional infidelity were reported by females 

and heterosexuals than males and lesbian/gay individuals, respectively. 

c) DV = jealousy 
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Sex, sexual orientation, infidelity expectations, and love (intimacy, passion, commitment) 

also accounted for a significant proportion of jealousy from emotional infidelity, R2 = .20, F (7, 

288) = 10.32, p < .001. Sex [t(288) = 3.69, p < .001] and sexual orientation [t(288) = -4.98, p < 

.001] contributed significantly to the prediction of jealousy from emotional infidelity, whereas 

infidelity expectations, intimacy, passion, and commitment were not significant predictors (see 

Table 5). Females and heterosexuals were also more jealous in response to emotional infidelity 

than males and lesbian/gay individuals, respectively. 

d) DV = humiliation 

Humiliation related to emotional infidelity varied significantly as a function of sex, 

sexual orientation, infidelity expectations, and love (intimacy, passion, commitment), with this set 

of predictors accounting for 21.4% of the variability F(7, 288) = 11.20, p < .001. Sex [t(288) = 

3.44, p = .001] and sexual orientation [t(288) = -6.41, p < .001] contributed significantly to the 

prediction of humiliation from emotional infidelity, whereas infidelity expectations, intimacy, 

passion, and commitment were not significant predictors (see Table 5). Once again, females and 

heterosexuals were more humiliated by emotional infidelity than males and lesbian/gay 

individuals, respectively. 

Effects of Sex and Sexual Orientation on Emotional Reactions to Sexual and Emotional Infidelity 

5) Do participant sex and sexual orientation significantly interact to influence levels of 

anger, anxiety, jealousy, and humiliation felt in response to emotional and sexual 

infidelity? 

A mixed ANOVA was conducted with sex and sexual orientation as between factors and 

infidelity type (2 levels: emotional and sexual) and emotions (4 levels: anger, anxiety, jealousy, 

humiliation) as within factors. The homogeneity of variances assumption was not met, as 

indicated by Levene’s Test of Equality of Error Variances. As a result, the F ratios for the 

between-subjects effects were analyzed at a more stringent alpha level of .01, as suggested by 

Stevens (1999). Mauchley’s Test of Sphericity indicated that the heterogeneity of covariances 
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assumption was not met. Therefore, Greenhouse-Geisser corrections for degrees of freedom were 

used to evaluate the F ratios for the within-subjects effects when appropriate. ANOVA summary 

tables for the between and within-subjects effects are presented in Tables 6 and 7, respectively.  

The higher-order interaction between sex and sexual orientation with emotions across 

infidelity type did not reach statistical significance. Thus, the lower-order interactions were 

examined. Although the interaction between sexual orientation and infidelity type on emotions 

was not statistically significant, a significant interaction was found between sex and infidelity 

type on emotions [F(2.567, 749.632) = 3.027, p = .036]. This interaction had a small effect size 

(ηp
2 = .01). Interaction comparison post-hoc analyses revealed that males and females had a 

different pattern of emotional responses to sexual infidelity [F(3, 876) = 5.668, p = .001]. 

However, males and females did not show pattern differences across the emotions in response to 

emotional infidelity [F(3, 876) < 1, NS]. As shown in Figure 1, males and females agreed that a 

partner’s emotional infidelity would elicit greatest amounts of jealousy, followed by anxiety, 

anger, and humiliation. In response to sexual infidelity, women and men gave highest ratings for 

anger, followed by anxiety and jealousy. However, they differed in their responses to humiliation. 

Males were much less concerned by humiliation (M = 11.2) in comparison to the other emotions, 

whereas females were almost as humiliated (M = 13.1) as they were anxious and jealous. The 

means for this significant interaction are presented in Table 8.   

The lower-order interaction between infidelity type and emotions also reached statistical 

significance [F(3, 876) = 28.034, p < .001] with a medium effect size (ηp
2 = .09). Post-hoc results 

for this interaction are presented in the following section, as these results directly answer the sixth 

research question. 

The lower-order interaction between sexual orientation and emotions also reached 

statistical significance [F(2.629, 767.543) = 8.207, p < .001], with sexual orientation accounting 

for a small amount of the variance in emotions (ηp
2 = .03). Simple main effect post-hoc analyses 

revealed that across both types of infidelity, there were significant differences between 
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heterosexual and lesbian/gay individuals for anger [F(1, 876) = 53.179, p < .001], anxiety [F(1, 

876) = 29.584, p < .001], jealousy [F(1, 876) = 36.686, p < .001], and humiliation [F(1, 876) = 

97.304, p < .001]. As noted in Figure 2, the greatest difference appeared in humiliation, with 

lesbian and gay participants reporting significantly less humiliation (M = 10.5) than heterosexual 

participants (M = 13.1). See Table 9 for the means for this significant interaction. All other lower-

order interactions did not reach statistical significance.   

Tests for between-subjects effects revealed that there was not a statistically significant 

interaction between sex and sexual orientation. However, both main effects for sex [F(1, 292) = 

25.344, p < .001] and sexual orientation [F(1, 292) = 47.452, p < .001] were statistically 

significant. Sex had a medium effect on emotion ratings (ηp
2 = .08), whereas sexual orientation 

had a large effect on emotion ratings (ηp
2 = .14). Across all emotions and both infidelity types, 

women’s scores were significantly higher than males, and heterosexuals’ scores were 

significantly higher than lesbian and gay participants’ scores.   

Effect of Infidelity Type on Emotional Reactions  

6) Do sexual and emotional infidelity elicit significantly different levels of distress, anger, 

anxiety, jealousy, and humiliation?  

As previously mentioned, a mixed ANOVA was conducted with sex and sexual 

orientation as between factors and infidelity type (2 levels: emotional and sexual) and emotions (4 

levels: anger, anxiety, jealousy, humiliation) as within factors. As stated above, the lower-order 

interaction between the within factors, infidelity type and emotions, reached statistically 

significance [F(3, 876) = 28.034, p < .001]. Follow-up post-hoc results for this significant 

interaction are presented here as they directly answer this sixth research question. It should be 

noted that the main effect for infidelity type also reached statistical significance, indicating that 

participants were significantly more distressed by sexual than emotional infidelity [F(1, 292) = 

24.527, p < .001]. 
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Since the sphericity assumption was not met, the Bonferroni approach for post-hoc 

pairwise comparisons was utilized as suggested by Stevens (1999). A total of sixteen dependent t-

tests were conducted to locate the significant differences among the emotions both within and 

between infidelity types. Results were analyzed with a Bonferroni adjusted alpha level of .003 

[.05/16 (number of comparisons)].        

Examining the significant interaction effect, participants were significantly more angered 

[t(295) = 8.14, p < .001] and humiliated [t(295) = 5.55, p < .001] by sexual infidelity than 

emotional infidelity (see Figure 3). Anxiety and jealousy ratings for sexual and emotional 

infidelity did not significantly differ.  

In response to sexual infidelity, participants stated they would feel more angered than 

anxious [t(295) = 4.09, p < .001], jealous [t(295) = 4.23, p < .001], or humiliated [t(295) = 5.74, p 

< .001; see Figure 3]. On the other hand, their reported ratings for anxiety, jealousy, and 

humiliation did not significantly differ.    

Participants were most overcome by anxiety and jealousy in response to emotional 

infidelity, and these ratings did not differ significantly from one another (see Figure 3). They 

were significantly more anxious than angered [t(295) = -3.78, p < .001] or humiliated [t(295) = 

7.33, p < .001], and they were significantly more jealous than angered [t(295) = -4.36, p < .001] 

or humiliated [t(295) = 7.71, p < .001]. Finally, they were significantly more angered than 

humiliated [t(295) = 4.32, p < .001] when thinking about a current partner’s emotional infidelity. 

The means for this significant interaction are displayed in Table 10.   
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CHAPTER IV 
 

 

DISCUSSION 

 

Predictors of Emotional Reactions to Infidelity 

 The first four research questions addressed whether sex, sexual orientation, expectations 

about a partner’s potential for infidelity, and love were predictive of emotional reactions to 

hypothetical scenarios of sexual and emotional infidelity. Summarizing these findings, participant 

sex and sexual orientation were significant predictors of almost all five emotions (i.e. general 

distress, anger, anxiety, jealousy, humiliation) in response to both emotional and sexual infidelity. 

In fact, the only scenario for which sex was not a significant predictor was in a jealous response 

to sexual infidelity. Reviewing the influence of love on emotional responses, commitment (one 

component of love) was predictive of distress and anger in response to emotional infidelity, 

whereas intimacy (a second component of love) was predictive of distress and anxiety in response 

to sexual infidelity. Interestingly, neither passion (the third component of love) nor expectations 

about the likelihood of a partner committing sexual or emotional infidelity were significant 

predictors of emotional responses to either emotional or sexual infidelity. As a whole, these 

findings indicate that females and heterosexuals were more prone to feeling significantly 

distressed by a current partner’s sexual or emotional infidelity, in comparison to their male and 

lesbian and gay counterparts. Moreover, those who are more committed to their partners are more 

likely to be distressed and angered by a partner’s emotional infidelity, while individuals who feel 
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their relationships are less intimate will be more distressed and anxious by a partner’s sexual 

infidelity. Lastly, no matter how passionate your relationship is, or whether or not you expect 

your partner to be unfaithful, simply imagining one’s partner committing infidelity evokes strong, 

negative emotions. 

Sex as a significant predictor of emotional responses to sexual and emotional infidelity 

lends support to some previous studies (Cramer et al., 2008; Green & Sabini, 2006) yet 

contradicts others (DeSteno & Salovey, 1996; Dijkstra et al., 2001). While continuous emotion 

ratings were used to measure emotional reactions to sexual and emotional infidelity in the current 

study, all of these previous studies used forced-choice questions. Interestingly, the two studies in 

which sex was found not to be a significant predictor (DeSteno & Salovey, 1996; Dijkstra et al., 

2001) actually showed that sex was no longer a significant predictor once participants’ beliefs 

about the co-occurrence of emotional and sexual infidelity (aka. “double-shot hypothesis”) were 

put into the equation. Therefore, it seems participants’ beliefs tend to mediate the relationship 

between sex and distress by emotional and sexual infidelity. Another interesting finding of the 

current study was that sex was not predictive of jealousy in response to sexual infidelity. This 

supports the idea that neither sex is more jealous than the other (Buss, 2000; Fisher, 1992). 

Upon review, this seems to be the first study that has investigated sexual orientation as a 

possible predictor of emotional reactions to sexual and emotional infidelity. However, researchers 

have found sexual orientation differences in response to sexual and emotional infidelity (Bailey et 

al, 1994; deSouza et al., 2006; Harris, 2002; Sheets & Wolfe, 2001). Specifically, heterosexual 

men often report more distress in response to sexual infidelity than heterosexual women, lesbian 

women, and gay men, whereas these latter three groups tend to report similarly high levels of 

distress to emotional infidelity (Bailey et al., 1994; Harris, 2002; Sheets & Wolfe, 

2001).Considering sexual orientation was found to be a significant predictor of emotional 

reactions to emotional and sexual infidelity in the current study, it seems important to question 

the impact of this variable on reactions to infidelity in future research and clinical endeavors. 



46 

 

 Exploring characteristics of love as predictors of emotional reactions to infidelity, more 

commitment to the relationship was predictive of distress and anger in response to emotional 

infidelity, but not sexual infidelity. On the other hand, less intimacy was predictive of distress and 

anxiety in response to sexual infidelity, but not emotional infidelity. These findings are not only 

interesting but puzzling. Perhaps greater levels of commitment, or a decision to maintain the 

relationship and belief that the relationship is stable and permanent (Sternberg, 1987), leads to 

heightened feelings of distress and anger in response to emotional infidelity, as this indicates the 

unfaithful partner breached trust and was not as equally committed to the relationship as the 

betrayed partner. Regarding intimacy, or emotional support and connectedness among partners 

(Sternberg, 1987), it is possible that having less of an emotional bond decreases the betrayed 

partner’s sense of safety and security when faced with a partner’s sexual infidelity, thereby 

leading to significant distress and anxiety. For example, with less emotional connectedness 

between partners, it is possible the betrayed individual may question whether his or her partner 

cares enough to honestly self-disclose information about the affair. This includes aspects of the 

infidelity that could jeopardize the betrayed partner’s well-being, such as whether or not safe-sex 

was practiced, whether or not the infidelity is still occurring, and whether the unfaithful partner 

wants to stay in the current relationship or abandon it. Notably, it is more difficult to speculate on 

why these emotions were felt in response to one infidelity type and not the other. The current 

findings also revealed that passion, or strong physiological and psychological needs and desires 

for one’s partner, was not a significant predictor in any regard. According to Sternberg (1987), 

passion is more important during short-term relationships and tends to fade over time, whereas 

intimacy and commitment are more important in long-term relationships. Considering average 

length of one’s current relationship was around three years for participants in this study, it seems 

probable that passion was less important for these couples and therefore had less of an impact on 

their emotional reactions to infidelity scenarios. 
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Neither subscale from the IEQ was predictive of emotional responses to emotional or 

sexual infidelity. In a nutshell, people’s expectations about the likelihood of their partners being 

unfaithful have little, if any, influence on their emotional reactions to their partners’ hypothetical 

infidelity. This does not lend support to Cramer et al.’s (2008) violation of infidelity expectations 

hypothesis. On the other hand, it supports their finding that sex was a significant predictor of 

distress in response to infidelity, whereas infidelity expectations were not significant predictors.      

Effects of Sex and Sexual Orientation on Emotional Reactions to Infidelity 

Sex and sexual orientation did not significantly interact to effect emotional responses to 

emotional and sexual infidelity. Across all emotions and both types of infidelity, women’s 

emotion ratings were significantly higher than men’s scores. Regardless of sexual orientation, 

women and men agreed that emotional infidelity evoked more jealousy and anxiety than all other 

emotions, sexual infidelity evoked more anger, and both types of infidelity caused the least 

amounts of humiliation. Women’s reactions to emotional infidelity paralleled men’s reactions 

across all emotions. In response to sexual infidelity, however, women were almost as humiliated 

as they were anxious and jealous, whereas men were much less concerned with humiliation.  

Although a sex difference did emerge, with women reporting significantly higher 

emotion ratings than men, this was the case for both emotional and sexual infidelity. Comparing 

means within each sex, both women and men were more distressed by sexual infidelity than 

emotional infidelity. This is congruent with DeSteno et al.’s findings (2002), but it is inconsistent 

with multiple previous findings that highlight women’s tendencies to respond with incredibly 

higher levels of distress to emotional than sexual infidelity. Aside from women reacting stronger 

than men, it seems women and men were more alike than different.  

These results marginally support the well-documented sex difference, where women are 

said to be significantly more distressed by emotional infidelity than men, and men are said to be 

significantly more distressed by sexual infidelity than women (Buss et el., 1992; Buss et al., 

1999; Buunk et al., 1996; Cramer et al., 2001; Cramer et al., 2008; DeSteno & Salovey, 1996; 
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DeSteno et al., 2002; Edlund et al., 2006; Fernandez et al., 2007; Green & Sabini, 2004; Harris, 

2003; Harris & Christenfeld, 1996; Penke & Asendorpf, 2008; Sabini & Green, 2004; Sagarin et 

al., 2003; Schützwohl, 2008; Ward & Voracek, 2004). According to Penke & Asendorpf (2008), 

the evolutionary hypothesis can only be confirmed when all four differences (two between-sex 

and two within-sex) are found in the predicted directions. The current findings fail to confirm the 

evolutionary hypothesis, as only one between-sex difference (i.e. women react with stronger 

emotions than men in response to emotional infidelity) and one within-sex difference (i.e. men 

react with stronger emotions to sexual than emotional infidelity) were found. Nonetheless, these 

ordinal effects lend marginal support to the evolutionary hypothesis. Bearing in mind that 

continuous measures were used in this study, these findings support the idea that the sex 

difference disappears or diminishes in significance when continuous measures are employed 

instead of forced-choice questions (DeSteno et al., 2002; Green & Sabini, 2006; Harris, 2003). 

The inclusion of lesbian and gay individuals may have also contributed to a lack of sex 

differences between sexual and emotional infidelity, which has also been found in past research 

(Harris, 2003).  

The pattern of women responding with stronger feelings than men to both infidelity types 

has also been demonstrated in the past (Edlund et al., 2006; Penke & Asendorpf, 2008). It is 

possible that this sex difference is reflective of popular gender stereotypes that most women are 

overly emotional and dramatic and that “real” men can control their emotions. Remembering that 

participants were asked to self-report their emotional reactions, it is possible that women and men 

responded in these socially acceptable ways. Women and men also differed in their emotional 

reactions to sexual infidelity, whereas their responses to emotional infidelity were similar. This 

contradicts previous findings (Penke & Asendorpf, 2008) in which the opposite was true: women 

and men had different emotional reactions to emotional infidelity, but not sexual infidelity. In the 

current study, women and men agreed that sexual infidelity most elicited anger, followed by 

anxiety, and jealousy. Although they agreed that humiliation would be the least felt emotion, 
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women’s ratings for humiliation were notably higher than men’s humiliation ratings. Women’s 

greater tendency to feel humiliated by a partner’s sexual infidelity may reflect the current views 

of Western societies, which expect women to be able to sexually please their partners and often 

hold women responsible when their partners commit infidelity. Therefore, it seems logical that 

women might have been taught by society that they are at least partially to blame when a partner 

is unfaithful, which can easily lead to feelings of humiliation.   

Heterosexuals’ scores were also significantly higher than lesbian and gay individuals’ 

scores, but no significant sexual orientation differences were found between emotional and sexual 

infidelity. This finding supports the evolutionary idea that lesbian and gay individuals should not 

be as affected by infidelity as compared to heterosexuals, as unfaithful acts by same-sex partners 

do not pose the same evolutionary threats of raising another man’s child or losing a male 

partner’s resources to another woman. Heterosexuals may also be more distressed by infidelity 

because Western societal norms tell them they should feel this way, whereas lesbian and gay 

individuals do not have overarching societal rules to follow regarding infidelity. These results 

support those of previous researchers who failed to find differences in emotional responses 

between lesbian women and gay men (Bailey et al., 1994; de Souza et al., 2006; Dijkstra et al., 

2001; Sheets & Wolfe, 2001). Nevertheless, the current findings failed to confirm the majority of 

previous findings. For example, although past research indicates heterosexual men are more 

distressed by sexual infidelity when compared to heterosexual women, lesbian women, and gay 

men (Bailey et al., 1994; Harris, 2002; Sheets & Wolfe, 2001), the current findings indicate 

heterosexual women were actually more distressed by sexual infidelity than heterosexual men. 

Moreover, heterosexuals were more distressed by both types of infidelity when compared to 

lesbian and gay individuals. Previous researchers have also found heterosexual women to report 

similar levels of distress to emotional infidelity as lesbian and gay individuals (Bailey et al., 

1994; Harris, 2002; Sheets & Wolfe, 2001), whereas current findings reveal that heterosexual 

women were significantly more distressed by both types of infidelity when compared to lesbian 
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and gay individuals. Finally, lesbian and gay individuals responded with similar emotion ratings 

in response to both infidelity types in the current study, whereas past research indicates that 

lesbians are more distressed by sexual infidelity than gay men, and gay men are more distressed 

by emotional infidelity than lesbians (Dijkstra et al., 2001).  

Heterosexual and lesbian/gay individuals agreed that both infidelity types created similar 

amounts of anger, anxiety, and jealousy. They also agreed that humiliation would be the least 

experienced emotion; however, heterosexuals were almost as humiliated as they were angry, 

anxious, or jealous, while lesbian and gay individuals were considerably less humiliated than they 

were angry, anxious, or jealous. Speculating on the reasons for this difference, it is plausible that 

heterosexuals’ increased concern with humiliation may be a derivative of Western societal rules 

which praise monogamy among heterosexual couples. Therefore, when monogamy is violated by 

infidelity, it is possible that the betrayed partner feels an increased amount of responsibility for 

not being able to keep their partner from breaking that monogamous bond. Heterosexuals may 

also feel more humiliated because their relationships are much more socially accepted and 

consequently publicized more freely to family, friends, co-workers, etc. Among same-sex 

couples, it is possible that a partner’s infidelity is less internalized due to a lack of societal rules 

about how each partner should behave when confronted by infidelity. Moreover, same-sex 

couples who keep private the details of their relationships in order to refrain from hearing 

negative societal messages will be more able to keep any infidelities hidden as well, resulting in 

less humiliation for the betrayed partner. 

Effects of Infidelity Type on Emotional Reactions 

Among all participants, sexual infidelity elicited significantly higher emotion ratings than 

emotional infidelity for all emotions, with differences in distress, anger, and humiliation reaching 

statistical significance. Sexual infidelity elicited significantly more anger than the other emotions, 

whereas the other emotions were reported at similar levels. Emotional infidelity elicited 
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significantly more anxiety and jealousy than anger and humiliation, and significantly more anger 

than humiliation.  

That sexual infidelity caused significantly more anger than all other emotions may reflect 

the common viewpoint that sexual infidelity is preventable and intolerable whereas emotional 

infidelity is often seen as less controllable or intentionally harmful. This finding parallels those 

found in previous studies (Green & Sabini, 2006; Sabini & Green (2004), where feelings of anger 

and blaming the unfaithful partner were more consistent responses to sexual infidelity than 

emotional infidelity. Also of interest is that participants in the current study responded least of all 

with humiliation to sexual and emotional infidelity. This may be a positive indicator that people 

try to limit the extent to which they internalize and find themselves at fault for a partner’s 

infidelity.  

Implications for Practice 

 Considering infidelity is one the top three reasons couples present for counseling (Lerner, 

1989) and is often addressed as an issue during individual therapy, it is crucial that therapists are 

able to thoroughly conceptualize the impact that infidelity can have on clients and understand 

how to best help clients process and cope with infidelity. The results of the current study can help 

mental health professionals understand the complexities in their clients’ emotional reactions to 

infidelity, and thereby render them better able to help their clients. 

One of the unique challenges counselors face is formulating hypotheses about clients 

prior to the initial session based on a limited amount of information. Fortunately, the results of 

this study indicate that by paying attention to basic demographic information, counselors may be 

able to better understand clients’ emotional well-being when infidelity is reported as the 

presenting problem. For example, females in the current study reported experiencing significantly 

greater negative emotions than males in response to a partner’s sexual or emotional infidelity, and 

the same was true of heterosexuals when compared to lesbian and gay individuals. Therefore, 

counselors may consider that females and heterosexuals will react to infidelity with greater 
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emotional intensity in comparison to males and lesbian/gay individuals. Counselors can also 

query their clients either formally or informally about how much intimacy and commitment they 

believe is present in their relationships, as higher levels of commitment and lower levels of 

intimacy were predictive of various emotional responses to emotional and sexual infidelity. 

The current findings indicate that a whole range of emotions are typically experienced by 

persons when betrayed by an unfaithful partner, including anger, anxiety, jealousy, and 

humiliation. This information can be presented to clients educationally to help normalize for them 

the intense emotions they may be experiencing. By normalizing their emotions, clients will likely 

feel comfortable and safe enough to disclose and process their feelings in-session. When an 

individual’s sex, sexual orientation, and/or perceived amount of love in their relationship seems 

to fit with the intensity of their emotions as predicted, therapists can reassure them that others 

with similar characteristics responded in similar ways. Counselors can also help clients 

understand that a partner’s infidelity leads to painful emotions, no matter whether or not the 

infidelity was expected. It is also possible that when working with heterosexual couples, we can 

use the current findings to help the unfaithful partner empathize with the feelings of the betrayed 

partner, since women and men responded similarly regarding which emotions were triggered 

more by sexual versus emotional infidelity. Similarly, therapists can use this information to 

increase empathy among same-sex couples, as the current findings indicate lesbian and gay 

couples will likely report similar emotions of equal intensities. By increasing empathy, couples 

can hopefully reconnect with one another and begin to heal from the challenges that infidelity 

poses for individuals in romantic partnerships. 

The results of this study may be used to anticipate emotional reactions that heterosexual, 

lesbian, and gay individuals might have to sexual and emotional infidelity. For example, sexual 

infidelity was found to elicit more anger than all other assessed emotions. Knowing this, we can 

ask our clients about any feelings of anger they might be experiencing in response to sexual 

infidelity. Given that intense anger can lead to self-destructive behavior or harm to others, 
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therapists can ask clients who have been cheated on about possible thoughts, plans, or intent to 

harm themselves, their partners, or the other person. Jealousy and anxiety were also frequently 

endorsed across all participants in response to sexual and emotional infidelity. By asking about 

feelings of jealousy, therapists can help prevent clients from engaging in illegal behaviors such as 

invading their partner’s private records or stalking. Therapists can also screen for high levels of 

anxiety amongst betrayed clients, as these emotions can lead to excessive worry, restlessness, and 

sleep difficulties. Lastly, it seems particularly important for therapists to be alert to individuals 

who endorse greater feelings of humiliation than other emotions, as humiliation was reported less 

than all other emotions by participants in the current study. When this occurs, clinicians can 

assess why the individual is internalizing his or her partner’s actions. By intervening early, 

therapists may be able to prevent these clients from isolating from others or ruminating on 

negative thoughts, which can quickly exacerbate other negative feelings like shame and 

embarrassment or possibly lead to severe symptoms of depression.  

Limitations   

Given the sensitive nature of many of the survey questions (e.g. personal history of 

infidelity experiences, perceived amount of love in one’s current relationship, infidelity 

expectations of one’s partner, emotional reactions to infidelity scenarios), it is quite possible 

participants gave socially acceptable as opposed to candid responses. Participants were also asked 

to indicate their emotional reactions to hypothetical infidelity scenarios, instead of discussing 

how they had reacted in the past to actual experiences with infidelity. According to Harris (2002), 

no sex difference emerges regarding which type of infidelity is more upsetting when participants 

who have been cheated on in the past are asked to reflect on those memories. In the current study, 

females and males significantly differed regarding specific emotions they felt in response to these 

hypothetical infidelity scenarios. Therefore, it is possible this sex difference would have 

disappeared if participants were asked to recall actual experiences with infidelity.   
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Participants’ racial identities and marital statuses may have also influenced the findings, 

as these percentages were disproportionate to those found in the general population. In addition, 

convenience sampling was used instead of one of the preferred random sampling techniques. 

Finally, there is a lack of randomization, manipulation, and control as a result of have pre-existing 

groups instead of random assignment to groups. 

Results of preliminary analyses show lesbian and gay individuals were significantly older 

and involved in their current romantic relationships for a significantly longer duration than 

heterosexual participants. This is not surprising, seeing how the majority of heterosexual 

participants were college students who were recruited from a university setting whereas many of 

the lesbian and gay participants were gathered through social connections and gay-friendly 

organizations throughout the United States. Nevertheless, there is a strong possibility these age 

and length of relationship differences may have contributed to the sex and sexual orientation 

differences that emerged in response to the infidelity scenarios.  

With a mean age of approximately 26 years, the majority of the current sample fell into a 

younger generation of individuals. Recalling that the sex difference in lifetime rates of 

committing infidelity has disappeared when studying individuals under 40 years of age 

(Wiederman, 1997), with women committing infidelity at similar or higher rates than men, it is 

possible that the age of this younger cohort of participants had an influence on their emotional 

responses to sexual and emotional infidelity.  

Findings from preliminary chi-square analyses on history of infidelity experiences 

indicate that sex and sexual orientation often did not significantly relate to infidelity histories. In 

fact, the only differences found were that more men than women reported being cheated on by 

their current partners, and more lesbian and gay individuals reported cheating on a past partner 

than heterosexuals. Moreover, men were more likely to be sexually unfaithful, and women were 

more likely to engage in emotional infidelity or both infidelity types. And whereas heterosexual 

participants were more likely to be emotionally unfaithful, lesbian and gay individuals were more 
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likely to engage in sexual infidelity or both infidelity types. Although most of these associations 

did not reach statistical significance, past research (Edlund et al., 2006; Sagarin et al., 2003) 

suggests history of infidelity experiences may have influenced participants’ emotional responses 

to infidelity scenarios. 

Recommendations for Future Research 

 When conducting research on this topic in the future, multiple improvements can be 

made to the research design to increase external validity. First, random sampling should be 

utilized to gather a sample of adults who vary in sexual orientation and whose demographic 

variables such as age, length of relationship, racial identity, and marital status accurately 

represent that of the general population. These individuals could then be grouped by age to see if 

any generational differences emerge regarding emotional responses to sexual and emotional 

infidelity.   

 Other independent variables could be tested to see if they account for any of the variance 

in emotional responses to infidelity. For example, researchers have shown that sex is no longer a 

reliable predictor of emotional responses to infidelity once participants’ beliefs about the co-

occurrence of emotional and sexual infidelity are examined (DeSteno & Salovey, 1996; Dijkstra 

et al., 2001). Although this research was first executed with a heterosexual sample and then 

investigated with a lesbian and gay sample, participants’ beliefs have not been examined among a 

mixed sample of heterosexual, lesbian, and gay individuals.  

Current findings reveal women’s and heterosexuals’ scores were significantly higher than 

men’s and lesbian/gay individuals’ scores, respectively. These interesting findings could be 

examined further to see how societal norms may be influencing participants’ emotional 

responses. For example, the widely-accepted notions that women are “overly” emotional and that 

“real” men do not show emotion might help to explain this significant sex difference. Moreover, 

the relevant absence of social norms for lesbian and gay individuals regarding how they should 

feel in response to infidelity may explain why they were less distressed by a partner’s infidelity 
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than heterosexual participants. On the other hand, this sexual orientation difference might reflect 

possible norms within the LGBT subculture that view infidelity as something to be expected and 

tolerated more so than it is among monogamous-practicing heterosexuals.     

Finally, future researchers could use these emotional responses to infidelity to predict 

betrayed individuals’ actions and coping strategies. For example, it is possible that high levels of 

anger and jealousy could lead to increased risk for physical aggression, stalking, or homicidal 

ideation, whereas high levels of anxiety and humiliation could lead to the development or 

exacerbation of mental health problems such as clinically-significant symptoms of anxiety or 

depression. Further research could also attempt to identify which individuals are at an increased 

risk for engagement in poor coping mechanisms upon discovering a partner’s infidelity, such as 

substance abuse, self-harm, and suicidal ideation. 

Summary 

The results of this study suggest that sex and sexual orientation are significant predictors 

of emotional responses to sexual and emotional infidelity. While more commitment within 

relationships predicted distress and anger towards emotional infidelity, less intimacy predicted 

distress and anxiety in response to sexual infidelity. Interestingly, passion in relationships and 

expectations about a partner’s likelihood of committing infidelity were not significant predictors 

of emotional reactions to emotional or sexual infidelity.   

Across all participants, sexual infidelity elicited more negative feelings than emotional 

infidelity. Moreover, women’s emotion ratings were significantly higher than men’s ratings in 

response to both emotional and sexual infidelity. Although women were significantly more 

distressed by emotional infidelity than men, men were not found to be significantly more 

distressed by sexual infidelity than women, as indicated multiple times in past literature. 

Therefore, only marginal support was found for this well-documented sex difference, which may 

have diminished because of the inclusion of lesbian and gay individuals and/or with use of 

continuous instead of forced-choice questions. Heterosexuals’ emotion ratings were also 
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significantly higher than lesbian and gay individuals’ ratings, across all emotions and both types 

of infidelity. This contradicts previous findings which indicate heterosexual women respond 

similarly to lesbian and gay individuals, and that heterosexual men respond with higher ratings 

than heterosexual women, lesbians, and gay men in response to sexual but not emotional 

infidelity. This tendency for heterosexuals to respond with significantly higher ratings than 

lesbian and gay individuals may be explained by the evolutionary idea that lesbian and gay 

individuals may not be as concerned about infidelity as are heterosexuals, since same-sex couples 

do not face the same reproductive threats. This sexual orientation difference could also be the 

result of lesbian and gay individuals not having societal rules to follow that dictate how they 

should feel in response to infidelity.  

Looking at specific emotional responses to infidelity, women and men agreed that 

emotional infidelity caused more jealousy and anxiety than anger and humiliation, sexual 

infidelity elicited more anger than all other emotions, and humiliation was the least experienced 

emotion across both infidelity types. In response to sexual infidelity, however, men were much 

less humiliated than they were angry, anxious, and jealous, whereas women were almost as 

humiliated as they were angry, anxious, and jealous. Sex orientation differences in humiliation 

were also observed, with heterosexuals reporting significantly more humiliation in response to 

both types of infidelity than their lesbian and gay counterparts. Taken together, these findings can 

be used by mental health professionals to assess clients’ emotional responses to infidelity, 

normalize for clients’ their emotional reactions to infidelity, and build empathy between partners. 

These results may also be helpful in preventing negative consequences that can ensue as a result 

of experiencing these intense, negative emotions in response to what many romantic partners fear 

the most, namely, infidelity in their relationships. 
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APPPENDICES 
 

 

APPENDIX A: 

REVIEW OF THE LITERATURE 

Positive and Negative Effects of Romantic Relationship Involvement 

Looking at the impact of relationship involvement on personal well-being, Coombs 

(1991) reviewed over 130 studies. Summarizing findings from studies that addressed relationship 

status in relation to rates of alcoholism, suicide, mortality, serious mental illnesses, and 

happiness, he concluded that married persons, especially men, experience less emotional distress 

and greater levels of happiness than unmarried individuals. 

The effects of relationship status and happiness on well-being were further explored in 

another study (Kamp Dash & Amato, 2005). First, a sample of 691 young adults with a mean age 

of 23 were asked about their current relationship status and placed into groups based on their 

responses: married, cohabitating, exclusively dating one person, dating multiple people, and not 

dating. Findings of well-being as a function of current relationship status were hierarchical in 

nature, with higher levels of commitment signifying greater levels of subjective well-being. In 

other words, married individuals reported the greatest levels of well-being, followed by 

cohabitating couples, persons dating exclusively, individuals dating nonexclusively, and then, 

single participants. In addition, a positive relationship was found between levels of happiness and 

well-being. Even after controlling for happiness, those with greater levels of commitment were 

still found to experience greater well-being. Therefore, it seems individuals believe that being in 

an unhappy relationship is still better for well-being than no relationship at all. 
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Findings from a large Dutch young adult sample (2,818 responses) add support to the 

previously-mentioned articles (Soons & Liefbroer (2008). With four levels of relationship status 

(married, cohabitating, dating, and single) and three types of resources (material, personal, and 

social), they found that levels of well-being were highest among married participants, followed 

by cohabiting individuals, dating adults, and then singles. Close to one-third of the variance in 

well-being was due to the influence of resources, which suggests that some of the positive effects 

of relationship involvement on well-being may be related to the potential increases in resources 

that ensue as a result of forming a romantic partnership with another individual.  

Although romantic relationships seem to heighten well-being and happiness, conflict in 

relationships is inevitable. Actions taken to resolve conflict in romantic relationships were 

examined with a sample of college students (n = 256) between the ages of 18 and 21 who were 

currently involved in romantic relationships (Reese-Weber & Marchand, 2002). They found that 

males who exhibited more negative and less positive conflict resolution tactics were more likely 

to report the presence of depressive symptoms. Females, on the other hand, were more likely to 

use more negative and less positive ways to handle conflict if they had more anxious attachments 

characterized by fear of abandonment and rejection by their partners.  

When a relationship is formed, each individual enters into the partnership with learned 

patterns for resolving conflict along with personal characteristics. In one study, 110 

undergraduate students’ attachment orientations (comfort with closeness, comfort depending on 

others, and anxiety over experiencing abandonment and rejection) and conflict behaviors were 

investigated regarding the potential impact on symptoms of depression (Marchand-Reilly, 2009). 

Both attachment orientation and conflict behaviors were found to be significant predictors of 

depression. Findings suggest increased use of attacking behaviors during periods of conflict along 

with discomfort with closeness, discomfort with depending on others, and fear of abandonment 

and rejection were experienced more by individuals who reported more depressive symptoms.  
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The positive and negative feelings that accompany romance are highlighted in a recent 

book about romantic passion (Person, 2007). The author explains that new lovers move from 

living in an illusionary state where they feel their partners are immaculate to facing the reality 

that their partners are imperfect. As situations change, new roles emerge, and the passion that 

characterizes the beginning stage of a new relationship dwindles, people are more vulnerable to 

falling out of love. Adultery is also addressed, with an emphasis on a variety of reasons for why 

this is viewed with such disapproval and disgust. Stated reasons are that adultery shatters an 

important dyad which is unconsciously linked with the disruption of the first significant dyad 

between mother and child (i.e. Oedipal or Electra complex); violates rules of possession; 

threatens one’s sense of security; triggers fears of abandonment, loneliness, and rejection; elicits 

feelings of insecurity and jealousy; and destroys the family unit, especially when children are 

involved. 

The History and Development of Monogamy and Marriage as Social Norms 

Several works referenced for this project cover a broad range of topics and therefore do 

not fit neatly into any one specific category. One of these works contains a multitude of subjects 

including the development of infidelity as sinful and condemned by God, a historical account of 

varying statistics on infidelity, and cross-cultural and historical sex differences as related to 

infidelity, power, and status (Fisher, 1992). The origins of monogamy are traced as far back as 

our humanoid ancestors, who found monogamy was their best option for successfully raising 

offspring and passing on their genes. Although our male humanoid ancestors preferred to live 

amongst groups of women or harems, their nomadic approach to living made it nearly impossible 

to find and protect enough food and resources to support multiple women. For females, 

monogamy became most beneficial as they advanced from a mammalian species that walked on 

all fours to one that was bipedal. With this change, females were forced to carry offspring in their 

arms instead of on their backs, which made it more difficult to care for offspring by oneself. As a 

result, it became advantageous for them to pair with males who would help them care for 
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offspring and remain with them over time. Regarding the influence of religion on monogamy, the 

evolutionary and sociological benefits of practicing monogamy were reinforced by written law as 

early as 1800 B.C. in ancient Mesopotamia, which punished adulterous women by execution but 

allowed men to practice adultery as long as they chose unmarried female partners. Then, with the 

creation of the Ten Commandments around 1440 B. C., adultery became a sin that was 

condemned by God among the Ancient Hebrews following the Babylonian exile. Fisher (1992) 

also theorizes that monogamy became the social norm in Westernized societies with the growth 

of agriculture, which increased levels of power for men and stripped women of the incredible 

amounts of power they supposedly held in early human civilizations. As men started to gain 

ownership of farmlands, they were able to conquer the previously established matriarchies. 

Moreover, the women eventually had to rely on the men’s physical strength to use the big 

farming tools (e.g. plow) that were needed to grow crops and herd animals. Support for this 

theory can be directly observed in today’s world, where women and men in hunter-gatherer, 

foraging, and gardening societies exhibit more egalitarian behaviors and share equal levels of 

power. Overall, the dialogue provided by Fisher (1992) is essential to the understanding of how 

monogamy, from an evolutionary perspective, has become the conventional practice among 

romantic couples. 

The history of marriage, monogamy, and fidelity in the United States from the pre-

Revolutionary era to the present day was portrayed in another book (Cott, 2000). The Puritans, 

the founders of America, believed that if the people upheld good morals, then they would choose 

honorable leaders. They also believed that inherent in monogamous marriage was voluntary 

consent and liberty, which is what they wanted from the British but did not receive. Laws were 

subsequently enforced that banned sexual relations outside of marriage, and violators were often 

punished with public beatings and sometimes death. As America grew, states were given the 

power to create and enforce their own laws on marriage and divorce, and by the mid 19th century, 

most states would only permit divorce for the following reasons: adultery, sexual incapacity, 
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long-term abandonment from one of the spouses, extreme cruelty, neglect of familial 

responsibilities, or chronic drunkenness. By 1900, panic ensued as Americans realized that the 

divorce rate in the United States, which was four divorces for every one thousand marriages, was 

drastically higher than the divorce rate in Europe.  Unbelievably, it was 1967 before the Supreme 

Court rejected bans on interracial marriage, and it was 1985 before all 50 states legalized “no 

fault” divorce or incompatibility between spouses. In 2000, Vermont made history by becoming 

the first state to legalize same-sex civil unions. In sum, Cott (2000) thoroughly describes the role 

of Christianity in shaping beliefs about marriage and adultery, how politics were used to reinforce 

the necessity of fidelity, the development of state and federal mandates on marriage and fidelity, 

the legalization of divorce and interracial marriage, the women’s movement, and the legalization 

of civil unions for same-sex couples. 

Other ideas about the origins of monogamy were presented, with an emphasis on the 

development of social and marriage norms (Kanazawa & Still, 2001). From a sociological 

perspective, an inequality hypothesis for the existence of monogamy was supported by cross-

cultural data from 127 countries. According to proponents of this inequality hypothesis, females 

control the mating process and have the power of choosing whether to engage in a polygamous or 

monogamous marriage due to the greater costs that females are susceptible to when poor mating 

choices are made. In the absence of cultural norms, women will choose to be involved in a 

polygamous relationship when this will bring them more resources, but when less resource 

inequality exists between men, women will choose monogamy. In other words, as men became 

more equal to one another in power and had similar amounts of resources, monogamy became 

more beneficial for women and therefore the most commonly chosen option, causing a 

tremendous shift in marital norms across Westernized societies.    

By now, it should be well understood that for Westerners in particular, monogamy is 

widely viewed as the supreme model for how to conduct oneself within romantic relationships. 

This romanticized view of monogamy is dispelled in a book that highlights its accompanying 
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myths (Barash & Lipton, 2001). The authors emphasize that although monogamy is praised 

within many cultures, especially Western societies, and reinforced by religious groups as the best 

approach to romantic pairing, it is unnatural and difficult to maintain across the lifetime. In fact, 

human beings’ closest relatives, the pygmy chimps, engage in constant sexual encounters with 

one another. They also use findings from animal research to support their view by stating that no 

more than a mere one percent of mammals (less than 40 out of 4,000 species) practice sexual 

monogamy. Reasons for engaging in sex outside of one’s romantic partnership are also presented, 

with a specific focus on how females and males differ in this regard. The authors then discuss the 

evolutionary and sociological benefits and reasons for remaining monogamous. Specifically, 

monogamy allows women to capitalize on resources, leads to shared parental investment, 

prevents ostracism from community and church and possible abandonment, and deflects a 

partner’s rage and potentially violent behavior. In closing, they propose that although monogamy 

is unnatural, no other method of navigating romantic relationships (e.g. polygamy, open 

relationships) has been more successful.  

Monogamy as an unnatural social standard was subsequently supported by several 

authors in an edited work by Reichard & Boesch (2003). Within it, a clear distinction is made 

between social and sexual monogamy: social monogamy, which is synonymous with 

monogamous marriage in humans, is a “male and female’s social living arrangement without 

inferring any sexual interactions or reproductive patterns” whereas sexual monogamy refers to 

“an exclusive sexual relationship between a female and a male based on observations of sexual 

interactions” (Reichard, 2003, p. 4). The rarity of monogamy among animals and the factors that 

lead to the practice of social monogamy are discussed. It is estimated that no more than five 

percent of mammals practice social monogamy in which mating pairs are formed between 

females and males, with the vast majority practicing polygamy or promiscuity. Moreover, sexual 

monogamy occurs in even smaller frequencies. In other words, although socially monogamous 

animals may form pair-bonds and live and raise offspring together, it is foolish to assume that 
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they do not engage in outside sexual relations. Findings regarding monogamy among humans are 

then provided, revealing that only 200 out of 563 human societies around the world (around 35%) 

practice some form of monogamy, with the other 65 percent engaging in other practices including 

polygamy. 

Infidelity in Romantic Relationships 

 Infidelity is a worldwide phenomenon that occurs with alarming frequency and 

throughout numerous countries around the globe. The prevalence of infidelity, beliefs and 

expectations about infidelity, and common reactions to discovering a partner’s unfaithfulness 

vary immensely across cultural groups. These cross-cultural differences are uncovered by 

Druckerman (2007), with a particular emphasis on how other countries’ views of infidelity 

compare and contrast with those of Americans. Believe it or not, individuals from the United 

States vary tremendously from those in other nations regarding engagement in infidelity. To start, 

people in the United States report similar rates of infidelity as those in France, Italy, Switzerland, 

and Australia. However, men from the United States report incredibly less sexual infidelity within 

a given 12-month period (3.9%) in comparison to men from other countries, including Togo 

(37.0%), Mozambique (28.9%), Mexico City (15%), and Great Britain (9.3%). Moreover, women 

and men in the United States report similar rates of infidelity, 3.1% and 3.9% respectively, 

whereas there seems to be a pattern in most other countries for men to cheat at drastically higher 

rates than women. Americans’ views of infidelity and reactions to acts of unfaithfulness are also 

remarkably different than those in other countries. In the United States, infidelity is linked with 

guilt, disappointment, and relentless punishment. After affairs are discovered, it is not uncommon 

for American couples to ruminate constantly over the infidelity for months or even years, disclose 

all the fine details of the unfaithful acts, and attend couples counseling. In contrast, the French 

view fidelity as a “good idea rather than a God-given necessity” (p. 133), attempt to work through 

infidelity by themselves instead of with the help of counselors, keep private the details of the 

affair, and resolve it quickly with little rumination. In urban Russia, more infidelity seems to 
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occur than in any other industrialized nation, with men often bragging about their unfaithful acts 

and women not only expecting the affairs but believing they will bring happiness and passion to 

their marriages. For many Japanese couples, sex within marriage happens with such infrequency 

that the couples begin to view sex as embarrassing or dirty over time. Japanese men, in turn, will 

go to clubs to get their emotional and sexual needs met, stating that this guilt-free behavior does 

not constitute cheating since they paid for the services. Lastly, a look at South Africa’s sexual 

culture reveals that one-third of men cheat per year with multiple partners. After exploring 

infidelity cross-culturally, the general conclusion is made that “adultery brings heartache 

everywhere, but context and expectations determine the strength of the heartache” (p. 276).   

 To say that acts of unfaithfulness in romantic relationships create conflict between 

partners is an understatement. When asked to think of a past hurtful event that had occurred in the 

context of a current or past relationship, more than 20 percent of 224 Australian undergraduate 

students (mean age = 20.9) chose to discuss an instance of infidelity (Feeney, 2004). For these 

students, infidelity was associated with more feelings of hurt and rejection in conjunction with 

negative self-perception than all other types of hurtful events mentioned (i.e. active dissociation, 

passive dissociation, criticism, and deception). Immediate distress produced by infidelity further 

predicted negative long-term effects on the victim such as declines in self-esteem and self-

confidence. These negative long-term effects were most significant among individuals who 

reported infidelity when asked to disclose a past hurtful event. 

 An in-depth literature review was conducted that focused on several aspects of infidelity 

(Blow & Hartnett, 2005) including attitudes toward infidelity, prevalence of infidelity, gender 

differences in infidelity, cultural differences in infidelity, and sexual orientation differences in 

infidelity. Four directions for future research were presented: more exploration of individual 

characteristics that make persons vulnerable to committing acts of infidelity, further analysis of 

what happens that influences well-intentioned people to engage in extradyadic involvement, 
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undertaking of more qualitative studies, and deeper investigation of the healing process that 

couples go through after the discovery of cheating.   

 Exploring various topics including reasons for cheating and prevalence rates, 561 

university students in the United States were asked a number of questions about infidelity (Brand, 

Markey, Mills, & Hodges, 2007). When the definition of infidelity included sexual and/or 

romantic involvement while in a relationship with another person, 31.4% of women reported 

being unfaithful at least once in their lifetime as compared to 24 percent of men. Responses from 

a second sample comprised of both university students and nonstudents in the United States were 

similar: when cheating was not limited to episodes of sexual intercourse but included other types 

of romantic interactions, women (50.6%) reported more instances of cheating than men (39.3%). 

However, this sex difference disappeared when the definition of cheating was limited only to 

interactions in which sexual intercourse took place. Both similarities and differences emerged for 

women and men regarding reasons for cheating. Similarly, 60 percent of women and men agreed 

that the top reason for cheating was that they found their extra-pair partner attractive. For 

significantly more women than men, unhappiness in the relationship (54.6%) and feeling 

attractive by the extra-pair partner (42.3%) were the most common reasons for cheating. Men, 

more so than women, seemed to engage in infidelity out of boredom in the current relationship 

(42.9%) and because the opportunity presented itself (32.1%). 

The results found by Brand et al. (2007) were supported in a study that examined 

extradyadic dating and extradyadic sexual experiences (Wiederman & Hurd, 1999). Out of 618 

college students who had previously been involved in at least one serious dating relationship, a 

sex difference was found that was not significant, with more females (44.7%) reporting a history 

of extradyadic dating than males (39.5%). However, men were significantly more likely to have 

multiple extradyadic dating partners (62.9%) than women (37.4%). As seen in previously 

mentioned studies, this sex difference reversed when extradyadic experiences were limited to 

only those that were sexual in nature. Aside from romantic kissing which was not statistically 
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different between sexes (women = 61.0%; men = 68.2%), men reported more instances than 

women across all other types of sexual experience. Specifically, men endorsed higher rates of 

extradyadic sexual involvement in regard to kissing and fondling (women = 49.4%; men = 

64.8%), performing oral sex (women = 29.3%; men = 47.2%), receiving oral sex (women = 

30.6%; men = 53.4%), and engaging in sexual intercourse (women = 30.8%; men = 49.1%).  

  After constructing a questionnaire that stated possible reasons for committing infidelity, 

Yeniçeri & Kökdemir (2006) surveyed 404 students at a university in Turkey who had a mean 

age of 21.90. When asked if they had ever been unfaithful to a partner, almost 20% of participants 

admitted to cheating at least once. When asked about the definition of infidelity, 14.7% of 

individuals thought emotional infidelity was by itself enough to be labeled an act of 

unfaithfulness. Reasons for committing infidelity fell under six categories: legitimacy, seduction, 

normalization, sexuality, social background, and sensation seeking. Men felt the seduction 

component was of great importance whereas women felt the social background component was 

important. Participants who had experienced infidelity either as the victim or betrayer in the past 

rated the reasons for infidelity as more important than those who had no prior history with 

infidelity.  

Infidelity prevalence rates have also been examined within a nationwide annual survey 

that focuses on the general concept of sexual behavior (Smith, 2006). Data collected from over 

2,000 participants in 2004 shows that more men (3.9%) than women (3.1%) had engaged in 

sexual relations with a person other than his or her spouse in the past year. Looking across the 

lifetime, 20.5% of men acknowledged having sexual relations with a third party as compared to 

11.7% of married women. Furthermore, in an investigation of potential cohort differences in 

engagement of extramarital sexual relations, 13% of young married adults between the ages of 18 

and 29 reported at least one instance of sexual relations with an outside person. This increased to 

20 percent for married adults aged 40-49 but then dropped to 9.5% for older adults aged 70 or 
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older. Therefore, it seems that younger cohorts are either engaging in extramarital sexual relations 

more so than older cohorts, or they are more open to reporting acts of unfaithfulness.  

Sex and age differences in the prevalence rates of infidelity was explored in another study 

that had a sample of individuals who were either currently or previously married and were chosen 

to represent the U. S. population (Wiederman, 1997). Looking at sex differences in the reported 

acts of infidelity, 22.7% of men reported having engaged in extramarital sex at least one time. For 

women, only 11.6% reported ever having extramarital sex. Age differences were also found in 

prevalence of infidelity across the lifetime. For men, rates increased steadily from approximately 

14 to 34% for individuals aged 20 to 69, respectively, but significantly dropped to 13.2% for men 

age 70 and older. A similar pattern emerged for women with percentages of incidences of 

extramarital sex rising with age and peaking for women between the ages of 40-49 (19.3%). For 

women at or above age 50, history of engagement in extramarital sex steadily declined, with 

females above the age of 70 reporting the lowest prevalence rate (0.5%). These findings suggest 

cohort differences regarding involvement in infidelity, with younger generations reporting a 

history of extramarital sex with greater frequency than older generations.   

The influences that sex and age can have on experiences with infidelity have been 

mentioned already, but the possible impact of one’s sexual orientation on infidelity experiences 

has yet to be discussed. In a book chapter discussing infidelity in relation to same-sex 

relationships, the authors make a sound argument for how our typical definitions of affairs may 

have to be modified when considering same-sex couples, who often decide to practice non-

monogamy or partial monogamy in their relationships (Heaphy, Donovan, & Weeks, 2004). They 

also discuss how lesbian, gay, and bisexual individuals are forced to be creative and devise their 

own rules in forming romantic relationships because society does not have established rules for 

them as they do for heterosexuals. Moreover, stories are told of same-sex couples who have faced 

hurtful times and dealt with betrayals following instances of infidelity that occurred in exclusive 
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same-sex relationships. The book chapter concludes with a section on relational ethics from a 

same-sex relational perspective.    

Another book chapter was reviewed that speaks to effectively dealing with issues of 

infidelity in couples counseling (Lusterman, 2005). Within the chapter, the author focuses on 

specific aspects of infidelity such as definitions of infidelity, frequencies of infidelity, differing 

characteristics of infidelity (i.e. degree of emotional involvement, secretive or not, heterosexual 

or non-heterosexual), treatment issues such as setting boundaries about confidentiality, and three 

phases of treatment that can be used with couples dealing with this issue. More specifically, he 

advocates for using a definition of extramarital involvement that is not limited to sexual 

infidelities and highlights certain aspects of infidelity to explore in counseling, particularly the 

violation-of-trust, factors that led up to the act(s) of unfaithfulness, and then decision-making 

regarding whether or not the couple wants to try to move forward with or abandon the 

relationship.     

Suggestions for treating infidelity in same-sex couples have also been addressed using a 

specific approach that focuses on building intimacy, acceptance, and tolerance (Martell & Prince, 

2005). Therapists using this approach will see couples even if an affair is occurring at present as 

long as both partners are aware of the affair. They attempt to use the affair as a means to 

understand the relational conflicts that run deeper than the affair. According to the authors, a 

popular assumption is that infidelity does not exist in gay relationships because gay men have sex 

with multiple others and do not commit themselves to one person monogamously, whereas 

lesbians are so clingy that unfaithfulness is not an issue for them. Although it is true that gay 

couples often establish different rules when forming deep romantic relationships, infidelity does 

occur in same-sex relationships. In order to best treat same-sex couples dealing with issues of 

infidelity, they suggest that therapists abandon all assumptions and ask about established rules 

regarding monogamy within the relationship. Moreover, therapists need to be aware of cultural 
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differences as compared to heterosexual couples and not blame individuals for engaging in acts of 

infidelity. 

Romantic Jealousy: A Common Reaction to Infidelity  

It is quite ordinary to feel jealous when a romantic relationship seems threatened in some 

way, for individuals in the United States and cross-culturally. In a book that explores multiple 

facets of romantic jealousy, this intriguing emotion is defined, and individual factors are offered 

that seem to increase one’s likelihood of feeling jealous (Pines, 1998). Moreover, sex differences 

are examined in how individuals emotionally and behaviorally deal with jealous feelings. 

Jealousy as a frequent presenting problem among couples who seek therapeutic help is also 

discussed. Finally, Pines (1998) writes about both the positive and negative aspects of jealousy 

and suggests healthy ways for coping with these painful feelings.   

According to Buss (2000), jealousy is an evolutionary adaption that serves to protect 

romantic pairs. He states that jealousy is inevitable with love and even has some positive and 

beneficial properties. Feelings associated with jealousy, factors that increase one’s chances of 

experiencing jealous feelings, and the link between jealousy and violence are also examined. 

Personality traits that predispose some people to cheat and others to be cheated on are presented 

as well. Buss closes the book by listing a host of coping strategies that people utilize to deal with 

acts of infidelity.  

Although all people experience jealousy at times, the intensity of these feelings varies 

from person to person, and researchers have shown that individuals with lower levels of implicit 

self-esteem experience more intense feelings of jealousy (DeSteno, Valdesolo, & Bartlett, 2006). 

This was accomplished by experimentally inducing jealousy in a laboratory setting with 46 

undergraduate females in the United States. Participants were randomly assigned to either a 

jealousy or control condition. In the jealousy condition, an opposite-sexed confederate acted as 

the participant’s work partner and a same-sexed confederate played the role of rival partner. In 

the control condition, the work partnership was threatened by chance. In a second study, the 
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relationship between jealousy and aggression was assessed among 30 female and 13 male 

undergraduates. Using the same jealousy-evoking scenario employed in the first study, increased 

feelings of jealousy were found to be positively correlated with aggressive behavior, with men 

displaying significantly more aggression than women. Based on these results, the authors were 

able to form a model of jealousy with implicit self-esteem as a mediating factor of jealousy 

intensity and aggression as an outcome of jealousy, particularly for men. However, it is crucial to 

keep in mind that in these studies, jealous was evoked among students who were not romantically 

involved with one another but who were working together. Therefore, one should be cautious in 

generalizing these findings to individuals within romantic relationships.  

 Feelings and behaviors associated with jealousy were examined in a community random 

sample of 351 New Zealanders (Mullen & Martin, 1994). All participants acknowledged having 

experienced feelings of jealousy in the past, and 63 percent said they were most likely to become 

jealous when a partner displayed interest for someone else. Jealousy was linked with several 

fears: fear of losing one’s partner, fear of less time with and attention from one’s partner, fear of 

less intimacy in the relationship, fear of shame and humiliation, fear of no longer being sexually 

exclusive, and fear of financial insecurity in the future. Whereas men were much more afraid of 

losing their partner to a rival, women were more afraid of losing intimacy and closeness within 

the relationship. Common feelings associated with jealousy included anger, sadness, agitation, 

and restlessness. For women more so than men, feelings of insecurity were prominent. Common 

behavioral responses to intense feelings of jealousy included questioning, calling to know the 

partner’s whereabouts, randomly showing up without warning, searching through their 

possessions, following them, and digging through clothing for evidence of sexual relations. 

Women were more likely to search through their partner’s belongings. A number of sex 

differences appeared related to coping with jealousy. Women were significantly more likely to 

use confrontation and demand explanations from their partners, openly display feelings of hurt 

and anger, and try to look more attractive. Men, on the other hand, were significantly more likely 
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to avoid or deny the problem. Individuals who reported the highest levels of jealousy were 

significantly more likely to threaten acts of violence and engage in physically aggressive 

behaviors, with no apparent sex differences regarding anger expression. Low self-esteem was 

clearly linked with higher levels of jealousy for both men and women, but especially for women.  

Sex differences in various coping strategies for dealing with jealous feelings after 

discovering a partner’s infidelity were recently studied in a university sample of 35 women and 

34 men (Miller & Maner, 2008). After imagining that his or her partner or a current romantic 

interest had been unfaithful, each participant was instructed to write down how they would feel 

and what they would do in response to the infidelity. These responses were then coded and 

analyzed. They found that men were significantly more likely than women to become violent 

(approximately 65 percent of men versus 46 percent of women), whereas women were 

significantly more likely than men to cope with infidelity by seeking out social support from 

friends or others (roughly 71 percent versus 68 percent, respectively). Moreover, men were 

significantly more inclined to feel angry whereas women were significantly more apt to feel sad.   

 Although an abundant number of healthy coping strategies are available to deal with 

overwhelming feelings of jealousy, some people still resort to physical violence as a way to cope 

with these feelings. This was demonstrated in a random community sample of 453 heterosexual 

married or cohabitating couples were the focus of the study was on identifying predictors of 

partner aggression (O’Leary, Smith Slep, & O’Leary, 2007). For both women and men, one of 

three predictors found to have a direct influence on partner aggression was a tendency to become 

jealous and controlling of one’s partner. The other two significant predictors for both women and 

men were marital satisfaction and the degree to which the participant placed responsibility onto 

his or partner because of the partner’s supposed negative or unpleasant behaviors. Another three 

variables were found to be direct significant predictors for men only: aggression within one’s 

family-of-origin, expression of anger, and perceived level of social support. For women, the only 
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other significant predictor that had a direct effect on partner aggression was a personal history of 

aggression during childhood or adolescence. 

 The responses of the men in these 453 couples were then analyzed to see how jealousy 

influences intimate partner violence (Foran & O’Leary, 2008). Approximately 20 percent of the 

male participants endorsed feeling jealous of other men on rare occasions, and these percentages 

declined as the frequency of jealousy increased (i.e. around seven percent on some occasions, two 

percent frequently, and one percent almost always). In the past year, around 13 percent of men 

reported one or more acts of severe violence and roughly 35 percent endorsed one or more acts of 

non-severe physical aggression. Jealousy was negatively correlated with anger control and 

positively correlated with non-severe and severe forms of physical aggression against one’s 

partner. Jealousy was found to be a significant predictor of non-severe and severe physical 

aggression, and it served to moderate the relationship between problematic alcohol use and 

intimate partner violence.                      

Sex Differences in Affective Responses to Emotional and Sexual Infidelity  

 Not surprisingly, infidelity has been an incredibly popular research topic for many years, 

and a large number of sub-categories have been extensively studied as well. One of these is 

potential differences between two types of infidelity, emotional and sexual infidelity, concerning 

which infidelity type is viewed as more distressing or upsetting. By far, researchers seem to have 

been most interested in possible sex differences regarding which infidelity type is more upsetting, 

and a fairly pronounced sex difference has been observed by many investigators.   

 The exploration of this topic began with Buss, Larsen, Westen, & Semmelroth in 1992. 

Proponents of the evolutionary perspective, they hypothesized that men would find sexual 

infidelity as more distressing because a woman’s sexual unfaithfulness increases a man’s risk of 

raising children that are not his and decreases his chances of passing on his own genes. Women, 

on the other hand, were hypothesized to be more upset by emotional infidelity because this could 

signal having to share a partner’s resources with another woman. When 1,202 university students 
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were asked two forced-choice questions related to which infidelity type would be more 

distressing, significantly more males than females reported that sexual infidelity would be more 

distressing. Although this sex difference was still present in response to the second question, 

approximately 53% of males were more distressed by emotional infidelity than sexual infidelity, 

suggesting that it was the women’s significant distress to emotional infidelity that created the sex 

difference. When looking at the effect of involvement in a sexually committed relationship on 

views of which infidelity type is more distressing, men who had been in at least one sexually 

committed relationship were significantly more distressed by sexual infidelity than women. 

However, women were distressed by emotional infidelity regardless of having experience with a 

sexually committed relationship. Once again, men were more distressed by emotional infidelity 

(51%) than sexual infidelity (49%), which supports the idea that the women’s responses produced 

the significant sex difference.   

 This sex difference in infidelity choice was further examined cross-culturally using three 

samples, one from the United States (224 undergraduate students), one from the Netherlands (207 

undergraduate students), and one from Germany (200 individuals from the community (Buunk et 

al., 1996). Using the forced-choice questions (Buss et al., 1992), men were found to be 

significantly more upset by sexual infidelity as compared to women, but this does not imply that 

men rated sexual infidelity as more upsetting than emotional infidelity. In fact, only on the first 

forced-choice question did men from the U.S. and Holland rate sexual infidelity as more 

upsetting. On all other questions, men from all three countries found emotional infidelity to be 

more upsetting. Whereas the sex difference between men and women from the U.S. yielded large 

effect sizes, the sex differences between male and female participants from Germany and the 

Netherlands only yielded small to medium effect sizes. From the authors’ perspective, these 

results support the evolutionary hypothesis since the predicted sex difference was consistently 

found across all three cultures. Yet, the men’s more distressed ratings towards emotional 
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infidelity seriously call into question the legitimacy of the proposed sex difference and show the 

great impact that culture seems to have on infidelity types that elicit the most jealousy.   

 Challenging the evolutionary hypothesis, DeSteno & Salovey (1996) proposed a “double-

shot hypothesis” to explain the sex difference in distress attributed to each infidelity type. They 

stated that women and men do not view emotional and sexual infidelity as occurring 

independently of one another. Instead, they proposed that women find emotional infidelity as 

more upsetting for this implies the occurrence of sexual infidelity, whereas the opposite is true of 

men. In the first of two studies, 114 undergraduate students were given Buss et al.’s (1992) 

forced-choice measure along with a measure called the differential infidelity implication (DII) 

that asked about their assumptions regarding the co-occurrence of infidelity types. On the forced-

choice measure, women were more upset by emotional infidelity than men. Using logistic 

regression analyses, DII scores accounted for a significant amount of variance in infidelity 

choice, and sex was not a reliable predictor when both variables were added into the regression 

equation. In the second study, 141 adults of varying ages were asked the same measures to see if 

the findings from the first study could be replicated. Once again, women were more distressed by 

emotional infidelity, and DII scores reliably predicted which infidelity choice would be viewed as 

more upsetting. In the authors’ opinions, these findings support the double-shot hypothesis and 

refute the evolutionary hypothesis.     

 Additional supporters of the “double-shot hypothesis” conducted a study with 136 

undergraduate female and male students in an attempt to confirm their “double-shot” hypotheses 

(Harris and Christenfeld, 1996). Upon asking one of Buss et al.’s (1992) forced-choice infidelity 

scenarios along with two questions regarding beliefs about the implication of one type of 

infidelity given that the other was said to have occurred, they found that males were once again 

more upset by sexual infidelity than women. However, when looking at the percentages, 53% of 

men were more distressed by emotional infidelity than sexuality infidelity, and the sex difference 

was only significant because of the women’s great amounts of distress to emotional infidelity. 
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Looking at the beliefs about the co-occurrence of infidelity type, a significant effect was found 

for the implication of sexual infidelity in the presence of emotional infidelity, with women 

believing love implied sex significantly more than sex implied love. The authors stated this 

means the occurrence of emotional infidelity is significantly more distressing for women as this 

implies the occurrence of sexual infidelity as well, or a double-shot of infidelity.   

A few years later, Buss et al. (1999) made another effort to find support for the 

evolutionary hypothesis and empirically solve the theoretical debate surrounding the apparent sex 

difference in responses to emotional and sexual infidelity by examining this sex difference in four 

studies from both the evolutionary and double-shot perspectives. In study one, 1, 374 male and 

748 female students from a southeastern United States university rated which infidelity type they 

found more distressing, sexual or emotional, when the wording was clear that the other type of 

infidelity had not occurred. The authors stated they found support for the evolutionary perspective 

because the sex difference still existed: significantly more men than women were distressed by 

sexual infidelity. However, the majority of men were still more distressed by emotional infidelity 

than sexual infidelity.  

Study 2 asked 234 university students from the Midwest six questions related to 

emotional and sexual infidelity dilemmas titled the Relationship Dilemmas Questionnaire (RDQ), 

two of which originated from prior research (Buss et al., 1992) and another four that were created 

specifically for the study which rendered the items either mutually exclusive (only one of the 

infidelity types occurred) or combined (both infidelity types occurred). Participants were also 

asked six questions related to beliefs about the two types of infidelity, including how likely it is 

for men and women to engage in both emotional and sexuality infidelity over the same time 

period. When it was clearly stated that only one or both types of infidelity had occurred, males 

consistently reported more distress by sexual infidelity in comparison to females across all six 

dilemmas. It should be noted that on the second forced-choice dilemma, men were more 

distressed by emotional than sexual infidelity. In addition, sex of the participant was shown to be 
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a significant predictor of which infidelity type was viewed as more distressing, regardless of 

whether participant sex was entered by itself, along with beliefs, or after beliefs were entered. 

Additional results revealed that both women and men agree that men are more likely than women 

to engage in sexual relations in the absence of an emotional connection, and this sex difference 

was also present in women and men’s self-reports of the relatedness between sexual and 

emotional involvement. It was concluded that support was found for the evolutionary hypothesis 

and not for the “double-shot hypothesis”.   

Cross-cultural samples were gathered in studies three and four to try to lend further 

support to this sex difference in jealousy patterns as explained by evolutionary hypotheses. 

Among 100 male and 90 female Korean university students, the evolutionary hypothesis was 

supported with males reporting significantly more distress to sexual infidelity than females across 

all six dilemmas. Administering the twelve questions regarding infidelity dilemmas and beliefs 

about infidelity to 316 Japanese students (213 males and 103 females), support for the 

evolutionary hypotheses was found for five of the six infidelity dilemmas. On the two forced-

choice questions, men were significantly more distressed by sexual infidelity then women, yet the 

majority of men found emotional infidelity to be more upsetting when compared to sexual 

infidelity. Mirroring results from study 2, participant sex was a significant predictor of chosen 

infidelity type no matter whether it was entered alone, along with beliefs, or following beliefs. 

Moreover, the Japanese women and men agreed that men are more likely than women to engage 

in sexual relations in the absence of an emotional connection, paralleling the responses of U.S. 

participants. However, this sex difference was not found in the participants’ self-reported beliefs 

regarding sexual and emotional involvement, which is one of the few results that did not lend 

support to the evolutionary hypotheses. Overall, the authors believed that the four studies 

generated further support for the evolutionary theoretical lens in evaluating the sex difference in 

jealousy, and in contrast, did not lend support to the “double-shot” hypotheses.  
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 With the intention of providing support for the evolutionary hypothesis, researchers again 

studied the sex difference between women and men regarding infidelity type viewed as more 

upsetting from both the evolutionary and the double-shot hypotheses (Cramer, Abraham, 

Johnson, & Manning-Ryan, 2001). A total of 191 female and male undergraduate students were 

randomly assigned to one of three treatment groups: forced-choice, conditional probability, or 

combined infidelity. In the forced-choice group, participants had to choose which infidelity type 

was more distressing. In the conditional probability group, participants’ assumptions regarding 

the co-occurrence of infidelity types were assessed. Participants in the combined infidelity group 

were asked to choose which type of infidelity was more upsetting when both types were said to 

have occurred. Results showed support for the evolutionary hypothesis. In particular, men in the 

forced-choice condition were more upset by sexual infidelity whereas the women were more 

upset by emotional infidelity. In the conditional probability group that was derived to test the 

double-shot hypothesis, statistically reliable results were not found and the double-shot 

hypothesis was not supported. When both infidelity types were said to have occurred (combined 

infidelity condition), results once again supported the evolutionary hypothesis with men reporting 

sexual infidelity as more upsetting and women reporting emotional infidelity as more upsetting.    

 One of the latest attempts to refute the evolutionary hypothesis and find increased support 

for the “double-shot” hypothesis was conducted by DeSteno, Bartleet, Braverman, & Salovey 

(2002). They used multiple measures instead of just the forced-choice questions (Buss et al., 

1992), queried specific feelings elicited by infidelity scenarios instead of using the broad terms of 

“distressed” and “upset”, and examined differing levels of cognitive load. In the first of two 

studies, 111 undergraduate students were asked questions about sexual versus emotional infidelity 

using both forced-choice and continuous formats. Although the sex difference emerged using the 

forced-choice format with women significantly more distressed by emotional infidelity, this 

difference disappeared using the continuous measures as evidenced by both women and men 

reporting more negative emotional responses to sexual infidelity than emotional infidelity. Across 
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emotional and sexual infidelity, women reported significantly higher levels of emotional distress 

than men. In the second study, 121 undergraduate student participants responded to Buss et al.’s 

(1992) forced-choice scenario after being randomly assigned to either a cognitive load condition 

where they had to memorize and retrieve strings of digits or a control condition. Findings 

revealed that women in the cognitive load condition who were limited in their cognitive resources 

were more distressed by sexual infidelity. In other words, the sex difference disappeared with 

both sexes more upset by sexual infidelity. Only under the control condition when women were 

able to invest more energy into their answers did the sex difference appear with women more 

often choosing emotional infidelity as more upsetting. The authors stated that these findings fail 

to support the evolutionary hypothesis: the sex difference only appeared when the forced-choice 

questions were asked or when participants were not cognitively restricted. But when continuous 

questions were asked or when individuals were forced to make quick decisions, both women and 

men were more distressed by sexual infidelity.  

The purpose of another study was to contribute further to the literature regarding sex 

differences in response to emotional and sexual infidelity (Ward & Voracek, 2004). The 

investigators wanted to know if sex differences remained after social beliefs of participants were 

controlled for through wording of the questions and logistic regression equations. A total of 268 

heterosexual college students (70% female, 30% male) with a mean age of 21 completed a 

questionnaire comprised of four types of infidelity items: Buss et al.’s 1992 forced-choice items, 

Harris and Christenfeld’s 1996 items regarding social beliefs, DeSteno and Salovey’s 1996 items 

concerning implied beliefs, and Buss et al.’s 1999 items. The researchers showed that social 

cognitive beliefs were not significant predictors of differences between women and men, and 

most results lent support to the evolutionary perspective. Although men typically reported sexual 

infidelity as being more distressing, an unexplainable finding showed that men and women were 

equally more distressed by sexual infidelity when emotional involvement was not present. 

Interestingly, two of the sex differences in jealousy were only present when individuals were 
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involved in committed relationships. The authors suggested that future research should examine 

individual characteristics of women and men as predictive of sex differences in jealousy. In 

addition, they stated that the effect of current involvement in a romantic relationship on sex 

differences in jealousy should be explored.      

 The “uncertainty of paternity hypothesis” was directly tested in another study with the 

aim of explaining this sex difference (Mathes, 2005). This hypothesis states that men will be 

more upset by sexual jealousy because of the fear of raising children that are not genetically 

theirs. Using the Desire for Children Scale to measure one’s conscious desire to raise genetically-

related children along with Buss et al.’s (1992) forced-choice infidelity dilemmas to measure 

feelings elicited by emotional and sexuality infidelity, responses from 104 college students were 

gathered and analyzed. Men’s scores on the Desire for Children Scale were positively correlated 

with levels of distress reported for sexual infidelity, confirming that as the desire for having 

genetically-related children increases, distress attributed to thoughts of sexual infidelity increases 

also. For women, a statistically significant correlation between scores was not found. These 

results lend support to the uncertainty of paternity hypothesis, yet caution should be exercised 

when interpreting these findings as correlation only shows degree of relatedness and does not 

suggest cause and effect relationships.       

 Using Buss et al.’s (1992) forced-choice methodology, another groups of researchers 

studied potential sex differences in responses to emotional and sexual infidelity in a sample of 

Spanish-speaking individuals from Spain (Fernandez, Vera-Villarroel, Sierra, & Zubeidat, 2007). 

In an attempt to replicate findings from a Chilean sample, they expected men would be more 

upset by sexual infidelity whereas women would be more upset by emotional infidelity. Two 

hundred and sixty-six heterosexual college students from a Spanish university with an average 

age of 22.61 participated in the study (140 females; 126 males). On the first infidelity dilemma, a 

higher percentage of men (42.1%) than women (19.3%) reported being more upset by sexual 

infidelity. For the second scenario, similar results were found with more men (26.2%) upset by 
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sexual infidelity than women (10.7%). Once again, the majority of men found emotional 

infidelity to be more upsetting than sexual infidelity, implying that it is women’s significant 

levels of distress to emotional infidelity that produced the sex difference. Results from the current 

study support the results from the Chilean sample and also give support for the evolutionary 

perspective among Spanish individuals.  

A literature review and accompanying meta-analyses were conducted in another study to 

investigate the frequently found sex difference in distress related to emotional and sexual 

infidelity (Harris, 2003). Across 32 samples in which forced-choice questions were used, a 

moderate effect size for this sex difference was found, with men reporting significantly more 

distress to sexual infidelity than women. Of interest, this effect size increased when samples of 

lesbian/gay individuals and adults with a mean age of 26 years or more were excluded from the 

analyses. In addition, Harris (2003) reviewed and discussed results from multiple studies that 

failed to support an evolutionary-based sex difference related to which infidelity type is more 

upsetting. First of all, she mentioned that this sex difference is infrequently found when 

continuous measures are utilized. She also stated that women and men have both been shown to 

be more distressed by sexual infidelity. Moreover, this sex difference has not been demonstrated 

cross-culturally among men, with men from countries outside of the U.S. often rating emotional 

infidelity as more distressing in percentages that resemble those found among American women. 

Lastly, Harris (2003) referred to multiple studies in which the sex difference was not found when 

women and men were asked to reflect on actual experiences with emotional and sexual infidelity.    

Harris’ findings (2003) were supported by Sabini & Green (2004), who published three 

studies that examined distress related to emotional and sexual infidelity. In the first study, they 

explored specific emotions evoked by emotional and sexual infidelity among 99 male and 136 

female undergraduate students from the United States with a mean age of approximately 19 years 

and a nonstudent sample comprised of 66 male and 63 female adults from the United States with 

a mean age of around 40 years. For women and men in both the university and nonstudent 
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samples, hurt was elicited significantly more by emotional than sexual infidelity. For men and 

most of the women in both samples, anger was associated significantly more with sexual 

infidelity than emotional infidelity. Lastly, both undergraduate and nonstudent women and men 

were significantly or marginally more likely to blame their partners for sexual infidelity than 

emotional infidelity. Among undergraduate students, women were significantly more likely than 

men to view emotional infidelity as more distressing, whereas men fluctuated in regard to which 

infidelity type caused them more distress. In the nonstudent sample, no sex difference emerged, 

with women and men responding with more distress to emotional infidelity than sexual infidelity 

at similar levels. Overall, the well-documented sex difference in response to emotional and sexual 

infidelity was demonstrated among undergraduate students but not among nonstudent adults. In 

Study 2, the authors used narrative scenarios of emotional and sexual infidelity that described 

how the infidelities transpired instead of the standard forced-choice questions with a U.S. 

nonstudent adult sample of 88 women and 77 men (mean age of 34 years). There was no sex 

difference regarding which infidelity narrative was more distressing, with women and men 

similarly reporting that emotional infidelity was more upsetting than sexual infidelity. Looking at 

specific emotions, women and men agreed that they were more likely to be hurt by emotional 

infidelity, more likely to be angered by sexual infidelity and significantly more likely to blame 

one’s partner over sexual infidelity. Another nonstudent sample consisting of 102 females and 80 

males with a mean age of around 31 years was recruited for a third study. After presenting 

participants with the emotional and sexual infidelity narratives from Study 2, the authors asked 

participants to rate on a 7-point Likert scale the degree to which they would experience specific 

emotions in regard to both infidelity types. No sex difference was detected regarding which 

infidelity narrative elicited more distress, with women and men reporting equal amounts of 

distress to emotional and sexual infidelity. Although there was no difference regarding the 

amount of hurt felt towards one type of infidelity over the other, both women and men felt more 

anger and were more likely to blame their partners in response to sexual infidelity than emotional 
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infidelity. In addition, women were significantly more likely to blame their partners over sexual 

than emotional infidelity. Merging the findings from all three studies, the authors conclude that 

the typically seen sex difference is reproduced more easily in undergraduate samples and when 

broader terms of distress and upset are used instead of specific emotions. Finally, anger and 

blame were more consistently provoked by sexual infidelity than emotional infidelity, whereas 

hurt feelings were more often attributed to emotional versus sexual infidelities.         

Believing that the samples gathered in their previous studies were not large enough to 

capture variances due to age, Green & Sabini (2006) conducted a follow-up study to investigate 

potential effects of age and socioeconomic status, along with specific emotions elicited by 

emotional and sexual infidelity, in a U.S. representative sample of 777 individuals with a mean 

age of 48 years. On forced-choice questions, women were found to be significantly more upset by 

emotional infidelity than men, even though a larger percentage of men were upset by emotional 

than sexual infidelity. Neither age nor socioeconomic status was a significant predictor of which 

infidelity type was viewed with more distress. Looking at specific emotions, both women and 

men experienced more hurt in regard to emotional infidelity but were more likely to become 

angry and blame their partners over sexual infidelity. Moreover, women were statistically 

significantly more likely to experience anger over sexual infidelity than men. There were no 

statistically significant sex differences for feelings of hurt or blaming the partner. On continuous 

measures of distress to emotional and sexual infidelity, no significant sex differences emerged 

regarding distress related to emotional versus sexual infidelity. As on the forced-choice methods, 

women and men were more upset and hurt by emotional infidelity and more angry and likely to 

blame their partners over sexual infidelity. However, blame was the only reaction that was 

statistically significantly different across the two infidelity types. In the end, the authors 

highlighted the disappearance of the sex difference for infidelity type when using continuous 

measures, which has been demonstrated in other studies as well. 
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Another group of researchers attempted to test whether the sex difference would appear 

using both forced-choice and continuous measures (Sagarin et al., 2003). Second, they explored 

the influence of prior experiences with infidelity on distress related to emotional and sexual 

infidelity. With a group of 513 psychology undergraduate students in the United States, 

statistically significant sex differences were found on both forced-choice and continuous 

measures. Specifically, women were found to be significantly more upset by emotional infidelity 

than men. Results from within-sex analyses revealed that women were significantly more upset 

by emotional infidelity than sexual infidelity, whereas men were only marginally more upset by 

sexual infidelity than emotional infidelity. A second sample of 353 United States undergraduate 

students was collected in order to examine the effects of past infidelity experiences on distress 

related to hypothetical scenarios of emotional and sexual infidelity. Once again, the predicted sex 

difference appeared, with men reporting significantly more distress to sexual infidelity when 

compared to women. Regarding past histories with infidelity, men who had previously been 

victims of infidelity were found to be more significantly more upset by sexuality infidelity than 

men who had not been cheated on in the past. For women, past victim status did not significantly 

influence responses to the infidelity scenarios. On the other hand, women who had been 

perpetrators of infidelity in the past were significantly more distressed by sexual infidelity than 

women who had not cheated on a partner in the past. For men, a history of cheating on one’s 

partner did not significantly influence their scores.             

 Sex differences related to which infidelity type evokes more jealousy were examined by 

another group of authors using both forced-choice and continuous measures (Edlund et al., 2006) 

In addition, they inquired about participants’ levels of jealousy in response to both hypothetical 

scenarios and actual experiences with emotional and sexual infidelity. In a sample of 206 

undergraduate students from the United States with a mean age of almost 22 years, a significant 

interaction effect was found of moderate effect size using continuous measures across 

hypothetical scenarios, with men feeling more jealous than women in response to sexual infidelity 
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and women responding with more jealousy than men in regard to emotional infidelity. This sex 

difference was also significant using forced-choice measures. In response to actual bouts of 

infidelity, these significant sex differences were replicated on both continuous and forced-choice 

measures with a moderate effect size. Moreover, women were found to be significantly more 

jealous than men on both measures of emotional and sexual infidelity, across hypothetical 

scenarios and actual past experiences with infidelity. In study 2, a sample of 125 working adults 

within the United States with a mean age of almost 26 years were asked to recall actual bouts of 

infidelity if they had been cheated on in the past and hypothetical scenarios if they had not been 

cheated on in the past. Results from the hypothetical scenarios revealed a marginal sex difference, 

with men who had never been cheated on responding with more jealousy to sexual infidelity than 

women, and women with no history of being cheated on responding with greater jealousy to 

emotional infidelity than men. Although this difference was only marginally significant, it 

represented a nearly moderate effect size and was statistically significant using forced-choice 

methodology. Similar results were found regarding actual bouts of infidelity among working 

adults, with a statistically significant sex difference emerging that was large in effect size. This 

significant sex difference also appeared using forced-choice measures. Drawing conclusions from 

these two studies, the authors stated that the predicted sex differences, with men being 

significantly more jealous than women in response to sexual infidelity and women being 

significantly more jealous than men in response to emotional infidelity, were found with students 

and working adults, using both forced-choice and continuous measures, and across hypothetical 

and actual infidelity scenarios. Examining effect sizes, the sex differences seem to be more 

pronounced for those who have experienced infidelity in the past. Lastly, the undergraduate 

females and males differed significantly regarding overall feelings of jealousy, with women 

reporting greater overall levels of jealousy to both emotional and sexual infidelity. Interestingly, 

this sex difference did not emerge among the working adult sample. 
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 Instead of investigating jealous feelings that arise in light of perceived emotional and 

sexual infidelity, Schützwohl (2008) looked at feelings of relief upon learning that hypothetical 

bouts of infidelity had not taken place, predicting that women would be more relieved to discover 

that emotional infidelity had not occurred and men would be more relieved in finding out that 

sexual infidelity had not occurred. Almost 200 participants completed one forced-choice question 

and two continuous rating scales, all of which were counterbalanced. Responses from one 

hundred eighty college students who had experienced at least one committed heterosexual 

relationship were included in the study. On the forced-choice question, significantly more women 

(82%) than men (53%) were relieved to know that emotional infidelity had not occurred even in 

the face of sexual infidelity. When examining the emotion ratings from the continuous questions, 

men were significantly more relieved by sexual infidelity than women. Although women were 

more relieved by emotional infidelity than men, this sex difference did not reach statistical 

significance. Within each sex, women were significantly more relieved to learn that emotional 

infidelity had not taken place. Although men were more relieved upon learning that sexual 

infidelity had not occurred, this was not statistically significant.        

 It was not until the publication of an article by Penke & Asendorpf (2008) that the 

consistently reported sex difference in sexual and emotional jealousy was conceptualized in a 

way that painted a clearer picture of what had previously been found. Prior researchers had 

confirmed the existence of the sex difference as long as women and men differed in the amount 

of distress associated with only one type of infidelity. For example, if women were found to be 

significantly more distressed by emotional infidelity as compared to men, then a sex difference 

was said to be found. This view is problematic, however, because it was often the case that 

although a difference was found in emotional infidelity, men and women were equally as 

distressed by sexual infidelity, not to mention that the majority of men in theses studies would be 

more distressed by emotional infidelity than sexual infidelity. Penke & Asendorpf (2008) 

highlighted this tendency to support the evolutionary hypothesis when only ordinal effects were 
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found. They argued that two evolutionary hypotheses, with a total of four sub-hypotheses, should 

have to be supported in order to confirm that there is an evolutionary basis to this well-

documented sex difference. The first hypothesis and its two associated sub-hypotheses focus on 

between-sex differences, stating that “men react more jealous to sexual infidelity than women” 

and that “women react more jealous to emotional infidelity than men” (p. 5). The other two 

hypotheses and accompanying sub-hypotheses, which relate to within-sex differences, state that 

“men react more jealous to sexual infidelity than emotional infidelity” and that “women react 

more jealous to emotional jealousy than to sexual infidelity” (p.5). In order for the evolutionary 

theory to be confirmed, an interaction effect would have to be found with both both hypotheses 

and all four sub-hypotheses supported. The goals of the study were to test both evolutionary 

hypotheses, limit cognitive processing in some conditions, and include not only forced-choice but 

continuous methods that asked about specific emotions evoked by infidelity scenarios. Two 

hundred eighty-four young adults between 20 and 30 years of age participated in three conditions 

in a fixed order: forced-choice questions under cognitive constraint where they were to respond 

spontaneously, continuous ratings of four emotions (anger, anxiety, jealousy, and humiliation) 

when asked to vividly imagine each scenario, and forced-choice questions where participants 

were encouraged to take their time in responding and making a choice. Six forced-choice 

infidelity questions were administered and possible responses were counterbalanced. Participants 

were also separated into two groups based on attained level of education: lower level consisting 

of individuals who did not have a high-school diploma and a higher level who did have a high-

school diploma. Findings suggested that although the majority of men rated emotional infidelity 

as more upsetting than sexual infidelity under the forced-choice conditions, women were 

significantly more likely to choose emotional infidelity as more upsetting than men. This sex 

difference was even larger when participants were instructed to make a spontaneous decision and 

not deliberate. In addition, this sex difference was primarily due to differential rates of jealousy 

for emotional infidelity, not sexual infidelity. Results from the continuous emotion ratings 
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revealed that women, overall, responded more negatively than men across all emotions (i.e. 

anger, anxiety, jealousy, humiliation). In regard to sexual infidelity, no sex differences were 

found, with women and men feeling similar levels of anger, anxiety, jealousy, and humiliation in 

response to hypothetical scenarios of sexual infidelity. Significant sex differences were found in 

response to emotional infidelity scenarios, with women feeling significantly more jealous, 

anxious, and humiliated than men. As seen in regard to sexual infidelity, women and men did not 

differ significantly in feelings of anger over emotional infidelity. Lastly, women in the lower 

education group rated emotional jealousy as more distressing than all other groups across all three 

conditions. It is possible that less-educated females are most distressed by emotional infidelity 

because they are more dependent on males to provide them with financial resources and therefore 

become more upset at the possibility of men leaving them for other women. These results indicate 

a sex difference in emotional infidelity but not sexual infidelity, thereby providing support for 

only one of the posed evolutionary hypotheses.  

Sexual Orientation Differences in Affective Responses to Emotional and Sexual Infidelity 

 In the earliest study found that investigated the relationships among six evolutionary-

driven aspects of human mating along with potential sex and sexual orientation differences, 277 

adults were recruited through urban advertisements (Bailey, Gaulin, Agyei, & Gladue, 1994). Out 

of 140 women, 69 were lesbians and 71 were heterosexual, and of the 137 men, 72 were gay and 

65 were heterosexual. The following seven measures were administered with the last five created 

by the authors: Buss et al.’s (1992) forced-choice questions, a scale measuring sociosexuality, the 

Interest in Uncommitted Sex scale, the Interest in Visual Sexual Stimuli scale, the Concern with 

Partner’s Status scale, the Preferred Partner Age scale, and the Importance of Partner’s Physical 

Attractiveness scale. They found that heterosexual men were significantly more distressed by 

sexual infidelity when compared to heterosexual women, lesbian women, and gay men. These 

later three groups experienced similar levels of distress to emotional infidelity over sexual 

infidelity. The authors suggested that future research should validate the measures used in this 



96 

 

study and recruit participants through other means since these participants were volunteers and as 

a result may have held more liberal views in comparison to the general population.  

  Another group of researchers (Dijkstra, Groothof, Poel, Laverman, Schrier, & Buunk, 

2001) set out to further the research on lesbian and gay individuals’ views on types of infidelity 

that elicit jealousy by modeling the study conducted by Bailey et al. (1994). Following the 

double-shot hypothesis, the researchers examined beliefs regarding emotional and sexual 

infidelity. It was expected that gay males would find emotional infidelity to be more upsetting 

because this implies sexual infidelity and that lesbians would view sexual infidelity as more 

upsetting as this would imply emotional infidelity. Furthermore, they wanted to explore the 

degree to which beliefs about the co-occurrence of infidelity influenced the relationship between 

the sex of the participant and choice of most upsetting infidelity type. A sample of 237 Dutch 

lesbian women (n = 99) and gay men (n = 138) with a mean age of 32.5 were recruited either in 

gay bars or through a local magazine within the gay community. After rating sexual orientation 

on a seven-point scale, bisexual participants were excluded from the study. The remaining 

participants completed a questionnaire that included Buss et al.’s six questions (1992, 1999) and 

six more questions measuring the implications of infidelity (Harris & Christenfeld, 1996) for 

one’s partner, an average gay individual of the same sex (DeSteno & Salovey, 1996), and oneself. 

Lesbians were shown to be more distressed by sexual infidelity than gay men, whereas gay men 

were more distressed by emotional infidelity than were lesbians. Although lesbians reported 

being more upset by sexual infidelity, these differences were small, and it was the gay male 

participants’ significant distress by emotional infidelity that heightened the sex difference. It is 

possible that the choice of which type of infidelity is more upsetting is influenced more so by the 

sex of one’s partner than oneself. When the partner is a male, emotional infidelity was more often 

viewed as more upsetting, whereas with female partners, emotional and sexual infidelity were 

chosen at equal rates. In addition, beliefs about the co-occurrence of emotional and sexual 

infidelity influenced the effect of participant sex on which type of infidelity was more upsetting, 
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lending support to the “double-shot hypothesis”. Moreover, gay men viewed emotional infidelity 

as more upsetting with age, whereas no age differences were found in lesbians. In addition, gay 

men who had a larger reported number of sexual partners more often viewed emotional infidelity 

as most upsetting. Overall, it seems that lesbians have similar views as heterosexual men 

(sexuality infidelity as more upsetting), whereas gay men have similar views as heterosexual 

women (emotional infidelity as more upsetting). More importantly, the sex difference in which 

type of infidelity was more upsetting was only present for participants who were currently 

involved in a committed relationship. Future research should include heterosexual participants as 

a control group.  

Sexual orientation as well as possible sex differences in sexual and emotional jealousy as 

proposed by both evolutionary and sociocultural theories have also been examined (Sheets & 

Wolfe, 2001). Following the evolutionary hypothesis, it was predicted that both gay and 

heterosexual men would be more distressed by sexual infidelity than lesbian and heterosexual 

females. From a sociocultural perspective that considered relationship beliefs from three 

hypotheses (double-shot, discounting, cognitive adaption) along with examining the possible 

influence of gender identity and social support, it was expected that a wide range of jealousy 

patterns could appear. Over 200 individuals were recruited for participation from a lesbian, gay, 

and bisexual conference and from a Midwestern university (98 males, 56 gay and 42 

heterosexual; 104 females, 29 lesbian and 75 heterosexual). Gay individuals had a mean age of 

26.26 whereas heterosexual participants were, on average, 19.94 years of age. Participants 

completed Buss et al.’s (1992) forced-choice infidelity questions, DeSteno and Salovey’s (1996) 

“double-shot” hypothesis questions, questions related to the discounting and cognitive adaptation 

hypotheses, the Personal Attributes Questionnaire measuring gender identity, and the Social 

Supportive Behaviors Questionnaire. Heterosexual male participants reported being more upset 

by sexual infidelity than all other groups, even though they too rated emotional infidelity as more 

distressing on one of the forced-choice hypothetical scenarios. The other three groups rated 
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emotional infidelity as more upsetting when compared to sexual infidelity, while heterosexual 

men rated the two types of infidelity as equally distressing. In addition, an interesting finding was 

identified in heterosexual men; it seems they may be more upset by sexual infidelity because they 

are more likely to expect their betraying female partners to leave them. Looking at the results in 

relation to gender-role adherence and social support, these possible explanations were not 

supported. Furthermore, the authors stated that the evolutionary theory was not supported because 

study results showed that infidelity views were not sex-specific. Moreover, neither the “double-

shot” nor “cognitive adaptation” hypotheses were supported. On the other hand, the “discounting” 

hypothesis was supported with sexual infidelity being less of a threat when the unfaithful partner 

is a heterosexual male because of the belief that this would not cause the termination of a 

relationship.  

Recruiting lesbian, gay, and heterosexual individuals of varying ages, Harris (2002) 

attempted to examine participant responses to both real instances of infidelity and imagined 

scenarios. The sample was comprised of 210 adults from communities in southern California, 

with each group containing an almost equal number of participants (48 lesbian women, 49 

heterosexual women, 50 gay men, and 49 heterosexual men) and a mean age of around 37 years 

for the total sample. Participants responded to Buss et al.’s (1992) forced-choice infidelity 

scenarios along with questions regarding experiences with real bouts of infidelity. Heterosexual 

men were found to be more upset by sexual infidelity than the other three groups (heterosexual 

females, lesbians, and gay men) However, only one of these differences reached statistical 

significance; heterosexual men rated sexual infidelity as significantly more distressing than 

lesbian women. This finding contradicts results from other studies that showed that heterosexual 

men and lesbian women responded similarly to infidelity dilemmas. Lastly, it is important to 

mention that in this study as well, it was the responses from heterosexual women, lesbian women, 

and gay men that created the differences in views about infidelity, not heterosexual men’s 

responses. Moreover, it should be noted that heterosexual men were more distressed by emotional 
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infidelity than sexual infidelity. When actual instances of infidelity were examined, around 70 

percent of all participants had been the victims of infidelity at least once. Lastly, no sex or sexual 

orientation differences were found in which infidelity type was more upsetting when examining 

experiences with infidelity, with emotional infidelity more distressing for all four groups.  

 Most recently, sexual orientation differences in responses to hypothetical emotional and 

sexual infidelity scenarios were assessed within a Brazilian sample of lesbian (n = 35) and 

heterosexual women (n = 72), and gay (n = 42) and heterosexual men (n = 68) using continuous 

measures and Buss et al.’s (1992) forced-choice questions (deSouza, Verderane, Taira, & Otta, 

2006). Results of forced-choice questions showed heterosexual men to be significantly more 

upset by sexual infidelity than heterosexual women. Responses of lesbian and gay participants 

fell in between those of heterosexual participants, indicating similar levels of distress for both 

sexual and emotional infidelity. When continuous measures were used that assessed jealousy 

related to specific actions such as pleasurable sex, flirting, and attachment, the sex difference 

between heterosexual women and men disappeared. Moreover, lesbians responded similarly to 

heterosexual men. These groups rated pleasurable sex to be significantly more distressing than 

both flirting and attachment, whereas gay men and heterosexual women resembled one another in 

rating pleasurable sex, flirting, and attachment as distressing on similar levels.        

Effects of Infidelity Expectations on Affective Responses to Emotional and Sexual Infidelity 

 Only one study is known of that has examined the violation of infidelity expectations 

hypothesis as compared to the evolutionary hypothesis to explain sex differences in emotional 

and sexual infidelity (Cramer, Lipinski, Meteer, & Houska, 2008). This violation of infidelity 

expectations hypothesis states that an individual finds an unfaithful partner’s infidelity more 

upsetting when it does not meet the individual’s expectations. In other words, women will find 

emotional infidelity as more upsetting then men because women expect that men will be sexually 

unfaithful, not emotionally unfaithful. Men, on the other hand, will find women’s sexual 
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infidelity as more upsetting than emotional infidelity because emotional infidelity would be 

expected whereas sexual infidelity would not be expected.  

One hundred eighty-nine undergraduate women and men voluntarily completed the 

Infidelity Expectations Questionnaire and the Relationship Dilemmas Questionnaire (RDQ; 

adapted from Buss et al. 1992 and Buss et al. 1999), which is comprised of forced-choice, 

mutually exclusive, and combined infidelity questions. Results from the IEQ questionnaire 

suggested that women were more likely to expect men to be sexually unfaithful, whereas men 

were more likely to expect women to be emotionally unfaithful. Furthermore, responses from the 

Relationship Dilemmas Questionnaire (RDQ) revealed that women were more upset by emotional 

infidelity whereas men were more upset by sexual infidelity. According to the authors, this lends 

support to the violation of infidelity expectations hypothesis because the participants were more 

upset by the type of infidelity that was expected not to occur. However, when logistic regression 

analyses were conducted, no support was found for this hypothesis. Instead, greater support was 

found for the evolutionary hypothesis with sex of the participant being a stronger predictor of 

which infidelity type is more distressing than infidelity expectations.   

Effects of Love on Affective Responses to Emotional and Sexual Infidelity  

 Amount of love felt within one’s romantic relationship, along with other factors that 

might effect which infidelity type is more distressing, was investigated in another study (Russell 

& Harton, 2005). The authors had 142 undergraduate students who were currently involved in 

heterosexual romantic relationships complete demographic questions along with various 

measures that examined love, jealousy, sociosexual orientation, and egalitarian attitudes. A 13-

item Love Scale (Rubin, 1970) with internal consistencies of .84 for women and .86 for men was 

measured on a 9-point Likert scale. The participants then rated their levels of distress and feelings 

of insecurity and jealousy when reading either a hypothetical emotional or sexual jealousy 

scenario. No significant sex difference was found regarding levels of distress attributed to 

emotional versus sexual jealousy, with both men and women reporting more distress to the sexual 
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scenario. Furthermore, sociosexual orientation and egalitarian attitudes were not found to be 

predictors of which infidelity type was more distressing for participants. However, love was 

significantly related to one’s feelings of distress: people who reported not being as in love with 

their partners were more upset by the emotional scenarios whereas those who experienced more 

love with their partners were more upset by the sexual scenarios. 

 Russell & Harton (2005) demonstrated that love seems to play a role in which infidelity 

type is viewed as more upsetting or distressing; however, the questionnaire used in this study to 

measure level of love within one’s relationship is methodologically concerning because of its 

limited number of items and lack of theoretical framework. On the other hand, Robert Sternberg’s 

triangular theory of love has been extensively researched and applied in various ways. According 

to Sternberg, love is best conceptualized as a set of overlapping feelings, thoughts, and desires 

that interact with one another to produce experiences of love (1987). Picturing love as a triangle, 

Sternberg identified three main ingredients that he believes are consistently found cross-culturally 

and universally across time and setting: intimacy, passion, and decision/commitment. Intimacy is 

defined as “feelings in a relationship that promote closeness, bondedness, and connectedness” 

(Sternberg, 1987, p. 38), passion is defined as “the expression of desires and needs” that 

“manifest themselves through psychological and physiological arousal” (Sternberg, 1987, p. 42), 

and the decision/commitment component consists of “the decision to love a certain other” and/or 

“the commitment to maintain that love” (Sternberg, 1987, p. 46). Whereas passionate feelings are 

hardest to control, one has the greatest amount of control over how much he or she will commit to 

another person; level of control associated with intimacy falls somewhere in between that of 

passion and commitment. In short-term relationships, passion is vital whereas intimacy and 

commitment seem to be less important. However, as relationships grow and become long-term, 

the importance of passion declines, and intimacy and commitment increase in importance. 

Finally, the shape of the triangle changes as the amount of each one of these three components 

increases or decreases. In order for two people to be satisfied with their loving relationship, it is 
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best if their triangles representing ideal love are similar in shape and therefore overlap as much as 

possible. 

Researching his triangular theory of love, Sternberg developed a 45-item scale, called the 

Sternberg Triangular Love Scale (Sternberg, 1987), consisting of three subscales (passion, 

intimacy, and decision/commitment) with 15 items in each subscale. The measure was 

administered to 101 heterosexual adults, 51 women and 50 men, who were either married or 

currently involved in a romantic relationship. Results of factor analysis indicated that all three 

components were measuring what they were supposed to measure, and internal-consistency 

reliabilities were reportedly high. Moreover, scores across all three subscales correlated highly 

with scores on Rubin’s Love Scale (1970). In a test of prediction of relationship satisfaction, 

Sternberg’s Triangular Love Scale was a better predictor than Rubin’s Love Scale.      
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Table 1 
Sample Demographics 

  

Characteristic M                    SD                  Range 
Age            26.10                10.23                 18-73 
Length of Current Relationship in Months            37.38                51.85                 1-368 

 N Percentage 

Sex   

Female 186 62.8 
Male 110 37.2 

Sexual Orientation   
Heterosexual 171 57.8  
Lesbian/Gay 125 42.2 

Race/Ethnicity   
Caucasian 224 75.7 
African American 12 4.1 
Asian American 9 3.0 
Native American 5 1.7 
Hispanic/Latina(o) 9 3.0 
Biracial/Multiracial/Other 35 11.8 

Marital Status   
Single 163 55.1 
Partnered/Common Law 102 34.5 
Married 24 8.1 
Divorced 2 0.7 
Widowed 1 0.3 

History of Infidelity in Current Relationship   
Self Unfaithful 77 26.0 
Partner Unfaithful 76 25.7 

History of Infidelity in Past Relationship(s)   
Self Unfaithful 140 47.3 
Partner Unfaithful 167 56.4 
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Table 2 
Summary of Intercorrelations, Means, and Standard Deviations for Predictor Variables 

Note: Means (and standard deviations) for continuous variables are presented along the diagonal, 
with bivariate correlations entered as off-diagonal elements. Sex: 0 = male, 1 = female; SO 
(sexual orientation): 0 = heterosexual, 1 = lesbian/gay; IEQ = Infidelity Expectations 
Questionnaire; S = sexual infidelity; E = emotional infidelity.  
*p ≤ .05, **p ≤ .01, ***p ≤ .001. 

 

 

Variables 1 2 3 4 5 6 7 

1. Sex ---       

2. SO -.09 ---      

3. IEQ-E -.12* .10* 
35.11 

 
(14.29) 

    

4. IEQ-S -.15** .08 .59*** 
25.98 

 
(15.96) 

   

5. Intimacy .19*** -.00 -.24*** -.28*** 
119.36 

 
(15.96) 

  

6. Passion .12* -.05 -.32*** -.26*** .69*** 
108.88 

 
(22.56) 

 

7. Commitment .14** .07 -.26*** -.25*** .74*** .80*** 
117.17 

 
(20.54) 
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Table 6 
ANOVA Summary Table for Between-Subjects Effects 

Source df SS MS F p 

Sex 1 983.64 983.64 25.34 <0.001 * 

Orient 1 1841.72 1841.72 47.45 <0.001 * 

Sex * Orient 1 117.05 117.05 3.02 0.08 

Error 292 11333.06 38.81   

Note: Orient = Sexual Orientation. 
* Significant at the p ≤ .01 level. 
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Table 7 
ANOVA Summary Table for Within-Subjects Effects 

Source Df SS MS F p 

Inf Type           1 157.85 157.85 24.53 <0.001 * 

Inf Type * Sex 1 1.04 1.04 0.16 0.69 

Inf Type * Orient 1 5.60 5.60 0.87 0.35 

Inf Type * Sex * Orient 1 2.93 2.93 0.46 0.50 

Error (Inf Type) 292 1879.21 6.44   

Emotions                                                 SA 
                                                              G-G 

3 
2.63 

305.13 
305.13 

101.71 
116.08 

24.27 
24.27 

<0.001 * 
<0.001 * 

Emotions * Sex                                       SA 
                                                              G-G 

3 
2.63 

14.91 
14.91 

4.97 
5.67 

1.19 
1.19 

0.31 
0.31 

Emotions * Orient                                   SA 
                                                              G-G 

3 
2.63 

103.19 
103.19 

34.40 
39.26 

8.21 
8.21 

<0.001 * 
<0.001 * 

Emotions * Sex * Orient                         SA 
                                                              G-G 

3 
2.63 

12.14 
12.14 

4.05 
4.62 

0.97 
0.97 

0.41 
0.40 

Error (Emotions)                                     SA 
                                                              G-G 

876 
767.54 

3671.59 
3671.59 

4.19 
4.78 

  

Inf Type * Emotions                               SA 
                                                              G-G               

3 
2.57 

118.09 
118.09 

39.36 
45.99 

28.03 
28.03 

<0.001 * 
<0.001 * 

Inf Type * Emotions * Sex                     SA 
                                                              G-G 

3 
2.57 

12.75 
12.75 

4.25 
4.97 

3.03 
3.03 

0.03 * 
0.04 * 

Inf Type * Emotions * Orient                 SA  
                                                              G-G 

3 
2.57 

5.94 
5.94 

1.98 
2.31 

1.41 
1.41 

0.24 
0.24 

Inf Type * Emotions * Sex * Orient       SA 
                                                              G-G  

3 
2.57 

2.79 
2.79 

0.93 
1.09 

0.66 
0.66 

0.58 
0.55 

Error (Inf Type * Emotions)                   SA 
                                                              G-G  

876 
749.63 

1230.03 
1230.03 

1.40 
1.64 

  

Note: Inf Type = Infidelity Type, Orient = Sexual Orientation, SA = Sphericity Assumed, G-G = 
Greenhouse-Geisser df corrections. Greenhouse-Geisser df corrections are displayed for within-
subjects effects with more than one degree of freedom. 
* Significant at the p ≤ .05 level. 
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Table 8 
Means for Sex * Infidelity Type * Emotions Significant Interaction 

  Infidelity Type 

  Sexual Emotional 

  Males Females Males Females 

Emotions 

Anger 12.66 13.88 11.40 12.74 

Anxiety 12.03 13.40 11.92 13.23 

Jealousy 12.21 13.28 12.06 13.31 

Humiliation 11.24 13.15 10.77 12.09 
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Table 9 
Means for Sexual Orientation * Emotions Significant Interaction 

  Sexual Orientation 

  Heterosexual Lesbian/Gay 

Emotions 

Anger 13.61 11.73 

Anxiety 13.34 11.94 

Jealousy 13.49 11.93 

Humiliation 13.08 10.54 
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Table 10 
Means for Infidelity Type * Emotions Significant Interaction 

  Infidelity Type 

  Sexual Emotional 

Emotions 

Anger 13.27 12.07 

Anxiety 12.71 12.58 

Jealousy 12.74 12.68 

Humiliation 12.19 11.43 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



113 

APPENDIX C: 

FIGURES 
 

 

Figure 1: Sex differences in emotional responses to sexual (SI) and emotional (EI) infidelity. 
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Figure 2: Sexual orientation differences in emotional responses to both infidelity types. 
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Figure 3: Emotional responses to sexual (SI) and emotional (EI) infidelity. 
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APPENDIX D: 

RESEARCH STUDY MATERIALS 

Informed Consent Page 
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Demographic Sheet 
 

Directions: Please answer each question by checking or filling in the blank that best describes  
       you.  
 
1) How old are you?       _____  Years of Age          
 
2) Sex:     _____  Female    _____  Male   
 
3) What is your sexual orientation?   

 
 ____  Heterosexual           ____  Gay/lesbian          ____  Bisexual          
 
4) Please check the blank that best describes your sex interests: 

 
     ____  Opposite sex interests only        
                                                        
       ____  Mostly opposite sex, rare same sex interests        
                     
     ____  Both opposite sex and same sex interests, with more opposite    
 
      ____  Equal same and opposite sex interests                           
              
               ____  Both opposite sex and same sex interests, with more same    
                   

____  Mostly same sex, rare opposite sex interests        
              
 ____  Same sex interests only   
 

5) Race (Check all that apply): 
 

   ____  African American/Black          ____  American Indian/Native American 
 

  ____  Asian/Asian American             ____  Hispanic/Latino(a) 
 

  ____  White, non-Hispanic                ____  Other (Describe): ______________    
 
6) Are you:             

 
 ____  Single                 ____  Partnered/Common Law         ____  Married 
 

____  Separated           ____  Divorced                                  ____  Widowed 
 
7) How long have you been involved with your current romantic partner?          

 
____________ (Time in years and months, ex. 5 years, 3 months) 
 

8) Have you ever been unfaithful in your current romantic relationship? ___ yes   ___ no 
 

A. If yes, what type(s) of infidelity have you committed? 
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  _______ Emotional 
 
  _______ Sexual 
 
  _______ Both 
 
9) Has your current partner ever been unfaithful to you?    _____ yes    _____ no 
 

A. If yes, what type(s) of infidelity did she/he commit? 
 

  _______ Emotional 
 
  _______ Sexual 
 
  _______ Both 
 
10) Have you ever been unfaithful in a past romantic relationship?   _____ yes    _____ no 
 

A. If yes, what type(s) of infidelity did you commit? 
 

  _______ Emotional 
 
  _______ Sexual 
 
  _______ Both 
 
11) Has a past partner ever been unfaithful to you?   _____ yes    _____ no 
 

A. If yes, what type(s) of infidelity did she/he commit? 
 

  _______ Emotional 
 
  _______ Sexual 
 
  _______ Both 
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Continuous emotion ratings (Penke & Asendorpf, 2007) 

 
Please now report (without being distracted) what you would feel in the following six situations. 
Please continue to think about your relationship with your current partner. Please try to imagine 
the situations vividly and realistically, as well as what you would really feel in the situations.   
 

1…….….…….…..2………..….….…3...…………..........4...………..….…...5 

       “not at all”                                          “moderately”                                          “extremely”    

 
Sexual 

 
Imagine your partner enjoys passionate sexual intercourse with another person and tries different 
sexual positions with him/her.  
 

1. ____ How much anger would you feel? 
 

2. ____ How much anxiety would you feel? 
 

3. ____ How much jealousy would you feel? 
 

4. ____ How much humiliation would you feel? 
 
Imagine that your partner has sexual intercourse with another person, but you are certain that they 
will not form a deep emotional attachment. 
 

1. ____ How much anger would you feel? 
 

2. ____ How much anxiety would you feel? 
 

3. ____ How much jealousy would you feel? 
 

4. ____ How much humiliation would you feel? 
 
Imagine that your partner has sexual intercourse for just one night with another person and is still 
sexually interested in the former lover, but is no longer in love with this person. 

1. ____ How much anger would you feel? 
 

2. ____ How much anxiety would you feel? 
 

3. ____ How much jealousy would you feel? 
 

4. ____ How much humiliation would you feel? 
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Emotional 
 

Imagine your partner forms a deep emotional attachment to that other person and falls in love 
with that other person.  
 

1. ____ How much anger would you feel? 
 

2. ____ How much anxiety would you feel? 
 

3. ____ How much jealousy would you feel? 
 

4. ____ How much humiliation would you feel? 
 
Imagine that your partner forms a deep emotional attachment to another person, but you are 
certain that they will not have sexual intercourse.  

 
1. ____ How much anger would you feel? 

 
2. ____ How much anxiety would you feel? 

 
3. ____ How much jealousy would you feel? 

 
4. ____ How much humiliation would you feel? 

 
Imagine that your partner becomes emotionally involved with another person and is still 
emotionally involved with the former lover, but is no longer sexually interested in this person. 

 
1. ____ How much anger would you feel? 

 
2. ____ How much anxiety would you feel? 

 
3. ____ How much jealousy would you feel? 

 
4. ____ How much humiliation would you feel? 
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Infidelity Expectations Questionnaire (IEQ; Cramer et al., 2008) 

Please think of the serious committed romantic relationship that you currently have. Imagine 
discovering that the person with whom you are seriously involved became interested in someone 
else. 

Rate the likelihood of your partner engaging in the following actions with the other person using 
the seven-point scale provided below.  

 

1……......2….…..…3.....….......4...….…...5….…..…6….........…7 

         “partner definitely                                     “partner definitely   
                 will not”                  will”                                                                              
 

Emotion-intimacy 
 

____ 1. Trusting another person with his/her deepest thoughts and feelings. 
 
____ 2. Being in situations with another person where they would cry together.   
 
____ 3. Falling in love with another person. 
 
____ 4. Being vulnerable with another person by letting his/her guard down. 
 
____ 5. Becoming extremely happy knowing that he/she is needed by another person. 
 
____ 6. Openly expressing his/her needs to another person.  
 
____ 7. Communicating openly and honestly with another person. 
 
____ 8. Feeling comfortable showing that he/she cares for another person. 
 
____ 9. Being more committed to another person. 
 
____ 10. Spending more money on another person. 
 

Sexual 
 

____ 1. Telling another person that his/her body looks and feels great. 
 
____ 2. Having incredible foreplay with another person using some sexual toys.   
 
____ 3. Trying many different sexual positions with another person. 
 
____ 4. Calling another person at work and talking dirty.  
 
____ 5. Walking into a bedroom wearing nothing but whipped cream for another person.  
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____ 6. Putting on a show by undressing slowly for another person.  
 
____ 7. Giving or getting oral sex.  
 
____ 8. Showering and sharing a sensual massage with another person using warm  
  scented oils. 
 
____ 9. Experimenting with rough sex, anal sex, or being tied up. 
 
____ 10. Fulfilling another person’s kinkiest sexual fantasies. 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



124 

The Sternberg Triangular Love Scale 
 (Sternberg, 1988) 

 
The blanks represent the person with whom you are in a relationship. Rate each statement on a 1-
to-9 scale, where 1 = “not at all”, 5 = “moderately”, and 9 = “extremely”. Use intermediate points 
on the scale to indicate intermediate levels of feelings.  
 

1…..…..2………3...…........4...….....5….…….6…......…7…..…...8…...…9 
“not at all”                                         “moderately”                                         “extremely”    

 
Intimacy Component 

 
____ 1. I am actively supportive of ______________’s wellbeing. 
 
____ 2. I have a warm relationship with _____________.  
 
____ 3. I am able to count on ______________ in times of need. 
 
____ 4. _______________ is able to count on me in times of need. 
 
____ 5. I am willing to share myself and my possessions with _____________. 
 
____ 6. I receive considerable emotional support from _____________.   
 
____ 7. I give considerable emotional support to _____________. 
 
____ 8. I communicate well with _______________. 
 
____ 9. I value ______________ greatly in my life. 
 
____ 10. I feel close to ______________.  
 
____ 11. I have a comfortable relationship with _____________. 
 
____ 12. I feel that I really understand ______________. 
 
____ 13. I feel that _____________ really understands me. 
 
____ 14. I feel that I can really trust ______________.     
 
____ 15. I share deeply personal information about myself with _____________.  

 
Passion Component 

 
____ 16. Just seeing ______________ excites me. 
 
____ 17. I find myself thinking about _____________ frequently during the day.  
 
____ 18. My relationship with ______________ is very romantic. 
 
____ 19. I find _____________ to be very personally attractive.  
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____ 20. I idealize _____________. 
 
____ 21. I cannot imagine another person making me as happy as _____________ does.   
 
____ 22. I would rather be with _____________ than with anyone else. 
 
____ 23. There is nothing more important to me than my relationship with ___________. 
 
____ 24. I especially like physical contact with _____________.  
 
____ 25. There is something almost “magical” about my relationship with ___________.  
 
____ 26. I adore _____________. 
 
____ 27. I cannot imagine life without ______________. 
 
____ 28. My relationship with _____________ is passionate.  
 
____ 29. When I see romantic movies and read romantic books I think of ____________.     
 
____ 30. I fantasize about _____________.  
 

Decision/Commitment Component 
 
____ 31. I know that I care about ______________.  
 
____ 32. I am committed to maintaining my relationship with _____________.  
 
____ 33. Because of my commitment to ______________, I would not let other people  
 
    come between us.  
 
____ 34. I have confidence in the stability of my relationship with _____________.   
 
____ 35. I could not let anything get in the way of my commitment to _____________. 
 
____ 36. I expect my love for _____________ to last for the rest of my life.   
 
____ 37. I will always feel a strong responsibility for _____________. 
 
____ 38. I view my commitment to _____________ as a solid one. 
 
____ 39. I cannot imagine ending my relationship with _____________.  
 
____ 40. I am certain of my love for ___________.  
 
____ 41. I view my relationship with _____________ as permanent. 
 
____ 42. I view my relationship with _____________ as a good decision. 
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____ 43. I feel a sense of responsibility toward _____________.  
 
____ 44. I plan to continue my relationship with ____________.     
 
____ 45. Even when _____________ is hard to deal with, I remain committed to our  
 
    relationship.  
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Study Confirmation/Counseling Resource Information page 
 
 

  

 
~~~ Thank you ~~~ 

  

You have successfully completed the survey 
 

Your participation is greatly appreciated 

  

To enter your name for 
 

A DRAWING TO WIN ONE OF TWO $25.00 
GIFT CARDS TO WALMART 

 
Please Click Here 

Counseling Resource Information 
  
If, after your participation in this study, you feel you would like to speak to 
someone about any thoughts or feelings that might have occurred in relation 
to the questions asked, please feel free to contact any one of the agencies 
listed here. 
  
In Stillwater:  
  
Counseling Psychology Clinic 
Oklahoma State University 
111 PIO Building 
Stillwater, OK  
(405) 744-6980 

In Tulsa: 
  
OSU- Tulsa Counseling Center 
2419 Main Hall 
Tulsa, OK 74106 
(918) 594-8568  

University Counseling Services Associated Centers for Therapy 
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Oklahoma State University 
316 Student Union 
Stillwater, OK 
(405) 744-5472 

7010 S. Yale, Suite 215 
Tulsa, OK 74136 
(918) 492-2554 

Psychological Services Center 
Oklahoma State University 
118 North Murray Hall 
Stillwater, OK  
 (405) 744-5975 

Family and Children’s Services 
650 S. Peoria Ave. 
Tulsa, OK 74120 
(918) 587-9471 

  
  

  

Close your Browser Window 
to exit this survey 
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Drawing Entry page 
 
 

Drawing Entry Form  
 

 

  

Please provide your information below in order to be 
entered into a drawing to win one of two $25.00 gift cards 

from Walmart. 

(All fields are required) 

First Name.  

Last Name.  

E-mail Address.  

Telephone Number 
Area Code 

 

Prefix 

 

Number 

 

  

Submit Form Reset Form
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Recruitment Scripts 
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Findings and Conclusions: Sex, sexual orientation, commitment, and intimacy 

among partners were significant predictors of some, if not all, emotional  
responses to sexual and emotional infidelity. On the other hand, passion and 
expectations about a partner’s likelihood of committing infidelity were not 
significant predictors of emotional reactions to infidelity. Overall, sexual 
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For example, females were much more humiliated than men in response to sexual 
infidelity, and heterosexuals reported significantly more humiliation than lesbian 
and gay individuals in response to both types of infidelity. Overall, the sex and 
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orientation. Mental health professionals can use these findings to help clients’ 
cope with the negative effects of infidelity on romantic relationships. 


