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There are many problems associated with operating a data center. Some of these problems 
include data security, system performance, increasing infrastructure complexity, increasing 
storage utilization, keeping up with data growth, and increasing energy costs. Energy cost 
differs by location, and at most locations fluctuates over time. The rising cost of energy 
makes it harder for data centers to function properly and provide a good quality of service. 
With reduced energy cost, data centers will have longer lasting servers/equipment, higher 
availability of resources, better quality of service, a greener environment, and reduced 
service and software costs for consumers. Some of the ways that data centers have tried to 
using to reduce energy costs include dynamically switching on and off servers based on 
the number of users and some predefined conditions, the use of environmental monitoring 
sensors, and the use of dynamic voltage and frequency scaling (DVFS), which enables 
processors to run at different combinations of frequencies with voltages to reduce energy 
cost. This thesis presents another method by which energy cost at data centers could be 
reduced. This method involves the use of Ant Colony Optimization (ACO) on a Quadratic 
Assignment Problem (QAP) in assigning user request to servers in geo-distributed data 
centers. 
 
In this paper, an effort to reduce data center energy cost involves the use of front portals, 
which handle users’ requests, were used as ants to find cost effective ways to assign users 
requests to a server in heterogeneous geo-distributed data centers. The simulation results 
indicate that the ACO for Optimal Server Activation and Task Placement algorithm 
reduces energy cost on a small and large number of users’ requests in a geo-distributed 
data center and its performance increases as the input data grows. In a simulation with 3 
geo-distributed data centers, and user’s resource request ranging from 25,000 to 
25,000,000, the ACO algorithm was able to reduce energy cost on an average of $.70 per 
second. The ACO for Optimal Server Activation and Task Placement algorithm has proven 
to work as an alternative or improvement in reducing energy cost in geo-distributed data 
centers. 
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CHAPTER I 
 

 

 INTRODUCTION  

In this thesis, another way of reducing energy cost in geo-distributed data centers 

by the use of Ant Colony Optimization (ACO) on a Quadratic Assignment Problem (QAP) 

(such as matching a user request to a server in a data center) is explored. The rising cost of 

energy has made reducing energy cost at data centers a very important goal. For example, 

electricity alone cost Google over $38 million a year [1]. Even though one of the factors 

for selecting a location for a data center is energy cost, others include labor costs and 

availability, highway accessibility and quality, proximity to major markets and customers, 

availability and cost of real estate options, amount of local and state economic development 

incentives, availability of telecommunications infrastructure, the cost of utilities, and tax 

and regulatory climate [2].  Figure 1 shows Google data centers around the world. 

 

 

 

 

 

 

Figure 1. Google data center locations [3].
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Data centers and cloud computing have become a major part of software and 

application delivery. Data centers hosting these cloud-based applications make software 

applications readily available to consumers anywhere and at any time. Data centers also 

make it possible to reduce the cost of distributing software, by eliminating to the need to 

write the applications to media, such as a disk or USB storage. Today, data centers have 

become a big part of accessing software, with most software providers switching to a cloud-

based application, for example, Microsoft Office, Adobe Creative Suite, and many others. 

“All of our online activity is delivered through data centers, and the more we send email, 

watch online videos, use social media like Facebook, and conduct business online, the more 

demands on data centers will grow” [4]. As more and more data centers are being built, 

due to the switch from desktop applications to cloud based applications, the need to reduce 

energy has become an important factor. 

 

1.1 Data Center/Cloud Computing 

In  recent times, cloud computing (cloud, in the cloud, cloud based) has become a 

buzzword not just in information Technology (IT) but in other sectors like banking, 

finance, retail, health, utilities, education, airlines and many others. However, an encounter 

with the concept of “cloud computing” can be a bit confusing because there are so many 

different definitions. The cloud, which refers to a data centers operations, signifies that the 

entire IT industry is transforming from a physical world towards a virtual world. Having 

the right definition of cloud computing lays a solid foundation for understanding the 

purpose of data centers [2]. Data centers can then be defined as a networking of systems 
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that provide services (email, storage, website, applications, etc.) for consumers in diverse 

places over the internet. 

  The term ‘cloud computing,’ which is still evolving, is less than two decades old. 

The first academic use of the term cloud computing was casted by Ramnath K. Chellapa 

in 1997 in his paper, “Intermediaries In Cloud Computing: A New Computer Paradigm” 

[2]. Ramnath explains that the computing standard will not be controlled within a technical 

boundary but by commercialization of software. Software companies finding ways to 

reduce cost and at the same time serve their customers better, has increased the growth of 

data centers. Data centers allow software providers to reduce cost in terms of distribution, 

and customers gaining access to software are no longer limited to a machine at a specific 

location, but can access their data and applications from anywhere on any machine. Today, 

in terms of service type, cloud computing can be categorized as Infrastructure as a Service 

(IaaS), Platform as a Service (PaaS) and Software as a Service (SaaS). Data centers are 

growing because SaaS, IaaS and PaaS have become the preferred way of computing and 

networking [5].  

 

1.2 Data Center Services 

All of our online activity is delivered through data centers, and the more we send 

email, watch online videos from sites like Youtube and Netflix, use social media like 

Facebook, and conduct business online (online shops), data centers will continue to grow 

[4]. Services at a data center can be categorized in to three groups: (1), Infrastructure as a 

Service (IaaS), which provides computing resources in a virtualized environment (the 

cloud), using a public connection over the internet. What is provided specifically is the 
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hardware (servers) for computing a task. (2), Platform as a Service (PaaS) is a service 

provided for developers to build application and services over the internet. An example of 

PaaS are a website builders like Wix.com, online mobile application development sites, 

etc. (3), Software as a Service (SaaS) refers to any online services where customers are 

able to access software over the internet. Office 360, Twitter and Facebook are all example 

of SaaS [5]. 

The increase in growth of data centers is due to flexibility of access on enabled 

devices, networking, cost efficiency, and safety that “the cloud” provides. There are also 

issues that are rising with the growth of data centers, not with the service they provide, but 

in maintaining the infrastructure.  

 

1.3 Data Problems 

Availability of resources and high power consumption is a well known issue with 

data centers. Google has more than 500K servers in their data centers; it costs them more 

than $38M worth of electricity each year. It has been estimated that the average CPU 

utilization for Google is around 40%, even though its services are provided around the 

world with millions of users every second accessing its data center resources. Google’s 

efficiency is based on the fact that Google has invested a significant amount of effort on 

making their data centers “greener”: more efficient [1]. Just like Google, many big data 

centers do a great job of efficiency, but this only represent 5% of data centers’ energy use. 

Small, medium, corporate and multi-tenant operations are much less efficient and represent 

the 95% of inefficiency of energy use, because these data centers do not have any methods 

in place for energy use reduction. It has also been estimated that data centers waste a large 
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amount of energy powering equipment, with the average server operating at only 12-18% 

of capacity [4]. Figure 2 shows the amount of electricity that is used by data centers, 

ranging from small size to high-performance computing data centers.  

 

Figure 2. Estimated U.S. data center electricity use [4]. 

Since electricity cost varies based on location and even fluctuates with time, 

lowering energy cost has become a very important goal for data center companies. Figure 

3 shows three of Google’s data centers and their cost of electricity over time [6]. 

 

Figure 3. Google Data Center Electricity Cost [6]. 
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In a survey conducted by Seagate in 2013 comparing Unites States of America 

(USA) and China data centers, both countries top challenge is data security. Figure 4 show 

the list and percentages of the top ten challenges of a data center in USA and China [17].  

 

Figure 4. Top 10 data center challenges [17]. 

According to the survey, energy cost reduction is the number one challenge for data 

centers. Increase in energy cost at 17% and high energy consumption at 15%, making a 

total of 32% of the top 10 challenges of data centers. Security used to be the number one 

concern, but the rising cost of energy, has made energy reduction one of its priorities. 
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CHAPTER II 
 

 

REVIEW OF LITERATURE 

 

The rising cost of energy has led many researchers to find new ways to reduce 

energy usage at data centers.  Some of the ways researchers are reducing energy usage 

include: the use of “on/off algorithms” [7], the use of environmental monitoring sensors, 

dynamic voltage and frequency scaling (DVFS), CPU consolidation [8], mechanisms to 

eliminate idle power waste [9], energy aware virtual machine replication and migration in 

data centers [10], power-aware geographical load balancing [11], and use of electrical 

energy storage systems [12]. 

One of the well-known ways to reduce energy consumption is the on/off algorithm, 

which consists of turning off unused or idle servers. It has been estimated that the idle 

machines use between 25-60% of peak power [7]. The on/off algorithm involves 

dynamically switching on and off servers based on the number of users, period of the day 

and a preset condition. Some on/off algorithms use data mining techniques in deciding 

when and how many servers to turn on/off. So depending on pervious usage, the algorithms 

dynamically turn on the minimum servers that are required to give a specific quality of 

service [13]. Other on/off algorithms involve the decision to turn as certain number of
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servers on/off regardless of users or time. This type of algorithm exploits the global system 

information, in terms of number of required working, idle, off, turning on, and turning off 

servers [7]. The on/off algorithm has been proven to reduce energy cost, but it degrades 

the quality of service the data center can provide. 

Gartner Press Release states that IT produces 2% of the world’s carbon emissions 

and it will reach 3% by 2020. As a trend of Green IT awareness, environmental sensors 

have been used to reduce energy usage and carbon emissions at data centers. In this method, 

readings from the sensor are used to deploy work for servers using a scheduling algorithm 

[14]. It was concluded that Green IT could be achieved with the combination of IT 

equipment and site infrastructure. This approach involves a cost for restructuring a data 

center and performance is also sacrificed. 

 

Figure 5. DVFS system architecture [Wu et al. 14]. 

Another method for reducing energy cost is the use of dynamic voltage and 

frequency scaling (DVFS). It is the process where processors are configured to achieve 

particular tradeoffs between computing speed and energy consumption [15]. DVFS enables 
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the processors of servers to run at different frequencies with a given voltage to reduce the 

power consumption of the processor. So decreasing the processor voltage and frequency 

lower the energy usage and reduces cost. When execution performance is not is important, 

DVFS can reduce energy cost significantly. Other methods that use DVFS involve a 

scheduling algorithm. Some scheduling algorithms involve assigning more requests to data 

centers with low energy cost [6], while others use a pre-defined server maximum and 

minimum in assigning workloads so that servers with high energy consumption are 

controlled [16]. Figure 5 shows an example setup where DVFS and a scheduling algorithm 

are used. 

CPU consolidation has been another way of reducing energy cost by pre-defining 

utility functions based on response time requirements for each application running in the 

data center. This method also involves the use of DVFS in each core of the server. Since 

higher execution frequency will result in a significant increase in power consumption, this 

approach uses DVFS for each core in a server and also a central resource manager and 

distributed local agent in assigning resources. Energy consumption is reduced by the use 

of local agents to parallelize the solution and decrease the decision making time, and the 

central manager utilizes optimization methods for the solving the request dispatching 

problem based on the results of the distributed agents [8]. This method uses multiple steps 

and constraints which delay the actual job to be processed. It does not also take in account 

of the amount of time that is wasted on decisions and assignments. In this thesis approach, 

the use of ACO allows quicker decision making and dispatching users’ requests, which 

allows the processing of more jobs faster and minimizing the energy usage. 
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A technique for eliminating idle power waste known as “PowerNap” is another way 

by which researchers reduce energy consumption. PowerNap refers to the minimization of 

idle power and transition time. PowerNap operates in low efficiency regions of current 

blade center power supplies. It conserves energy while system are idle since idle servers 

still draw about 60% of peak power [9]. This method focuses on conserving energy when 

idle and with some modification of hardware, but this thesis approach conserves energy 

during both processing and idle times. 

Energy aware Virtual Machine (VM) replication and migration in data centers is a 

method by which cloud computing providers can reduce energy consumption with a little 

performance degradation. This is done by assigning dissimilar workloads to the same 

server, to reduce the number of active servers. Also, by placing multiple copies of a VM 

on different servers and distributing the workload among these VM copies, the need to 

activate more servers is reduced. Experimental results show a 20% reduction in energy 

consumption using this method [10]. This method does not utilize the whole capacity of a 

datacenter, has inactive or idle servers, and also degrade performance since fewer servers 

are used to process users’ requests. This thesis approach reduces energy consumption while 

utilizing most of the servers in the data center. 

Power-aware geographical load balancing focuses on online service applications. 

Since data centers associated with cloud computing are often geographically distributed, 

energy is reduced by extending online application placement and migration based on 

predictions about the application lifetime, workload intensities, and dynamic energy prices. 

“Geographical load balancing (GLB) can be defined as a series of decisions about online 

assignment and/or migration of virtual machines (VMs) or computational tasks to 
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geographically distributed datacenters in order to meet the service level agreements (SLAs) 

or service deadlines for VMs/tasks and to decrease the operational cost of the cloud system 

[11].” This process reduces energy by performing periodic VM placement and migration 

management for online service application based on the prediction of application active 

periods, workload types and intensities, and electrical energy prices, and assigns requests 

to minimize the cost of energy [11]. Even though decisions and assignment are made based 

on previous usage, there is no guarantee that the trend will continue. The simulation of this 

algorithm shows a 27% to 40% of energy reduction, but a change in trend might degrade 

its performance. This thesis algorithm find ways to assign workload to data center to reduce 

energy cost without depending on trend that could easily be changed. 

The use of electrical energy storage systems is another method used to reduce 

energy cost at data centers. Energy storage devices (ESD) are used to supplement the data 

center energy usage during peak times and store energy during normal operation times. 

Since power saving require frequent discharge/charge batteries, availability and lifetime of 

batteries are limited [12]. The method has led to a 28% of savings on energy cost, but 

requires constant ESD replacements.  

All the methods and algorithms presented here in this chapter has been proven to 

reduce energy consumption either in an experimental environment or in the real world. 

This paper presents a another algorithm that does not require purchasing of new equipment, 

or redesigning or restructuring data centers, but assigns users’ requests to data centers such 

that the whole geo-distributed data centers’ energy is minimized using Ant Colony 

Optimization which mimics natural ants.  
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CHAPTER 3 
 

 

METHODOLOGY 

This thesis explores another method by which energy usage at data centers could 

be reduced by using Ant Colony Optimization (ACO) on a Quadratic Assignment problem 

(QAP). Since the activities at a data center involve matching users’ requests to a server 

resource, which is a form of QAP, then applying ACO, which is known to produce good 

results with Nondeterministic Polynomial Complete (NP-Complete) problems, should 

produce better results. 

 Even though NP Complete problems are said to be some of the most complex 

problems in computer science, researchers are looking for ways to solve them due to their 

vast applications in the real world [18]. Also NP-Complete problems are known to be 

equivalent to each other, therefore, a good algorithm for one problem could be applied to 

another problem [19]. There are many problems that have been proven to be NP-Complete. 

Besides QAP, some NP-Complete problems include: integer programming, capacitated 

minimum spanning tree, longest path problem, shortest weight-constrained path, metric k-

center, subgraph isomorphism problem, Euclidean minimum spanning tree, subset sum 

problem, shortest common supersequence, and string-to-string correction problem. There 

are two ways to solve an NP-Complete problem: (1) exact solution approach and (2) 

approximation approach. Exact solution exhausts all possible combinations and select the 
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minimum cost path as solution; the computation time grows exponentially with the size of 

the problem. Approximation approach is fast, but does not guarantee an optimal solution 

but a near optimal solution in a reasonable computational effort. Some examples of 

approximate algorithms include: Closest neighbor, Greedy, Insertion, Christofide, Genetic 

algorithm, and Ant colony optimization. Since the approximation approach does not give 

the optimal solution, Tour Improvement algorithms such as 2-opt, 3-opt, Lin-Kernighan, 

tabu search, and simulated annealing are used to enhance the solution [20]. 

The Quadratic Assignment Problem (QAP) is said to be one of the most difficult 

optimization problems to solve optimally. QAP was introduced by Koopmans and 

Beckman in 1957 as a model for location problems. The development of algorithms, either 

exact or approximate, is challenging and has been studied by Operations 

Research/Management Science, Industrial Engineering, and Computer Science [21]. QAP 

is the problem of assigning n facilities to n locations so that the cost of the assignment, 

which is a function of the way facilities have been assigned to locations, is minimized. 

QAP deals with two data sets, and the algorithm matches the sets on a one-to-one ratio 

such that the cost is minimized. The exact solution approach is appropriate for small data 

sets, but large data sets cannot be solved in a reasonable time due its computational limits. 

Approximation approaches such as Simulated Annealing, Neural Networks, Genetic 

Algorithms, Tabu Search, and Ant Colony Optimization have a reputation for producing 

good solution within a reasonable amount of time [31]. 

Ant Colony Optimization (ACO) mimics the movements of ants in the search for 

food, and the return to their nest. The minimum path between an ant’s nest and food source 

becomes the best solution to ACO. The ants leave a trail of pheromones on their path, 
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which also guide other ants to that possible food source. In ACO ants are placed in random 

locations, and are allowed to move from one location to the other without visiting the same 

location more than once. The ants leave a pheromone trail as they move along a path. In 

ACO the pheromone trail is taking into account as the ants move from one location to the 

other, and the pheromone trail evaporates over time. The ant with the shortest path has the 

strongest pheromone trial, making it the easiest for other ants to follow [20]. Figure 6 shows 

the process of the ACO.   

 

Figure 6. ACO Process [Image from wikipedia.org] 

Ants display behaviors that have long fascinated human beings. A surprising 

behavioral pattern displayed by ants is the ability to find the shortest paths between their 

nest and food source. This behavioral pattern of ants has inspired computer scientists to 

develop algorithms for optimization problems. Introduced in the early 90’s by Marco 
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Dorigo, ACO algorithm success is demonstrated by the wide range of problems to which 

it has been applied [22]. 

Some of the early problems ACO was applied to since its introduction includes: 

Sequential Ordering Problem, which deals with “finding a minimum weight Hamiltonian 

path on a directed graph with weights on the arcs and on the nodes, subject to precedence 

constraints among nodes” [23], [24], Vehicle Routing Problem [25], Traveling Salesman 

Problems which ACO has a great success when applied [20], [26], and Quadratic 

Assignment Problem which is a way of minimizing the cost in mapping two sets of data 

on a one-to-one bases. Many experimental methods have been developed to solve QAP’s 

using a variety of procedures. Some of these methods includes: simulated annealing of 

Connolly, the tabu search of Taillard, hybrid genetic-tabu search of Fleurent and Ferland 

and scatter search by Michelon and Tavares [27]. Some of the recent application of ACO 

on QAP includes Biobjective QAP [28], intelligent fault diagnosis of rotating machinery 

[29], website structure improvement [30], and distributed database design [32]. 

 In this paper, ACO is applied to QAP on Optimal Server Activation and Task 

Placement Algorithm to minimize energy cost in a geo-distributed data centers. Two 

programs were implemented based on Optimal Server Activation and Task Placement 

Algorithm. (1) Optimal Server Activation and Task Placement Algorithm (algorithm 

presented on page 8 of Optimal Task Placement with QoS Constraints in Geo-distributed 

Data Centers using DVFS article [6], and (2) Ant Colony Optimization for Optimal Task 

Placement with QoS Constraints in Geo-distributed Data Centers using DVFS. For 

simplicity, throughout this paper, algorithm 1 will be referred to as QoS and 2 as 

AntforQoS.  
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 In this paper, a user request or resource request is defined as any request from users 

to the data centers for any service provided by the data center (Infrastructure as a Service 

(IaaS), Platform as a Service (PaaS), and Software as a Service (SaaS)). The experimental 

results presented in this paper assume that the cost for processing one request takes one 

second, and also the energy use is charged per second. 

 3.1 Optimal Server Activation and Task Placement algorithm (QoS) 

The Optimal Server Activation and Task Placement algorithm (QoS) is a new algorithm 

that has been proven to reduce energy cost at data centers. In this thesis, the QoS is used 

as baseline to compare our approach of energy reduction. The QoS algorithm involves the 

assignment of users’ resource requests to a server in geo-distributed data centers. Figure 7 

shows an example of a geo-distributed data center. 

 

Figure 7. Example of geo-distributed data center. 

In the algorithm, the total number of request is first uniformly distributed across all active 

servers in the geo-distributed data center. Then the cost for processing the request is 

compared, the data centers with high costs then migrate some of their requests to a data 
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center with cheaper energy cost. To always comply with the SAC format, a binary-search 

concept is used to find the number of servers in the most expensive activated data center 

to deactivate some of its servers, and activate more servers in data centers with the least 

cost. In the Optimal Server Activation and Task Placement Algorithm (QoS algorithm 

presented on page 8 [6]), users resource request is allocated to data centers satisfying the 

optimal cost.  .  

First, the data centers are sorted based on their energy cost. 

 

Pr is the energy cost at a data center. In order to allocate users request correctly, the order 

of the data center has to be changed based in their energy cost. Example, suppose there are 

three data centers: 

No  Servers Energy Cost  
1  15000  0.4      
2  65000  0.2 
3  10000  0.3 
 
First, the order of data center is  " 1,2,3" Data centers are sorted by Pr value. 
 
No  Servers Energy Cost  

1  65000  0.2      
2  10000  0.3 
3  15000  0.4 
 
Now the order is " 2, 3,1 ". In this example, the data center that has the minimal Pr is the 

second data center, next is the third, followed by the first data center, given us 2, 3, 1 as 

the order. So, more user requests will be allocated to the second data center, next third data 

center, and then the first data center. 
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 The allocation of users’ requests is done with the following rule; if Pr value (electric power 

cost) is less, more user requests is allocated to that date center. The algorithm is designed 

in two phases. In the first phase, Server Activation Configuration (SAC) with the maximum 

servers that shall be activated and its optimal cost is obtained (line 1 to 22) [6], and in the 

second phase, which is also divided in to two, request are assigned to data centers in such 

a way that more request are sent to the data centers with the cheap energy cost since most 

of its servers with be activated during the first phase. During the first part of the second 

phase, in each data center, activated servers are minimized, and based on their value, 

electricity power cost is obtained in the second part.  

 

The above formula gets the total optimal cost, and also, Ni (activated servers in each data 

center) is minimized. Hence, an optimal cost is obtained based on the minimization of 

activated servers. 

In processing of assigning users request to servers, an initial SAC is obtained with the 

maximum possible number of activated servers it is updated with the following formula. 

 
To get the optimal activated servers in each data center, 
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in the second phase, as mentioned above, the total optima cost is obtained based on the 

number of activated servers. The optimal cost is obtained by the steps below. 

 

This part of the algorithm gets the total cost. Requests are assigned to data centers in such 

a way that more requests are sent to the data centers with the cheapest energy cost since 

most of its servers were activated during the first phase. 

The Optimal Server Activation and Task Placement algorithm reduce energy cost by 

deactivating servers in a data center with a high energy price and activating more servers 

in a locations where the energy cost is cheaper. Therefore more user requests are assigned 

to the data centers with cheap energy cost, hence, reducing the energy cost in the distributed 

data centers. 

3.2 ACO for Optimal Server Activation and Task Placement algorithm (AntforQoS) 

The difference between AntforQoS and QoS algrothim is their decision making process. 

In the QoS, resource requests are allocated based on reordering and assigning most of the 

requests to data centers with the minimum cost, whereas in the AntforQoS, resource 

requests are allocated based on the Ant Colony Optimization algorithm. Algorithms 1 and 

2 below is the pseudo code for the AntforQoS. 

Algorithm 1  - AntforQoS 
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Input : I, J , �� ,���
 , ��,   Q ,  ����	
	��� = 1,  antnum, iterationMax, iteration = 0, i = [1,I],   j = 

[ 1, J],   evaporation,  P_Static, alpha, gamma, C ; 

Output : �	�� , ��  ,  i =  [ 1,  I ] 

1:  Sort data centers in ascending order of  ���
,  i = [1, I ] 

2: for i = 1  To  I 

3:       ��

�� =  ���
���(Pi( Si , V ) ≤ Pi( Si - 1 , V )) 

4: end for 

5: if   ∑ ��
�
���   <   ∑ ��


���
���    then  

6:              SAC ←←←← { Ni  = 0, ∀∀∀∀i = [1, I ] } 

7:              ��  =   ∑ ��
�
���  

8:             for i = 1 to I do 

9:                     if     ��  <    ��

��   then 

10:                            Ni   =   argminN (P (N, ��) ≤≤≤≤ P (N − 1, ��)) 

11:                           break; 

12:                  else if  ��  ≥    ��

��   then 

13:                          Ni = Si 

14 :                            ��  = ��  − ��

��

 

15:                end if 

16:            end for 

17:            Imax  =  i; 

18:  else    

19:     SAC ←←←← { Ni = Si, i = [1, I ] }  (SAC - Server Activation Configuration) 

20:      Imax  =  I; 

21: end  if 

22: { ��, i = [1, I ] }, �	��  ←←←←  solve Ant Colony System under SAC 

                     �	��   =    Ant_Cost(N) 

23: SAC′′′′  =  SAC,  ��′= ��,  ∀∀∀∀i  = [1, I ] 

24: over_deactivation =  false 

25: for i  =  Imax  to  1  do: 

26:          Ns  =  0, Ne  =  Ni 

27:         while Ns ≤≤≤≤ Ne   do: 

28:                   update SAC′′′′  by setting  Ni = ⌊⌊⌊⌊
�� �!"

"
⌋⌋⌋⌋    

29:                  { �′�, i = [1, I ] }, �′	��  ←←←←  solve Ant Colony System under SAC' 

                          �′	��  =    Ant_Cost(N) 

30:                if  �′	��  <  �	��    then 

31:                          �′	��   =   �	�� 

32:                          Ne  =  Ni  −  1 

33:                else 

34:                      over_deactivation = true 

35:                     Ns = Ni  + 1 

36:              end if 

37:          end while 

38:        if over_deactivation == true then 

39:               return; 

40:        end if 

41:end for 
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Algorithm 2 – Ant Colony Optimization  

//  Initialize all ant parameters 

1:  Input : Optimal_Ant_Cost j ;  cost = 0,  %���_'	(�  ,  ant_roadant,i , Ant_Cost ant 

                  Total_Request,  ant = [1, antnum],  i  =  [1,  I],  j  =  [1, iteratinMax];    

2: Output :  Optimal_Cost; 

 

3: While( iteration <  IterationMax): 

4:            for   ant  =  1   To    antnum:  

5:            cost  =  0;   delta_cost[]  =  0; 

                        //each ant complete its road by pheromone value; 

                      // ( each ant select road that has more pheromone.)            

6:                      Generate_Road( I, ant_roadant, Pheromone, Total_requests); 

                    // get cost of each ant. 

7:                    for   i = 1   To   I : 

8:                          %���_'	(�  = Ni*(C*Math.pow(( ant_roadant,i / (gamma* Ni) +                        

           1/(gamma*D)),alpha) * ant_roadant,i /(gamma* Ni)+ P_Static)* ���
; 

9:                cost = cost +  Ni*(C*Math.pow(( ant_roadant,i / (gamma* Ni) +                        

           1/(gamma*D)),alpha) * ant_roadant,i /(gamma* Ni)+ P_Static)* ���
; 

10:                  end for 

                //evaporate pheromones; 

 11:                for   i = 1;  To   I 

12:                            ����	
	���  = (1 - evaporation)* ����	
	���  ; 

13:                 end for 

               // apply pheromone update; 

14:                  for   i = 1;  To   I 

15:                            ����	
	���  =  ����	
	��� +  Q / %���_'	(�  ; 

16:                 end for 

17:               Ant_Cost ant  =    cost; 

18:          end for 

19:          Min_Cost = MaxValue; 

20:          for ant = 1  To  antnum: 

21:         if  Min_Cost  >   Ant_Cost ant  then 

22:       Min_Cost   =     Ant_Cost[i]; 

23:                    end if 

24:        end for 

           // the best ant cost is saved  into  global   cost; 

25:             Optimal_Ant_Cost j  =   Min_Cost;   

26:            iteration = iteration + 1; 

27: end  while: 

//  Get  Optimal Solution 

28: Optimal_Cost  =     MaxValue; 

29: for   j  =  1   To    iterationMax  : 
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30: if   Optimal_Cost   >     Optimal_Ant_Cost j  then 

31:                Optimal_Cost  =    Optimal_Ant_Cost j  ; 

32:             end if 

33: end for 

34:  return   Optimal_Cost  ; 

 
The general idea is to minimize energy cost in a geo-distributed data center using 

ACO to assign users’ resource request to servers in a data center. ACO is used to decide 

the cost effective way for servicing the user’s request. In this algorithm, energy cost is 

reduced by the use of the front portals (see figure 7) as ants, and use of the pheromone rule 

in the ACO algorithm (evaporate pheromone and update pheromone). User requests are 

then assigned to each data center by the pheromone value, and if the pheromone element 

value corresponding to each ant is greater than other pheromone element, more users are 

assigned to that data center.  
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CHAPTER 4 
 

 

FINDINGS 

In order to test how ACO for Optimal Server Activation and Task Placement 

(AntforQoS) will perform compared to some of the algorithms that are already in use, 

Optimal Server Activation and Task Placement Algorithm (QoS) [6] and AntforQoS were 

implemented. This is a simplified simulation of the real world applications in use. Many 

data centers house thousands of servers that serve millions of people at a time, and these 

servers consume megawatts of electrical energy costing millions of dollars each year [6]. 

This thesis presents a streamlined simulation where the input data were randomly created 

with user resource request ranging from 0 to 50, and each number in the input file represent 

one user’s request. In the experiments, we assume that it takes 1 second to process 1 

request, and the cost is measured in seconds. The programs then calculates the number of 

users, combines the total resources requested, and distributes the users’ request efficiently 

amount the geo-distributed data centers to reduce energy consumption. Below are some of 

the experimental results from comparing QoS and AntforQoS on small and large data sets. 

Experiment 1 is a simulation to see how AntforQoS will perform when compared 

to QoS. In experiment 1, a comparison of the two algorithms were done base on the 

examples in [6], listing the numbers of servers Google has in 3 of its data center locations, 



24 

 

Mountain View, Houston and Atlanta, having 15000, 30000 and 10000 respectively. Table 

1 show the result of the simulation with users ranging from 30,000 to 110,000 and their 

combined resource request from 761,548 to 2,805,897. Figure 8 shows the growth in cost 

as users’ request increase, and figure 9 also shows the how the two algorithms distribute 

users’ request among the data centers to reduce energy cost. 

Experiment 1 – 3 geo-distributed data centers. (Number of users – 30,000 to 110,000) 

Number of users Total resources 

request 

QoS Processing 

Cost 

AntforQoS Processing 

Cost 

30,000 761548 5.276980 5.752068 

40,000 1019682 8.141977 7.997873 

50,000 1277766 10.957430 10.490628 

60,000 1532466 13.735973 13.165937 

70,000 1784032 16.594413 16.334056 

80,000 2036067 20.018277 19.925638 

90,000 2301017 23.617597 23.367127 

100,000 2551898 27.025807 26.857439 

110,000 2805897 30.476353 30.166278 

Table 1 – Cost for processing users request (Small Scale Input). 

 

 
 

Figure 8 – A comparison of QoS and AntforQoS energy cost. 
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Figure 9 – QoS and AntforQoS users request distribution. 

 
In experiment 2, following the same setup as experiment 1, servers in the cheapest 

energy location were increased, ranging from 30,000 to 65,000. The result in this 

experiment show that energy cost can be reduced in geo-distributed data centers by 

increasing the number of servers at a data center location with lower energy cost. Figure 

10 depicts the result of the experiment, showing the decrease in cost as the number of 

servers in data center 2 increases. 

Experiment 2 – 3 geo-distributed data centers. (Number of users – 30,000 to 110,000) 
 
In experiment 2, the result shows that energy cost is saved by increasing the number of 
servers at one location (location with the least cost of energy). 
 
No             Servers      Electricity power cost  

1  15000  0.4      

2  30000  0.2 

3  10000  0.3 

 

Changes in the number of servers at data center No. 2     

No             Servers      Electricity power cost 

2  35000  0.2   

2  40000  0.2    

2  50000  0.2     

2  60000  0.2 

2  70000  0.2 
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Figure 10 – Increase in servers 

 

Experiment 3 was conducted to see how QoS and AntforQoS will perform with 

large data sets. In this experiment, the number of users range from 1,000 to 1,000,000 and 

with users request ranging from 25,473 to 25,508,481. Table 2 show the result of the 

experiment, as also depicted in figure 11. The results indicates that AntforQoS performs 

better in assigning users’ requests to data centers to reduce energy cost. Figure 12 shows 

the distribution of users’ requests by the two algorithms to reduce energy cost. 

Experiment 3 – 3 geo-distributed data centers. (Number of users – 10,000 to 1,000,000) 
Number of users Total resources 

request 

QoS Processing 

Cost 

AntforQoS Processing 

Cost 

1000 25473 0.369813 0.179949 

10000 254986 1.899900 1.735640 

50000 1274560 10.922453 10.775350 

100000 2551785 27.024257 26.704250 

200000 5104816 61.706927 61.484498 

500000 12748122 165.540550 164.957199 

1000000 25508481 338.888833 335.094757 

Table 2 – Cost for processing users request (Large Scale Input). 
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Figure 11 – QoS and AntforQoS energy cost on Large Scale Input with 3 data centers. 

 

 

Figure 12 – QoS and AntforQoS users request distribution of Large Scale Input. 

Experiment 4 was conducted to compare QoS and AntforQoS to see how they will 

perform with an increase in datacenters. In this experiment, just as experiment 3, the 

number of the geo-distributed data centers where changed from 3 to 5. Table 3 show the 

output of the simulation. As showed in figure 13, in this experiment, both algorithms 

performed almost at the same rate until users request was greater than 3 million. Figure 14 

shows the distribution of users request to the geo-distributed data centers.  

Experiment 4 – 5 geo-distributed data center. (Number of users – 10,000 to 1,000,000) 
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Number of users Total resources 

request 

QoS Processing 

Cost 

AntforQoS Processing 

Cost 

10000 254986 1.474925 1.499299 

50000 1274560 6.768908 7.492913 

100000 2551785 14.067337 14.595963 

200000 5104816 34.164615 33.468033 

500000 12748122 111.871618 105.802473 

1000000 25508481 249.821441 227.477992 

Table 3 – Cost for processing users request (Large Scale Input with 5 Data centers) 

Figure 13 – QoS and AntforQoS energy cost on Large Scale Input with 10 data centers. 

 

Figure 14 – QoS and AntforQoS users request distribution of Large Scale Input with 5 

data centers. 
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Experiment 5 was conducted similarly to experiment 4, but with more data centers. 

The number of data centers in this simulation is 10, and table 4 shows the output results 

from the simulation. As the results indicated in figure 15, AntforQoS perform worse 

compared to QoS when there are more data centers. This is because the data size remains 

the same while the number of data center increases. The AntforQoS algorithm spread users 

request across the data centers while in the QoS, continues to send request to the data 

centers with low energy cost, just like in experiment 4. Figure 16 shows the distribution of 

the users’ requests to the geo-distributed data centers for both algorithms. This simulations 

has shown that, the ACO can optimize an Optimal Server Activation and Task Placement 

Algorithm, and it performs better as the input data increases. 

Experiment 5 – 10 geo-distributed data center. (Number of users – 10,000 to 1,000,000) 
Number of users Total resources 

request 

QoS Processing 

Cost 

AntforQoS Processing 

Cost 

10000 254986 1.274930 2.046548 

50000 1274560 6.510078 9.924022 

100000 2551785 13.534817 22.942775 

200000 5104816 29.448777 36.275398 

500000 12748122 86.063679 98.541214 

1000000 25508481 202.405709 276.95351 

Table 4 – Cost for processing users request (Large Scale Input with 10 Data centers) 

 

 

Figure 15 – QoS and AntforQoS energy cost on Large Scale Input with 10 data centers. 
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Figure 16 – QoS and AntforQoS users request distribution of Large Scale Input with 10 

data centers. 

The experimental results demonstrate that using Ant Colony Optimization on a 

Quadratic Assignment Problem like Optimal Server Activation and Task Placement 

reduces the energy consumption in geo-distributed data centers. This is because using ACO 

algorithm finds a near optimal solution in a reasonable computational time for routing 

users’ resource request in a cost effective way to data centers. And the results has also show 

that AntforQoS work best with fewer geo-distributed data centers when compared to the 

QoS algorithm and its performance advantage increases with the input data. 
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CHAPTER 5 
 

 

CONCLUSION 

Electricity cost has become the leading operational expenditure at data centers due 

to the increase in demand for cloud computing. This paper has explored another approach 

to reduce energy cost by using the Ant Colony Optimization algorithm for scheduling 

users’ requests in geo-distributed data centers. The ACO was formulated based on Optimal 

Server Activation and Task Placement Algorithm, which is a DVFS-aware data center 

management and request scheduling algorithm. In this paper, ACO is used in place of the 

scheduling algorithm to increase energy cost savings. The experimental results show an 

improvement for using ACO on a QAP such as minimizing energy cost through effective 

scheduling for geo-distributed data centers. Based on the experiments conducted, ACO 

(AntforQoS) performance advantage increases as the input data grows.  

Although, the experimental results do not show a substantial  difference in the two 

algorithms, taking in account that it represent a per-second energy cost for processing 

users’ requests makes a huge difference in energy cost savings.  
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