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DEVELOPMENT OF AN URBAN-RURAL ECOSYSTEM MODEL
CHAPTER I
INTRODUCTION

In the past few years, mankind has become increasingly aware of
the fact that he is an integral part of a complex ecosystem. This eco-
system includes air, water, plant and animal life, and the environment
that surrounds man. One of the most important things that he has learned
is the fact that his activities can significantly modify the natural
environment, This modification of nature has a profound effect upon man
as well as upon the plant and animal life around him. This fact is illus-
trated by recent scientific studies that show the detrimental effects
of air and water pollution on many life forms. The harmful effect of
air pollution on man has been dramatically demonstrated in several acute
air pollution episodes. These cases show an increase in illness that
can be attributed to sharp increases in air pollution concentration.

Some of the best known cases include Donora, Pa. (1948), London (1952),
London (1962), and New York (1963). For these cases the increase above
normal death rate ranged from 17 in the case of Donora to 4000 in the
1952 London smog. A study by Heimbach (1970) gives statistical evidence
that lung cancer and emphysema are related to long term exposure in the
presence of high air pollution levels. The harmful effects of air pollu-

1




tion (802, N02, and 03) on plant life is demonstrated by many authors
(Middleton, 1955; Heck, 1965; Taylor et al., 1966; Hill et al., 1961).
To cite one example: Thomas (1961) showed that alfalfa and grain crop
loss due to 802 is directly proportional to the visible leaf damage.
The recent large fish kill in the U.S. and the alarming increase in the
mercury level of marine life demonstrate the harmful effects of water
pollution.

With the ominous forecast that the world population will double
in the next 30 years, and facts in mind such as those cited above, it
seems necessary that man consider how this continuing use of environmental
resources will modify the natural environment in the future. Mankind
must also be cognizant of the fact that increases in the world population
and industrial activity makes it necessary to consider the finite limits
of vital natural resources such as clean air and water, fossil fuels and
important minerals. The Committee on Natural Resources (1962) estimates
that, with world-wide industrialization, 80% of the world supply of crude
0oil and natural gas would be consumed in 15 to 20 years and the same pro-
portion of coal depleted in less than a century. If this estimate is
correct, man will have the acute problem of developing new energy sources
within the next 50 years since the industrial world uses coal, oil and
natural gas as its primary sources of energy. It is apparent that it
would be useful to develop a mechanism to help in the assessment of the
long-term consequences of man's activities before the fact. One of the
most promising approaches is the development of computer models which
simulate the long term effect of man's endeavors. In recent years a
number of scientific groups have started working on the development of

computer models with such an objective.
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Three of the most prominent ecosystem modelling groups are those
organized by Van Dyne, (1971); Watt, (1969, 1971); and Forrester (1969,
1971). Van Dyne organized a group that is running the U.S. IBP Grassland
Biome Project. His group is conducting a grassland field observation
program that provides data for a Grassland Ecosystem Model which they are
developing. Watt's group is involved in the development of a four-level
human oriented hierarchical model which is primarily concerned with the
state of California. The four levels included are: 1) a global model,
2) a North American model, 3) a regional model of California, and 4) sub-
regional models. Forrester's group developed an Urban Dynamics Model
(1969) and a World Simulation Model (1971).

Recent articles published by Watt (1971) and Forrester (1971)
emphasize the importance of developing models capable of simulating the
long~term influences of mankind upon the world ecosystem., Watt (1971)
indicated that the present trend of the industrialization of underdeveloped
countries will increase the rapid rate at which our natural resources are
being depleted. This will cause, for one thing, a world-wide increase
in air and water pollution. He showed that the per capita consumption
of 0il in some of the underdeveloped countries is increasing three times
faster than it is in the highly industrialized countries. He also dis-
cussed some of the problems involved with the implementation of social
changes to which mankind will have to adapt; problems such as natural
resource depletion and increased air and water pollution. Forrester's
(1971) results indicated doom for the world within 100 years unless there
is a reversal of some of the present world-wide trends. The results of
his model indicated that decreasing the birth rate and capital investment
rate would cause the population growth, quality of life, natural resource

consumption and pollution level to stabilize within the next 100 years.
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An interesting point brought out in Forrester's paper is the fact that
some social action programs which appear to be beneficial to mankind
actually have detrimental long-term effects. For instance, Forrester's
Urban Dynamics Model (1969) indicated that the construction of large
low-income housing projects within the central urban areas has a detri-
mental effect on the evolution of an urban area. A concept implicit in
both of these articles is the idea that the present life styles of mankind
will have to be significantly modified if mankind expects successfully

to survive the evolution of the ecosystem.

The urban-rural ecosystem computer model described in the following
report has the potential for predicting some of the possible long-term
consequences of man's planned and unplanned activities. It is also use-
ful for studying certain implications of conscious management by man of
the environmental resources in his ecosystem. The decision to develop an
urban-rural ecosystem model is based upon the premise that most of the
important interactions between man and his enviromment can be simulated
using such a framework. For example, environmental problems such as air
and water pollution and long term land utilization illustrate three of
the major problems considered by an urban-rural ecosystem, This model is
cast as a "management model" which uses linear programming and decision
theory to optimize the effect of various management practices. Simulated
evolution in the model depends upon the physical relationships which con-
trol the interactions between the different components of the system.
These physical relationships are derived from state-of-the-art informa-
tion about the physical sciencés concerned, This ecosystem model differs
from those of Watt and Forrester in that it deals primarily with the
evolution in an urban-rural ecosystem and the associated human oriented

city problems as opposed to national or global problems. The present



ecosystem model is set up so that it could easily be adapted for use in
specific urban-rural systems and yet could be expanded to incorporate
more realistic boundary conditions which might be available from other
types of models.

The problem is organized with a basic structure which incorporates
techniques capable of simulating the driving mechanisms which exist in a
natural ecosystem. The wodel uses a variety of stochastic and determinis~
tic concepts to simulate reality. Whenever possible, adaptability is
considered in the selection of modelling techniques. For example, linear
programming is presently used to optimize the water resource management
and control air pollution emission rates in the urban area. The same tech-
niques could be used for the other resource management problems such as
optimum land utilization. Linear programming would also be useful when
considering a transportation submodel for the ecosystem.

The methodology presently used in the model can also be made re-
spounsive to new information gained by further study of the real-world
ecosystem, This information could be used to determine what state varie-
ables (parameters simulated by the model) and control parameters should
be considered in an ecosystem model. For example, a study of the popula-
tion dynamics of the urban area might indicate that a certain set of
control parameters are those most important in influencing the evolution
of an urban area. This set could easily be used to replace the control
parameters presently used in the urban model. The addition of new state
variables to the ecosystem can be accomplished by using modelling tech-
niques that are used in the present ecosystem model. As an example, the
existing ecosystem model only considers the growth of grass; however, other

crops can be grown by using the basic botany model and incorporating crop
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data to determine the exact relationship between a particular crop and
the driving function that influences that crop. The present model only
includes the state variable and control parameters that are needed for
the desired level of complexity of the eocsystem.

The present ecosystem simulation program is intended to be used
as a basic tool for the development of a more comprehensive computer
model of an urban-rural ecosystem. Future development will require the
addition of different components to the ecosystem and the utilization
of large amounts of observed dat; for the calibration and validation of
the model. The use of real-world data will determine what state variable
and what values should be assigned to the coefficients used in the con-
trol mechanism., The model is structured so that the anticipated expan-

sion associated with the development of a more comprehensive ecosystem

can easily be handled without severely altering the present logic.




CHAPTER II
MODELLING CONCEPTS

This section will consider some of the concepts used in the de-
velopment of the ecology model. Specifically, various types of models
will be defined, some characteristics mentioned and explained and pro-
blems assopiated with model development will be discussed.

A model can be defined as abstraction of the real world and can
be mathematical, verbal, graphical, pictorial, or mechanical. Mathe-
matical models are of primary interest here for ecosystem modelling and
any further reference to models will refer to the mathematical type.
Models are useful in ecology because they abstract current knowledge
about ecosystems and provide a mechanism to represent known and, some-
times, complex interactions in a format which can be accepted by a com-
puter. Models provide an overall view of the system in operation. The
computer representation of an ecosystem can be used to study the conse-
quences of a variable set of assumptions and interactions. Modelling
also can develop a means to elucidate certain characteristics presently

observed in the ecosystem but only partially understood.

Characteristics of Models

Fig. 1 illustrates some of the characteristics used to describe

various types of mathematical models. Each double-headed arrow represents




Deterministic Stochastic
Con;znuous Discr:te
Dyn;;ic Stat;:
Hei;Zrchical Monol;yer

Fig. 1. Classification of mathematical models (Clymer. 1969).




a continuum of values between the extremes labeled at the tips. Most
models are located at the extrema; for exémple, most models are either
deterministic or stochastic. Each of the characteristics shown in Fig,

1 will be discussed in more detail, and following this discussion there
will be a section that considers the problems involved in the deQelopment
of a computer model for a real-world ecosystem.

A deterministic process can be defined as a process that will

generate a unique set of results for a given set of initial conditions.
A process that can be modelled by solving a differential equation with

specified initial conditions is an example. A stochastic process can be

described as one which can generate different sets of results from ob-
servations of a given set of initial conditions. The reason for this

can be attributed to an uncertainty in the observed initial conditions

as well as to an uncertainty about the mechanisms which drive the pro-
cess. An example of a real-world problem that is represented by stochas-
tic processes is weather prediction, The uncertainty about the actual
state of the atmosphere at any given time along with a lack of precision
in describing the mechanisms which drive the atmosphere makes it desir-
able for meteorologists to utilize stochastic processes in weather predic-
tion. Deterministic phenomena are described using explicit equations,
while stochastic phenomena must rely on statistical relationships such

as cumulative frequency distributions, density distributions, mean values,
variances, etc. An example of a deterministic process in the ecosystem
model is theuse of a radiation balance model to predict the surface tem-
perature, while an example of a stochastic process is the utilization of
a first order Markov chain to predict rainfall. The first order Markov

chain relates the occurrence of rainfall at one time step to the occur-
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rence or non-occurrence of rainfall at the previous time step.

A continuous model is a model which simulates state variables

at any point in time and space (infinite number), while a discrete model

simulates values for a finite number of points in time and space. A
discrete model for predicting soil temperature profiles in the ground
would predict soil temperature at specified time intervals for specified
layers of soil. A continuous model would simulate the soil temperature
at every point in time and at any point below the ground surface. 1In

a sense, a discrete model can be considered as a special case of a con~
tinuous model, The difference between the results from discrete and con-
tinuous models should become less significant as the size of the incre-
ments considered by discrete models becomes smaller.

A static model can be defined as a model in which the con-
trol parameters remain constant, while in a dynamic model, the control
parameters are allowed to vary. An example of a static model is one
which uses differential equations with constant coefficients, while this
same differential equation model would be dynamic if some mechanism per-
mitted the coefficients of the equations to vary with evolution of the
system. A dynamic model is capable of changing with evolution of a
system while a static model only responds to the input variables which
drive the model.

Complex ecosystems have a variety of time and space scales repre-
sented., Such systems can be divided into a discrete number of echelons
characterized by different time and space scales. Lower echelons (smaller
time and space scales) focus on details while the upper echelons encompass

larger time and space scales. A hierarchical model is one that has more
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than one echelon, while a monolayer model contains only one echelon.

Hierarchical models are structured by considering all the different levels
of activity in the system. The lower echelons usually have a small
sphere of influence while the upper echelons have a larger sphere of
influence. Hierarchical models contain submodels that are related to
each other in terms of the relative time and space scales. A more de-
tailed discussion of the importance of hierarchical structure can be
found in an article by Clymer and Bledsoe (1969).

Another characteristic used in the description of models is the
term modular. A computer model is modular when any of its submodels can
easily be replaced by a new or updated package. This type of structure
is advantageous because it enables one to alter any of the submodels
without having to make major modifications to the overall structure of

1

the model.

Modelling Problems

Some of the general problems encountered in the computer simulation

of ecosystems are listed below and will be discussed in detail:

Components of the System
Conceptual Modelling
Modelling Techniques
Model Testing .

POV RN

In modelling an ecosystem an important problem is the determination
of the components which should be considered. A complete description of
any real-world ecosystem requires that all of the components be considered;
however, such a representation of most real-world ecosystems is impractical
because of their complexity. The components chosen should describe the

ecosystem for the specific purpose intended. The proposed model of an
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urban-rural ecosystem contains 6 primary submodels that include: an
Atmospheric component, a Hydrology component, an Urban component, a
Zoology component, a Botany component and an Executive routine. These
choices are based primarily upon an understanding of the importance of
the different components to an urban-rural ecosystem. A more complete
description could include transportation, sociology, and economics.
These will not be included in the system at the present time, although
they are implied.

Another important aspect of the development is the definition of
reference systems. Some of the reference systems used for this purpose
include:

1. Trophic levels (who-eats-whom levels)
2, Taxonomic lines (classification by
natural relationships)

3. Biclogical vs. abiotic
4. Variable time and space scales.

A zoologist might consider trophic levels ard taxonic lines to organize
models concerning animal life while a biologist might classify a system
with respect to the biological and abiotic aspects of the system.
Meteorologists perceive the atmosphere with respect to the different time
and space scales of atmospheric motion. Table 1 shows the breakdown of
the scales of motion considered in the atmosphere. The scales of motion
in the atmosphere run from the molecular scale (space scale of 1076 m
and time scales of less than a second) to the planetary scales {space
scale greater than 1000 km and time scales of weeks)., Meteorologists
study the atmosphere by developing models to describe the different
scales of motion. Each scale of motion requires different observational
networks and instruments, different analysis techniques and different

theories and principles for describing order in the data. The development




TABLE 1

CATEGORIZATION OF THE SCALES OF MOTION IN METEOROLOGY

Scales Space Time Required Time Scale
of pac ml Observation of Vvalid Associated Phenomena
Motion Scale Scale Network Forecasts
Planetary >1000 kmwm days-weeks 500 km 3-5 days 1) General circulation patterns
Scale 2) Main air stream
3) Major circulation controls
Synoptic 100-1000 km days 100~500 km 1-3 days 1) Baroclinic waves
Scale 2) Cyclones and anticyclones
3) Fronts and air masses
4) Major frontal cloud systems
5) Hurricanes
Mesoscale 5-100 km hours 5-10 km up to 12 hr 1) Organized convective clouds
2) Squalil-lines
3) Tornadoes
4) Cumulonimbus thunderstorm
Small .1 to 5 km minutes «5=1 km up to 1 hr 1) Cumulus clouds
Scale 2) Rayleigh convection
Microscale .01-100 m sec-min 1-50 m 1) Turbulence
2) Micrometeorology of the lowest
10 m of atmosphere
3) Shearing flow and thermal con-
vection
Molecular 10_6 m <gec 1) Molecular phenomena
Scale 2) Aerocolloidal particulate gas

interaction
Atmospheric chemical reactions
Cloud droplet behavior

T
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of a comprehensive model to describe atmospheric motion requires know-
ledge about the interactions between the different scales of motion. 1In
meteorology, it is generally observed that each smaller scale of motion
is partially controlled by the next larger scale of motion. The loca-
tion of major frontal patterns in relationship to the general circulation
pattern is an example of the dependence of a smaller scale of motion on
the next larger scale of motion. A more complete discussion of the pro-
blems involved with atmospheric models can be found in articles by Lee
(1966) and Hidy (1967). ' |

Variable time and space scales are used for interdisciplinary
ecosystem models because they are a basic reference system common to all
components of the ecosystem., Categorization through the use of relative
time and space scales permits simplification of complex systems by dividing
them into a variety of submodels, each working with different time and
space scales and each considering only those aspects of the system neces-
sary to describe its main features. Two of the most important consider-
ations include: 1) the determination of the critical time and space scales
of observed phenomena and 2) the determination of the interactions be-
tween the different scales of processes involved in the system.

Another important problem is determining which techniques should
be used to simulate the processes that drive the various components.
Before such a determination one must decide whether to use a stochastic
or deterministic modelling technique. This decision is based upon cri-
teria previously described. The most important deterministic modelling
techniques used in the urban-rural ecosystem model include: ordinary
differential equations, partial differential equations and simple equa-
tions, while some of the stochastic modelling techniques used in the eco-

system model include: first order Markov chains, conditional probability
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relationships, and a two-dimensional Gaussian diffusion model. The
decision to use a particular technique is based on knowledge of the driving
mechanisms and the characteristics associated with the different tech-
niques. Some of the characteristics that should be considered include:
round-off error, truncation error, relative accuracy, computational and
dynamical stability and the amount of time required to run the model.

An important part of the dcvelopment of a computer model of an
ecosystem is its calibration and testing. Calibration is performed by
using real-world data sources to determine the values for the driving
parameters. Two of the testing techniques are termed sensitivity analysis
and validation., Validation is performed by comparing simulated computer
results with observed data sets. If the simulated computer results com-
pare favorably with the observed data sets, then the model is considered
validated. Validation which used a short time series of observed data
would usually be considered much less significant than that which used a
long time series. The calibration and validation should be tested using
independent data sets. A sensitivity analysis demonstrates the respounse
of a model to the parameters that control it, A sensitivity analysis can
be performed empirically by running a numerical experiment where certain
parameters are varied while others remain constant. Such analysis tests
the stability of the model to variations of the control parameters and
can also be used to validate subjectively a model that is calibrated and
validated using a comparatively small time series of observed data. The
use of a sensitivity analysis for validation is accomplished by running
the model with different sets of data for the driving variables and com-
paring the computer simulated results with the results expected for the

given set of driving variables.




CHAPTER I1I
STRUCTURE OF THE MODEL

The overall structure of the model is shown in Fig, 2, It con-
tains five primary submodels: atmospheric, hydrology, urban, zoology,
and'botany submodels, These are controlled by a decision-making
executive model that utilizes decision theory and linear programming
techniques to study the consequences of various resource management
practices on the evolution of the system. The overall system is
modular and utilizes hierarchical structure. The hierarchical struc-
ture is based upon the time and space scales of the phenomena observed
in the ecosystem. The model is discrete in order to make use of the
capability of high speed digital computers to handle large compli-
cated programs., The basic structure of the five primary submodels
is static in nature; however, the overall system is dynamic because
of the ability of executive routine to control the model to effect
optimal management of the system, The atmospheric and urban submodels
use both stochastic and deterministic processes while the zoology,
botany, and hydrology models use deterministic processes.

A large variety of time and space scales are considered. Tue time
scales are set up to simulate the evolution of the ecosystem for

periods of time up to 30 years, These scales include hourly, daily,
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monthly, and yearly time steps. The different space scales are con-
sidered by using a variety of grid networks in which grid points repre-
sent basic unit areas (.38 x .38 miz, 1x1 miz, and 16x16 miz). The
grid networks are organized so that the smaller scale grids can be
superimposed upon the larger grids, The overall dimensions of the
model are illustrated in Fig. 3. Some of the important physical
aspects include: 1) 128x128 mi2 overall ecosystem, 2) 300 mi river
system, 3) 24x18 mi2 urban area with a 1 to 2 million population,
4) 25x25 mi2 lake and 5) farm land broken down into &4xé4 mi2 plots.
The important time and space scales for the different submodels are
summarized in Fig. 4, A detailed description of the overall computer

system and the six primary subsections of the model will follow.

Overall Computer System

The computer program is set up to run on the National Center for
Atmospheric Research (NCAR) CDC 6600 computer system. The NCAR
computing facilities are used because of the capability of the system
to handle large numerical models (60,000 word core, ample tape and
drum facilities, and DD80 scope output). Fig. 5 shows the flow diagram
of the overall computer model. The large core capacity required
necessitated the use of the overlay system which provides for "off line"
storage of individual submodels that can be called into the “on line"
computer system by the control program. The five primary submodels
are programmed as individual overlays and are called separately into
the "on line" computer system as a function of time and space scales
of the individual submodels., The computer program uses 50,000 .words
of core, two magnetic tapes, and two drums. Forty-thousand words of

core storage are used to establish a common block that stores data
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for use by the various overlays, while the two drums are used for recur-
rent data storage. Intermittent data storage for overlays 2, 3, and &
are stored on drum 1, while drum 2 is used for overlay 1, Data stored
in drum 1 is read into the cowmon block prior to the use of overlays 2,
3, and & while the data on drum 2 is read prior to the use of overlay 1.
Future growth of the model will require the use of additional drums for
intermediate data storage. One of the magnetic tapes stores the output
at the end of each time step, while the other magnetic tape is used in
conjunction with the restart procedure available on the NCAR computer
system. The restart procedure allows the computer program to be reacti-
vated at the end of the last completed time step, so that studies which
take a considerable amount of computer time to complete can be broken up
and submitted on several occasions. This also permits one to stop the
computation at a particular point in the evolution of the ecosystem and
to change certain critical parameters to study the resulting effect.

Two of the most important characteristics of the overall program
are the modular and hierarchical structure. The modular structure is
illustrated by the use of the overlays to program the individual sub-
models. The substitution of new versions of old submodels and the addi-
tion of new submodels is accomplished easily by adding new overlays. The
hierarchical structure is demonstrated by the use of the control program
to direct overlay operations in which the individual submodels are called
into the "on line" computer system as a function of the relative time
and space scales. The individual overlays utilize hierarchical struc-
ture by containing submodels within the overlay that are organized with

respect to time and space scales.
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Atmospheric Submodel

The objective of the atmospheric submodel is to simulate daily
weather observations for periods of time up to 30 years. The determinis-
tic representation presently used in numerical weather prediction is
generally capable of predicting large-scale weather patterns for periods
of time up to a few days, while most of the smaller scale phenomena in
meteorology can only be predicted for periods of time much less than
36 hours (Lee, 1966). The limited predictability of deterministic at-
mospheric models made it necessary to develop a stochastic atmospheric
model which is capable of simulating consistent daily weather observa-
tions (5 inches of rain doesn't occur on a clear day) for long periods
of time. This submodel simulates daily weather observations that are
statistically comparable with the observed climatological data used in
the calibration, Most of the parameters predicted by the atmespheric
component are considered to be stochastic, while a few are represented
as determinist%c.

A list of the atmospheric parameters, the time and space scales
associated with each parameter, and the processes used to simulate each
parameter are shown in Table 2, The atmospheric parameters are repre-
sented on a variety of time and space scales because of their use in the
model. In particular, the average air pollution field is predicted for
the whole ecosystem using a large scale 32x32 grid and also for a small
scale 40x40 grid (mesh size = 1x1 miz) that is centered about the urban
area. Parameters such as the hourly urban heat island temperature and
wind fields are predicted on a small scale 20x20 grid (mesh size = lxl
miz) also centered on the urban area. The parameters that do not have
any spatial variation are predicted as average values for the whole eco-

system.



TABLE 2

PARAMETERS SIMULATED BY THE ATMOSPHERIC MODEL

Time
Parameters Scales Space Scales Simulation Process
2 deterministic
1. surface air temperature hourly 20x%x20 grid (mesh size = 1x1 mi®) (radiation balance model)
2 deterministic
2, 6 in. soil temperature hourly 20x20 grid (mesh size = 1x1 mi<) (radiation balance model)
3. 1000 ft. air temperature hourly no spatial variation stochastic
4, 1000 ft. wind speed hourly no spatial variation stochastic
5. net radiation balance and deterministic
short wave solar radiation hourly 20x20 grid (mesh size = 1x1 mi?) {radiation balance model)
2 deterministic
6, urban heat island daily 20x20 grid (mesh size = 1x1 mi<) (radiation balance model)
7. wurban heat island wind 9 deterministic
field hourly 20x20 grid (mesh size = 1xl1l mi™) (equations of motion)
8. average surface wind stochastic
speed and direction daily no spatial variation (first order markov chain)
9. average relative
humidity daily no spatial variation stochastic
10. average cloud cover daily no spatial variation stochastic
11. rainfall distribution 9 stochastic
and amounts daily 32x32 grid (mesh size = 4x4 mi<) (first order markov chain)
2
32x32 grid (mesh size = 4x4 miz) deterministic
12. average aix pollution daily 40x40 prrid (mesh size = 1x1 wmi“) (point source diffugion model)

X4
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Figure 6 illustrates the flow diagram of the atmospheric submodel
as well as the sequence of predicting the atmospheric parameters. The
wind direction and speed are the first parameters predicted at the start
of each daily step. The predicted wind direction is used to forecast
the relative humidity. Cloud cover is forecast using the predicted
relative humidity and wind direction. The above parameters are used
as input data for the air pollution field. The rainfall model, in turn,
utilizes this field and all of the previously predicted parameters in
forecasting the rainfall distribution for the ecosystem. All of these
parameters are considered in the radiation balance model %o predict
hourly values of surface temperature, net radiation heat flux, short
wave solar radiation, and the 6" soil temperature. The hourly surface
temperature field for the urban area is used by the small scale wind
model to get the urban heat island induced wind field. Climatological
data from Oklahoma City (OKC) and National Severe Storms Laboratory
tower data (Crawford, 1970) are used to derive the statistical relation-
ships needed by the atmospheric submodel. The statistical relationships
are determined as a function of time of year for three, four month periods
(Nov., Dec., Jan., Feb., Mar., Apr., May, June, July, Aug., Sept., Oct,).
These particular four month periods are chosen because of the relative

homogeneity of the average monthly rainfall within these time periods.

Wind

The daily average wind direction is simulated using a first order
Markov process specified through the use of a transition matrix (See Fig.
7) determined for OKC climatological data. Theory describing the first
order Markov chain is found in a book by Lipschutz (1966). Three impor-

tant properties of the use of the first order Markov chain in the present
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study are:

1) After a sufficient number of time steps, a
collection of the wind directions generated
will represent the climatological wind rose,

2) The transition matrix required to make the
forecast for time period NAt is given directly

N
by (PAt) )

3) Error propagation can be studied directly
(Crawford et al., 1971).
The Markov chain forecasts the wind direction (to the nearest degree)
in one of five class intervals (350°-70°, 71°-150°, 151°-200°, 201°-270°,
and 2710-3490). The forecast is accomplished in the following manner.
Let (Dt) be the probability distribution for the wind direction intervals

at time t,: Then, for example, the probability distribution (D ) for

t+AL

wind direction at t, + At is given by

Deppe = CPegd Cae) = BuyPupPasz-PusoPus)
where
(o, ) = (0,0,0,1,0) ... wind direction from class interval
t . .
° 4 at time t, (known by observation)
(PAt) = the transition matrix (Fig. 7)
'Pij = the probability for the wind direction to be in

class interval j at time ty + At when the wind
direction is from class interval i at time t,.

The forecast class interval of wind direction at t + At (t + 24
hours) is obtained using rectangularly distributed random number between
0 and 1 and the cumulative frequency distribution (ogive) derived from

the probabilities specified by (D ). This is accomplsihed by using

t+At
the generated random number as the ordinate of the ogive and then choosing
the corresponding wind direction class interval from the abscissa (process

illustrated in Fig. 8). This random process is used frequently to deter-

mine the predicted class interval for various parameters. Any further
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Random numbers from .55 to .79 would predict the
wind directipn to be in class interval 3 (1560-2050)

The probability that the wind
direction is within class inter-
val 3 is equal to the probabil-

ity that wind direction is

within class interval 1, 2, or

3 minus the probability that

wind direction is within class
intervals 1 or 2 (.79 - .35 = .24),
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Fig. 8. Ogive for the wind direction class intervals at time

t + 24 hours when the wind direction at time t is in
class interval 1 (345° - 75°), This distribution is
for the winter months (Nov., Dec., Jan., and Feb.).
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reference to the use of a random process to select a class interval of
quantity from a frequency distribution of that quantity will refer to
random process demonstrated above.

The exact value of the wind direction (nearest degree) is deter-
mined by means of a statistical procedure which uses the probability for
the class intervals of wind direction on either side of the predicted
class interval. The statistical technique assumes that the cumulative
distribution for wind direction within the predicted class of interval
is generated from a normalized version of a special distribution in which
the probability for the two wind directions that define the outer limits
of a wind direction class interval are set equal to the probability of
the wind direction class intervals that are adjacent to these wind direc-
tions. The probability for the wind directions within the class interval
are then generated by assuming that there is a linear trend in the pro-
babilities defined at the end point wind directions of the class interval.
Fig. 9 demonstrated the special distribution that is used to generate
the density distribution for wind directions within wind direction class
interval 3 (statistics for the winter time period), The cumulative fre-
quency distribution is generated from this density distribution and is
used in conjunction with the random process illustrated in Fig. 8 to
determine the exact value of the wind direction predicted for a particular
wind direction class interval.

The average daily wind speed is forecast by using the predicted
wind direction. Conditional probabilities for five class intervals of
wind speed (0-5 mph, 6-10 mph, 11-15 mph, 16-20 mph, and 20-25 mph) are
determined for the five class intervals of wind direction (OKC climatolo-
gical data). The conditional probabilities of wind speed that corres-

pond to the predicted wind direction class interval are used to construct
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Fig. 9. Special frequency distribution used to generate the density
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interval 3. The special distribution is for the winter
time period (Nov., Dec., Jan., and Feb.).
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an ogive that is used in conjunction with a random process (process des-
cribed in Fig. 8) to predict the class interval. The exact value of
the wind speed is simulated by using a rectangular number generator in
conjunction with the cumulative frequency distribution generated by
assuming that each wind direction within the class interval has an equal
probability.

Hourly average values of the surface and 1000 ft. wind speed are
forecast as a function of the predicted daily average wind speed cate-
gory. The wind speed category is used as input information for a table
look up procedure which uses a table in which the average hourly surface
wind speed and 1000 ft wind speed are presented for each hour duriag
the day for the five average daily wind speed categories. This table is
determined by comparing the daily average surface wind speed observed
at OXC with the hourly average values of the surface wind spead and 1000
ft wind speed observed at the NSSL meso-network tower for the time period
from June 1966 to May 1967. A complete description of the mesonetwork
tower and the wind data for this time period (June 1966-May 1967) is

presented in a report by Crawford (1970).

Relative Humidity

The average daily relative humidity is forecast from the predicted
wind direction. Conditional probability distributions for five class
intervals of relative humidity (0 to 20%, 21 to 40%, 41 to 60%, 61 to
80% and 81 to 100%) are determined for the different class intervals of
wind direction (the conditional probabilities are determined using Okla-
homa City climatological data). The conditional probability distribution
that corresponds to the forecast wind direction is used in connection with

a rectangular random number generator to determine the forecast relative
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humidity class interval (technique illustrated in Fig. 8). The predicted
value of relative humidity is determined by using the same technique

that is used to get the exact value of the average wind speed.

Cloud Cover

Daily average cloud cover is predicted by using the forecast wind
direction and relative humidity. Counditional probabilities for five
class intervals of cloud cover (0 to .2, .21 to .40, .41 to .60, .61 to
.80, .81 to 1) are calculated for the five class intervals of wind dir-
ections and relative humidity. The conditional probability distribution
which correspond to the forecast wind direction and relative humidity
is used in conjunction with a rectangular number generator to determine
the class interval of cloud cover (technique shown in Fig. 8). The
exact value of cloud cover is forecast by using the same technique that

is employed to determine the exact value of mean daily wind speed.

Air Pollution
Daily average values of air pollution are determined at any posi-
tion in the ecosystem by considering the dispersion of air pollution from
specific point sources. The point source air pollution model suggested
by Pasquill (1961) and modified by Gifford (1961) is represented by

the following equation:

X0y, 20 = ot -+ B (-5 M {me [-3ED Y

2nc o U
ya y z
1 22
+ EXP["z(—O.‘) 11
where z
U = average wind speed (m/sec)
X = gas or aerosol concentration (gm-3)
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Q. = emission rate of pollutants (g sec-l)
for the Ith factory (I =1, 2..., 16)

H = effective emission height (m)

0. = standard deviation of the plume concentration
distribution in the horizontal (m)

o = standard deviation of the plume concentration
distribution in the vertical (m)

X,y,2 = define the location in reference to the
scurce of pollution (u),

The model assumes that the wind speed and direction and stability are
constant throughout the mixing layer. Oy and o, are functions of the
stability and location in reference to the point source of pollution.
The values of cy and cz are derived from tables illustrated by Turner (1969).
The stability classification system suggested by Turner (1961) is used
to determine the stability classification as a function of wind speed,
solar radiation, and cloud cover. The stability classification runs from
class A through F where A is most unstable and class F the most stable.
The model simulates daily average SO2 air pollution for a 40x40 grid
(mesh size = 1xl miz) centered on the urban area and a 36x36 grid (wesh
size = 6x6 miz) that includes the whole ecosystem., The model uses the
1968 Houston, Texas SO2 air pollution emission data (Report for Consul-
tation on the Metropolitan Houston-Galveston Air Quality Control
Region, 1969). A modified version of the method suggested by Turner
(1964) is used to reduce the calculations needed to produce an air pollu-
tion field. A field of x/Q values (X = air pollution concentration,
Q = zir pollution emission rate) is calculated fora point source with
the given meteorological conditions. This field is superimposed on the
larger grid network at the location of each of the point sources and

used to calculate the contribution of air pollution to the grid network
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from each point source. This is accomplished by multiplying the X/Q value
at each grid point by the Q value that corresponds to the appropriate point
source, This method assumes constant stack height for each of the point

sources (i.e., an effective emission height of 10 meters is assumed).

Rain Model
Rainfall is simulated on a daily basis for a 36x36 grid network
(mesh size = 6x6 miz). The rainfall model has three sections which
include:

1) Prediction of the occurrence or non-occurrence
of rainfall in the whole ecosystem,

2) Prediction of the average rainfall for the whole
ecosystem if rainfall is forecast, and

3) Simulation of rainfall distribution for the grid
network.,

The occurrence cf rainfall in the ecosystem is predicted by using
a first order Markov process. Oklahoma City climatology data are stra-
tified with respect to five class intervals of relative humidity and
then used to calculate five first order Markov chains. The forecast
value of the relative humidity determines which Markov chain is used on
any particular day. The occurrence or non-occurrence of rainfall is
predicted using the appropriate Markov chain, the occurrence or non-
occurrence of rainfall anywheré in the ecosystem on the previous day,
and the technique used to forecast the wind direction class interval.
The occurrence or non-occurrence of rainfall is predicted for the eco-
system, The probability of the occurrence of rainfall is increased 107
for locations in the ecosystem that have air pollution levels greater
than a specified critical level (40 pg/m3). Gabriel and Neumann (1962)
and others showed that Markov chains can be used successfully to simulate

rainfall occurrence.
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If rainfall is predicted for the ecosystem thean the following
method is used to determine the average rainfall amount for the whole
ecosystem., Oklahoma City climatological data is used to develop a
table which relates the average rainfall amount for rain days to the
related humidity and wind direction. The average amount of rainfall is
forecast by using this table in con unction with the predicted values of
relative humidity and wind direction,

This section of the rainfall model also predicts the time periods
when the average rainfall amounts will occur over the ecosystem. The
frequency distribution for the number of rainfall periods as a function
of the time of day (6-hour class intervals) is used in conjunction with
a random number generator to predict the number of rainfall periods
(technique illustrated in Fig. 8). The frequency distribution which re-
lates the starting time period for measurable rainfall with the number
of rainfall periods is used in conjunction with a rectangular random
number generator to determine the starting time period for measurable
rainfall (technique illustrated in Fig. 8). The frequency distributions
used to determine the number of rainfall periods and the beginning of
measurable rainfall are determined using Oklahoma City climatological data.
The output from this section of the model predicts that the precipitation
will start falling on the ecosystem during one of four periods and it
will continue raining on the ecosystem for the period of time predicted
by the model,

The third section of this model is used to simulate rainfall dis-
tribution for the grid network. This distribution is predicted using two

types of patterns which includé:
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1) convective shower activity

2) large scale frontal rain

Rainfall is distributed in summer months (July and August) using convece
tive shower activity while large scale frontal rain patterns are used
for the other months of the year.

The convective shower activity is predicted using a modified ver-
sion of area depth relationships suggested by Hortoan (1924). Eq. 1 and

2 describe the area depth relationship.

P = m(exp (-kA")) (1)

Z = m(1-knA" (exp (-kA™)) (2)
where

Z = rainfall along the boundary of area A

P = average precipitation with area A

m = rainfall at center of storm (in)

A = area (miz) contained in an isopleth of rainfall

k and n are constants (k = .01, n = .42),

The values of k and n are determined by fitting Eq. 2 -0 the= experimental
determined area depth relationship for convective showers in the Washita
River Basin (Nicks and Fartman, 1965). Eq. 2 is used to specify the
rainfall distribution around a convective storm that influences a 400

sq mi area, After specifying the number of convective storms (set equal
to 18) and the average rainfall for each convective storm, Eq. 1 is used
to determine the rainfall 2t the center of the convective storms (m).
After the value of m has been determined, Eq. 2 is used to specify the

rainfall distribution of convective storms that are distributed throughout
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the grid system using a statistical process. The statistical process
makes use of a cumulative frequency distribution which is determined with
the probability distribution of a storm being centered at any of the grid
points in the ecosystem. The probability for a storm to be located at

a given point in the ecosystem increases 43% going south from the northern
boundary of the ecosystem to the southern boundary. Similarly, there is
a 437 increase going east from the western boundary of the ecosystem to
eastern boundary. This particular frequency distribution is used to
simulate the rainfall pattern observed in central Oklahoma. The cumu-
lative frequency distribution is used in conjunction with a rectangular
random number generator to determine the location of individual comvec-
tive cells (technique illustrated in Fig. 8). The model has the capability
of producing either circular or elliptical convective storm rain patterns.
Such convective storms are oriented with the major axis parallel to the
mean wind direction. The wind oriented elliptical rainfall patterns are
obtained by rotating the coordinate system ¢ degrees (related to the wind
direction) and then solving for A in Eq. 2 by defining an ellipticity

and using the following three equations.

A= ab
x2/a2 + yzb2 =1
e = a/b
where
A = area of ellipse
a, b = the semi-axes
e = the ellipticity (set equal to 1.66)
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The rainfall at grid points that have air pollution concentration above
a critical level (40 u/m3) have the predicted rainfall amount increased
by 10%. On days when the convective shower mechanism is predicted to
occur only at points with high air pollution, the model simulated rain-
fall for all the grid points in the ecosystem.

Rainfall amounts for large scale frontal activity are simulated
for each grid point by using a Poisson distribution with a mean value
equal to the predicted mean value for the whole ecosystem. This Poisson
distribution is used in conjunction with a random number generator to
determine grid point rainfall values (technique illustrated in Fig. 8).
Grid points that show air pollution levels greater than a critical
value (40 u/ms) have their rainfall amounts increased by 10%. The
precipitation at each grid point is then multiplied by a factor which
takes into account local influences. The precipitation facter varies
quantitatively across the ecosystem in the same manner as the probabilities
for locating convective storms in the ecosystem.

The 107 increase in occurrence of rainfall and the average rain-
fall amounts when the air pollution level is observed to be greater than
40 p g/m3 is included in this model because of recent statistical
studies indicating that in urban areas, there is an increase in the
probability for the occurrence of rainfall and also an increase in the
relative frequency for large rainfall amounts. The increase in the
number of ICE NUCLEI associated with air pollution is postulated as
one of the causes for the modification of the rainfall pattern in urban
areas. A fairly complete summary of the recent studies that look at
the influence of urban areas upon the local rainfall pattern is pre-

sented in an article by Changnan (1969).
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Radiation Balance Model

A modified version of a radiation balance model suggested by
Myrup (1969) is used to predict hourly values of surface and soil temper=-
ature, net radiation heat flux and solar radiation. The primary equa=-
tion used in the model is the energy balance equation at the surface of

the earth, which is written as:

R = LE+H+ S (3)
where

Rn = net radiation flux (langly min-l)

LE = upward latent heat flux (langly min-l)

H = upward sensible heat flux (langly min-l)

S = downward flux of heat into the soil (langly min-l)

The terms on the right hand side of Eq. (3) are defined positive away
from the interface. Physical relationships for each of the parameters
in Eq. (3) are used to get a closed set of equations that can be solved

for the surface temperature. Eq. (4) gives the net radiation term (Rn).

Rn =E-(1 - a)-Ty-Ro-(SLUpSLné + cospcosdcosy) - IRn-F + SH

(4)

where

E = parameter that modifies solar radiation as
function of suspended particulate matter (non-
dimensional)

F = parameter which modifies the infrared radiation
loss as a function of local conditions (non-
dimensional)

o = albedo (nondimensional)

T, = transmission coefficient for the atmosphere
(non-dimensional = .664)
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R, = solar constant (1.98 Ly/min)
¢ = latitude (radiams)
§ = solar declination (radians)
¥ = solar hour angle (radians)
IRn = pnet infrared flux at the surface of earth (Ly/min)
SH = heat added to the air by man's activity (Ly/min)

Eq. (5) (Haurwitz, 1941) is used to describe albedo as a function of
cloud cover.

.17 + .53C (5)

R
"

where

fractional cloud cover

(]
"

The equation for net infrared radiation flux (IRn) at the surface of the

earth is presented by Haurwitz (1941) and can be written as
IRn = (1 - .8C)IRd (6)

where C is the fractional cloud cover and IRd is the long wave radiation
from clear skies which is approximated using Swinbank's formula (1963)

that can be written as

IRy = L2447 - .195<JT4 )]

where ¢ is the Stefan Boltzman constant and T is the absolute temperature.
Swinbank's formula (1963) for IRd is approximated by using a quadratic

curve that agrees with the original equation within .3% and is written as:

IRd=AT2+BT+C (8)

where
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A=.739 x 107 (Ly )
B =-.2722 x 10°2 (Ly min * %" 1)
C=.3550 x 10"1 (Ly min"1)

The turbulent fluxes of latent and sensible heat are written as:
H = (-OCpkzulln(z/zo))Be/aln(Z) 6)

LE = (-LkZU/In(Z/Zo) )3q/31n(2) (10)
where
H = turbulent flux of sensible heat (cal cm-2 minul)

turbulent flux of latent heat (cal cm'2 min-l)

LE
k = von Karman constant (dimensionless)

g = potential temperature (°C)

0 = air density (.00123 gm/cm3)

C_ = specific heat at constant pressure (.240 cal g“1 0C-l)
L = latent heat of evaporation (597.3 cal g-l)

Z = distance from interface (cm)

q = specific humidity (dimensionless)

U = wind speed (em/min)

Z = roughness length (cm)

The equation for the fluxes of latent and sensible heat are derived zg-
suming that the turbulent diffusivities for heat and water vapor are
equal to the turbulent diffusivity of momentum for near neutral stability.
The model also assumes that the turbulent fluxes of heat and water vapor
are constant with height in the boundary layer. The soil heat flux(es)

is represented using the following equation.,
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S =k 9T /32 (11)
s s
where
. -2 . -1
S = soil heat flux (cal cm ~ min )
Ts = soil temperature (°C)
. - -1 . -lo.1
ks = soil thermal conductivity (cal cm = min co)
Z = soil depth (cm)

The calculation of the soil heat flux at any time requires the solution

of the one dimensional Fourier heat conduction equation given as:

a 2 2
aTs/at = (kslsssc)(a TS/BZ ) (12)
where

time (min)

(ad
]

soil density (1.75 gm/cm-3)

on
]

oc-l)

[72]
L}

specific heat capacity (cal gm-1

The value of the specific humidity (qo) within the canopy is estimated

using the following equation;

q, = RE (3.74 + 2.6 (1 /10)%) x 107 (13)
where

9, = specific humidity

RH = fraction of total area occupied by transpiring plants

T, = air temperature (°0)

The soil thermal conductivity (ks) and specific heat capacity (Sc) vary
as function of the soil moisture. The following two equations are used

to predict the variations of ks and Sc as a function of soil moisture.

S, =1W+.18 (1-¥% (tuon, 1966)
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B

.00045 cal/cm sec C if SA< .20

.00080 cal/cm sec C if .40 > SA > .20

(2]

~
w
A
]

= .00100 cal/cm sec C if .60 > SA > .40

.00300 cal/cm sec C if .80 > SA > .60

A

.0045 cal/cm sec C if SA > .80

where

=
"

ratio of the volume of soil moisture to the volume
of the soil

SA = ratio of the differences between the observed soil

moisture and the soil moisture at the wilting point
to the difference between the soil moisture at field
capacity and soil moisture at the wilting point.,
The variation of kS and Sc as a function of soil moisture are determined
by using information presented in a book by Munn (1966). The equations
in the model are transformed into a finite difference format by using
the physical model illustrated in Fig. 10. This model defined Zo(cm)
as the roughness length and 22 (3000 cm) as a height well above the canopy
where the meteorological conditions can be assumed to be relatively con-
stant, The soil temperature at depth "2d" (30.48 cm) is constant for
each daily time step while the soil temperature at depth "d" (15.24 cm)
is calculated using hourly time steps. The model also assumes that the
air temperature is isothermal in the canopy from the surface to height
Zo. The value of the specific humidity at Z2 (qz) is constant for each
daily time step while the temperature at 22 (Tz) is approximated using the

following equations

5 =T, + A-cos ((M/12)(TM + L))

=T

where
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22 = 30000 cm

Zo "'{

Zo = Roughness Length

Ground Surface

T
(=9
]

15.24 cm

~ 2d = 30.48 cm

Fig. 10. The physical dimensions of the radiation balance
model are presented in this figure.
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T, = average daily temperature at 30000 cm °c)

2
™ = time of day (hours)
= lag of maximum temperature at 1000 £t ( 6 hours)

A = amplitude of cosine wave (nondimensional)

The phase of the cosine wave is such that the maximum temperature will
occur in the late afternoon. Using this model, the finite difference

equations for Eq. (9), (10), (11), (12) become:

H = (-acszuz/an(zZ/zo))z) (T, + T2, - T) (14)

IE = (-1%0,/ (1n(z,2 ) D (q, - ¢) (15)
2 257 1M T

S=(k /T -T) (16)

T, - (ks/ésscdz)[(’]:cl v, - ZTSVI)'AtI/(l (17)

1 2;
ek /(65 ANT+ T + btk 6 s 25)
where

T, = dry adiabatic lapse rate (.0001°C cm-l)

d
U, = wind speed at 30000 cm (cm/sec)
To = air temperature within the canopy for time "t" (°C)
q, = specific humidity at 22
q, = specific humidity within the canopy

T = soil temperature at depth "d" for time "t" (°C)

Tb = soil temperature at depth "2d" (°C)

T 1l = s0i1 temperatures at depth "d" for time t - At (°C)
Tl = air temperature within the canopy at time t - At (°C)
At = integration time step (3600 sec)

At” = integration time step used to solve for TS (1800 sec)
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Equation 3, 4, 5, 6, 8, 13, 14, 15, 16, and 17 comprise a complete set
which can be solved for T° by determining the roots of a quadratic equa-

tion. The input parameters needed to solve the model include:

1) date, latitude and atmospheric transmission coefficient,

2) hourly wind speed at 1000 ft, 24-hour average temperature

and specific humidity at 1000 ft, average daily suspended
particulate concentration (ug/m’) and the average daily
soil temperature at 12 inches (Tb).

3) roughness length, soil heat capacity and conductivity, and

the fraction of the total area occupied by transpiring
plants (RH).

The average cloud cover and hourly wind speed at 1000 ft are pre-
dicted by the atmospheric model. The average values of TZ’ q2 and Tb are
predicted using monthly climatology data that is linearly interpolated to
determine daily values. The value of RH is approximated by using the ratio
of actual evaporation rate to the potential evapotranspiration rate (see
Hydrology Model) on the previous day, while the suspended particulate con-
centration is estimated from the air pollution model. The other parameters
are fixed by the physical characteristics of the given location.

The effect of suspended particulate matter on incoming solar radiation
is indicated by several recent articles. Roach (1961) and Monteith (1966)
show that the incoming solar radiation is decreased by 1% for every 10 ug/m3
of suspended particulate matter, The above relationship is used in this
model to modify incoming solar radiation. The effect of local influences
and suspended particulate matter on the infrared radiation loss is also
considered in the model by using the F parameter (Eq. &4). The lack of

understanding concerning the processes affecting the infrared radiation loss

make it difficult to determine reasonable values for F.
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This lack of understanding is illustrated by comparing two
articles which discuss the effect of particulate matter on the IRn
radiation balance, An article by Roach (1961) indicates that the
haze layer has the effect of warming up the air while an article by
Shepard (1958) indicates that the haze layer has the effect of cool-
ing the air. Consequently, in the present study, the F parameter in
Eq. 4 is used to estimate the consequences of modifying the infrared
heat loss,

The output from the radiation balance model includes an hourly
forecast of air and ground temperature, the solar radiation, and the

net radiative heat flux at the interface on a 20 x 20 grid network,

Urban Wind Model

The urban wind model is developed to simulate the wind field
generated by the urban heat island, The urban heat island refers to
the urban rural temperature difference studied by many authors
Duckworth and Sandberg (1954), Sundborg (1950), and Bronstein (1968).
The results of the articles indicate that the urban temperature excess
is greatest in the early morning hours with light wind and clear sky
conditions, The wind pattern induced by the urban rural heat island
is dynamically similar to the sea breeze circulation, The urban wind
pattern is considered as a perturbation on the large scale wind pattern
and is primarily significant when the large scale wind speed is less
than 5 kts, An article by Pooler (1963) gives observed data which
indicate that the urban heat island wind pattern can be significant

when the large scale pressure gradient is weak (wind speed < 5 kts),
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Figure 11 illustrates an idealized model of the temperature
structure associated with the urban rural heat island, This model
assumes that the air within the heat island bubble (see Figure 11) is
warmer than the enviromnmental air outside of the bubble. The air
temperature decreases from a maximum value at the center of the heat
island bubble to the environmental temperature at the edge of the
bubble. Outside of the urban rural heat island bubble the temperature
is assumed to be horizontally homogeneous and to have a constant lapse
rate, This simplified model is based upon observed data presented in
articles on the urban rural heat island written by Duckworth (1954)
and Bronstein (1968). The pressure pattern at the surface of the
heat island bubble is calculated by using equation 18 and assuming that
the pressure is constant on a horizontal surface tangent to the top of

the heat island dome.
_ . g/RS
P.(x,y) =P (1 § 2(x,¥) /To) ) (18)

« (1 - éi(x,y)°2(x,y)/Ti(x,y))

Pi(x,y) = pressure at a point (x,y) (mb)

Po = surface pressure outside of the dome (1000 mb)

60 = environmental lapse rate (.00003°K cm'l)

z(x,y) = height of the dome at point (x,y) (30000 cm)

To = surface temperature outside the dome (.K)

ai(x,y) = lapse rate inside the dome at point (x,y) (.00006 °c cm-l)
g = specific gas constant (.8704 x 106 erg gm-l'C-l)

Ti(k,y) = surface air temperature within the dome at

point (x,y).( C)
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"Heat Island Bubble"
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Fig. 11. Temperature structure of the urban heat island

(dashed lines are isotherms).
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Equation 18 is not valid if 50 =0 or Gi(x,y) = 0; therefore, equations
19 and 20 are used respectively when 60 < ,5°K/km and 5i(x,y) < .5°K/km
P.(x,y) = P_ exp(-gz2(x,y)/RT )
1 (o] (o] (19)
*(1 -8, (x,y) * 2(x,5)/T,(x,5))

- . g/RS
Pi(x,y) = Po.(l - 8, z(x,y)/To) o 20)

. exp (g'Z(X,y)/R~Ti(x,Y))

The steady state horizontal equations of motion (equations 21 and 22)
are solved in conjunction with the urban heat island surface pressure
pattern to calculate the urban wind field,

wu/dx + v Jufyy - fv+ o dp/ix - F, = 0 (21)

uv/ax + vyvldy + fu+ o 3p/Ay - Fy =0 (22

where
u = zonal wind component (cm/sec)
v = meridional wind component (cm/sec)
o = specific volume (gm_lcm3)
p = pressure (dyne cm-z)
f = coriolis parameter (.1 x 10-3 sec -1)
Fx= zonal friction force per unit mass (dyne gmcl)

Fy= meridional friction force per unit mass (dyne gm-l)
FX and Fy are function of location in the heat island dome and are

given by the following equations:
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F o= -K(x,y)u + AQ2u/ax® + 32 ulayD) (23)

X

F o= K(x,9)v + AQ%/ax% + 32 viayD) (26)

y

where K(x,y) (sec-l) is the drag coefficient and "A" (5 x 106cm25ec-1)
is the horizontal diffusion coefficient. K(x,y) is estimated by using
the following equation:

K(x,y) = .4 u*/(ln(za/zo(x,y) +:% (za-zo)za (25)

where u*(4,0 cm/sec) is the friction velocity, za(400 cm) is the
height of the anemometer, zo(x,y)(cm) is the roughness length as a
function of location, (4.6) is a quasi-constant and L(100 m)
is the scale height, Values of ¢, u* and L are determined from |
tabulated data published in an article by Webb (1970)., The roughness

length is calculated using Lettau's equation (1969) given below,
2 (x,5) = 5L(x,y).5(x,y) /A(x,Y) (26)

where

L(x,y) = mean height of the roughness element (cm)

A(x,y) = average horizontal area of the roughness element(cmz)

2
S(x,y) = silhouette area of the average roughness element (cm )

The urban wind field is calculated using the following steps:

1) Determine the surface temperature inside the

heat island bubble by using radiation balance
model,

2) Solve for the surface pressure field P(x,y)
using equations 18, 19, or 20 and then use
equation 25 and 26 to determine the drag
coefficient field (K(x,y)).
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3) Calculate an initial guess field of u and v
and then solve equations 21 and 22 for the
final u and v field by using an interactive
relaxation procedure,
Details of the relaxation technique and the derivation of the equations

used in this model can be found in a report by Holyoke (1970).

Interactions with the Ecosystem

The atmospheric model interacts with the rest of the ecosystem
by using the following input parameters:

1) ratio of the evaporation rate to the potential
evapotranspiration rate (EVAP/EP).

2) soil moisture from 0 - 24",

3) Air pollution emission rate for the 16 factories
(QiX'i = 1’ 2, 3300016)

EVAP/EP is used to estimate the percentage of area freely evaporating
water (Radiation Balance model), while the soil conductivity and specific
heat capacity are functions of the soil moisture from 0 - 24 inches,

The values onixare determined by the air pollution control model

(see the executive routine description) which calculates allowable

air pollution emission rates (Qix)as a function of the desired pro-
duction level for industry and the atmospheric parameters (wind speed

and direction and cloud cover),

Hydrology Model

The hydrology model is concerned with the aspects of the hydro-
logic cycle that influence the evolution of an urban-rural ecosystem,
Most of the water related parameters considered by the ecosystem are
simulated, The structure is based upon empirical relationships derived

from a comprehensive literature search. The hydrology model is deterministic
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in structure, although the primary input variables are simulated by
the basically stochastic atmospheric model,
The parameters predicted by the hydrology subsystem are listed

below:

potential evapotranspiration

evaporation from soil surfaces

evaporation from the lake surface

storm runoff

infiltration

soil moisture for two layers (0-24" and 25-48")

ground water recharge

lake level

river system flow rate

water pollution
The time scales of most of the hydrology parameters are the same as the
time scales of the affecting atmospheric variables. River and stream
flow rates and water pollution are predicted for specific points along
the river system using hourly time steps, while the remaining parameters
are simulated for each grid point of a 32 x 32 grid (mesh size = 4 x 4 miz)
using a 24-hour time step. Figure 3 shows the layout of the river system
and the location of lake in reference to the urban area, Figure 12 shows
a flow diagram of the hydrology model and a complete listing of all of
the parameters considered. A detailed description of techniques used to

predict the various parameters will follow.

Potential Evapotranspiration is defined as the amount of evaporation

which would occur were there an adequate soil moisture supply at all
times., A review of the literature indicates that there areavariety of
methods for estimating potential evapotranspiration rate (Chow, 1964;
Koler and Richards, 1962; Cartmill, 1970). Penmans format (1948) is
used in this model because it estimates the potential evapotranspiration

rate on a daily basis as a function of several of the meteorological
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parameters predicted in atmospheric model (wind speed, cloud cover,
relative humidity, surface air temperature and solar radiation), Penman's

equation is written as:

_AH+ 27 E
EP = 5.0 @7

where
E = .35(Ca-Cd)(1 + 0.0098Wz)

H = R(1-y) (0.18 + 0.55CL) - B(0.56 - .09zc2)(o.1o + 0.90CL)

52
e~}
i

evapotranspiration (mm/day)
H = daily heat budget at surface (mm/H20)
E = daily evaporation (mm)

A = slope of saturated vapor pressure curve of air at
absolute temperature 'F,

C_ = saturation vapor pressure at mean air temperature
in mmHg

C, = actual vapor pressure in mmHg

W_ = mean wind velocity at 2 meters above the ground
in miles/day

R = mean monthly extraterrestrial radiation in mm
of water evaporated per day

Y = albedo of the surface (,20)

1}

CL = the percentage of time when there was no cloud

cover (0-1)

B = a coefficient depending upon the air temperature
(B = cT4 vhere T equal the average air temperature
in 'K and g=2,01 x 10~2 mn/day)

Evaporation rate is shown to be a function of many parameters.

Cowan (1962) indicted that the evaporation rate is a function of
root density, potential evapotranspiration rate and the soil water

potential. Denmead and Shaw (1962) found that the evaporation rate is
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a function of soil moisture content, and potential evapotranspiration
rate, while Gardener (1960) indicated that evaporation rate is a function
of soil suction, suction in the leaf, soil water content and soil type.
Cooper (1969) indicates that the evaporation rate is equivalent to the
potential evapotranspiration rate until the soil water potential
decreases below -4 bars, Zahner (1966) showed that for soil water
potential less than -4 bars, the evaporation rate is almost proportional
to the moisture content of the soil for soil moisture conditions down
to the wilting point, This model uses the ideas presented by Ccoper
(1969) and Zahner (1966) to estimate evaporation rate, The evaporation
rate proceeds at the potential evapotranspiration rate until the soil
water potential decreases below -4 bars, The evaporation rate then
decreases linearly as a direct function of the ratio of available soil
moisture to the available soil moisture capacity., The available soil
moisture is equal to the difference between the actual soil moisture
content and the soil moisture content at the wilting point., The available
soil moisture capacity is equal to the difference between the soil
moisture content at the field capacity and the soil moisture content
at the wilting point, Figure 13 presents a graphical representation
of this model for the soil types considered., The evaporation rate for
a given soil type is calculated by using the ratio of the available
soil moisture to the available moisture capacity (Figure 13) to determine
the ratio of the evaporation rate to the potential evapotranspiration
rate (EVAP/EP). The evaporation rate (EVAP) is then determined by
multiplying EVAP/EP by the predicted rate of potential evapotranspiration,

The method outlined above is used to estimate the evaporation rate of
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water from land surfaces that are covered with live vegetation
(transpiration water loss). A method of estimating evaporation
rate from bare soil and soil that has non-live vegetation (EVAES)
is devised from information in a paper by Cooper (1969)., The technique
used is to evaporate at the potential evapotranspiration rate until
the available water in the top 6 inches of soil (ESIZ) is evaporated
and then set the rate equal to zero, This model does not consider the
upward transfer of water by capillary action or water vapor transfer.
The soil moisture characteristics for the four soil types considered
by the model are presented in Table 3,

Evaporation from the lake surface is calculated from Equation 28

(Harbeck, 1954),

EVAPI = ,00177 w(ew - ea)°1.15 (28)

where

EVAPI = evaporation (inches/day)
w = mean wind speed (mph)

e = maximum vapor pressure (mb) at the lake surface

(14
1]

actual vapor pressure (mb) of the air at 1.5 meters

Storm runoff can be predicted using a variety of techniques (Kohler
and Richards, 1962; Cartmill, 1970; Palmer, 1965; and Chow, 1964), This
model uses a technique suggested by the U,S. Soil Service (1957).
Equation 29 predicts storm runoff as a function of total storm rainfall,

land use, hydrologic conditions of the soil and soil type,

2
=57 .8s (29
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TABLE 3

SOIL MOISTURE CHARACTERISTICS FOR THE FOUR SOIL TYPES CONSIDERED IN
THE MODEL

SOIL TYPES

Commerce Hiwassee
Soil Sharkey Silt Sandy Lakeland

Characteristics Clay Loam Loam Sand
Wilting Point 26 9 10 5
(soil moisture %

by volume)
Field Capacity 41 27 18 9
(soil moisture 7%

by volume)

TABLE 4

This table1 illustrates the variation of the "S$" factor in Equation 29 as
a function of soil type and the hydrolic condition of the soil.

PASTURE LAND
with
Poor Fair Good
Soil Hydrologic Hydrologic Hydrologic Bare
Type Conditions Conditions Conditions Soil
Sharkey
Clay 89 84 80 89
Commerce
Silt 86 79 74 87
Loam
Hiwassee et
Silt 79 69 61 82
Loam
Lakeland
Sand 68 49 39 72

1
The values of "S" illustrated in this table are presented in Chow's (1964)
book.,
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where
RN = storm runoff (inches)
P = total storm rainfall minus the interception (inches)
S = a factor which is a function of soil type, land use,

and the hydrological condition of the soil (see
Table &)

Storm runoff from an area that contains streets and buildings (city area)

is calculated using the following equation,

RNCIT = RN-(l-CITi) + RAIN-.80-CITi
where
RNCIT = storm runoff from a region that is part of the city.
RN = storm runoff from the region not occupied by

the building and streets,

CITi = ratio of area occupied by building and streets
to the total area for the ith large city block.

RAIN = rainfall on a particular grid point.,

Interception is calculated by using Equation 30, This equation is

known as Horton's Equation (Bruce and Clark, 1966),

INTER = a + bp" (30)
where
INTER = interception (inches)
P = total storm rainfall (inches)
a,b,n = constants which are a function of vegetation
height and type.
(2 = .005h, b = ,08h, n =1, h = height of vegetation (ft)--for meadowgrass)

(@ = .05h, b = ,05h, n =1, h = height of vegetation (ft)--for small grain crops)
Interception loss is equal to zero for regions that contain bare soil, while

the interception water loss by streets and buildings is not considered.
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Infiltration is estimated by using Equation 31, This equation
is used to determine the total amount of water infiltrated into the
soil moisture layer from 0 - 24" for 24-hour time periods, The model
layer (0 - 24"), and storm runoff all occur during the same twenty-

four hour time period,

IN = SR - .85 * INTER - RN (31)
where

IN = infiltration (inches)

SR = storm rainfall (inches)

Soil moisture is predicted for a two layer model (0 - 24" and

25 - 48"), This two layer model is used because of empirical field
evidence indicating that the soil evaporation loss is confined primarily
to the top 24" of the soil (Cartmill, 1970), The soil moisture
available for evaporation from the top two layers (SMT, SMB) is pre-

dicted using equations 32 and 33,

SMT = SMII - EVAPZ + IN - DRANT + IRG (32)
vwhere

EVAPZ = EVAP'ST + EVABS-SBS

SMT = so0il moisture in top layer (inches)

SMII = soil moisture from previous time step (inches)

EVAPZ = evaporation from the soil (inches) by
transpiration and by the base soil techniques

DRANT = drainage from the top layer (inches)

IN = infiltration (inches)

IRG = water added to the soil by irrigation (inches)
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EVAP = transpiration water loss (inches)

EVABS = water loss from bare soil (inches)

ST = ratio of the area occupied with freely
transpiring plants to the total area

SBS = ratio of the area occupied with base soil
or dead plants (non-transpiring) to total
area (the total area referred to by ST and
SBS is the area not occupied by streets
and buildings)

SMB = SMBI + DRANT - DRANB (33)

where
SMB = soil moisture in bottom layer (inches)

SMBI = soil moisture from previous time step (inches)
DRANB = drainage from bottom layer into the ground
water (inches)

This simplified model assumes that the recharge rate for the
ground water is equal to the drainage from the bottom soil moisture
layer, The soil moisture is only simulated for the part of each grid
point that does not contain concrete, asphalt or houses,

A literature search indicated that there are a variety of equations
for estimating soil moisture drainage (Gardner, 1968; Ogata and Richards,
1957; and Black, Gardner, and Thurtell, 1969), In most of the equa-
tions the drainage is a function of soil moisture content and soil
type. This model uses Black, Gardner, and Thurtell's equation (1969)

for predicting drainage (Equation 34),

DRAN = C-EXP(.7(S-D)) (34)

where
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D = (-1.6 +FLD)

FLD = the field capacity for the soil type (cm of
water for a 24 inch soil layer)

DRAN = drainage from a layer of soil (cm/day)
S = soil moisture for the 0-24 inch layer (cm)
.21 for sharkey clay
.25 for commerce silt loam
«30 for Hiwassee sandy loam
«35 for Lakeland sand
The soil moisture from 0 - 6 inches is also predicted by the model,
This soil moisture layer receives water by the infiltration of rain
water (Equation 31) and loses water at the potential evapotranspiration
rate until evaporation water loss from the layer exceeds the critical
value (ESIZ) that is a function of the potential evapotranspiration

= ] n
rate (ES12 1.0" for Ep < 08", E812

=,75" for EP'Z .16"). The evaporation from this layer is set

=,85" for .16 > EP_Z .08", and
ES12
equal to zero after the amount of available water in the layer is

less than or equal to (1-ES Soil water drainage from this layer

12)'
is not considered, The available soil moisture in the layer is not
allowed to be greater than 1 inch and is never allowed to become
negative, The available soil moisture does not exceed 1 inch because

the model assumes that the field capacity is exceeded with available

soil moisture conditions greater than 1 inch., If the available soil
moisture exceeds 1 inch, then the excess water {available soil moisture -
1 inch) drains into the lower layer (soil moisture from 0 - 24 inches).
The soil moisture from 0 - 6 inches is calculated independent of the

s0il moisture from 0 - 24 inches and 25 - 48 inches.

The lake level is estimated using equation 35, This model assumes
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that the lake has a constant area and uniform depth of water and no

water flux through the bottom or sides,

IX = IKI - EVAPI/12 + RN + RNET (35)
where
IK = lake level (feet)
IKI = lake level from previous time step (feet)
EVAPI = evaporation from lake surface (inches)
RN = runoff into the lake (feet)
RNET = change in the lake level due to difference

between the flow of water into the lake and the
flow of water from the dam into the river (feet)

The river and stream flow rates are calculated at seven specific points

along the river system using a two hour time step. The flow rates are
determined by breaking the ecosystem up into small watersheds of about
900 sq miles and then calculating the contribution each watershed made
to the stream flow rates, The streams then flow into the river,

Figure 14 shows the position of the streams and river and also indicates
the location of small watersheds (the area enclosed in the dashed line
blocks are the watershed areas). Water flows into the lake (Point 1)

at a constant rate (Function of time of year) and then flows out of

the dam into the river (Point 2) at a rate controlled by the water
control model (see description of Executive Routine). The water
control model also determines the amount of water used by the consumers,
The water used by the consumers (city, industry and agriculture) is
taken out of the river just below the dam, while the water pollution

emitted and water returned by consumers is emitted into the river at
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Fig. 14. The physical characteristics of the hydrology
model are presented in this figure. The area
enclosed in the dashed line blocks are the
watershed areas. Numbers 1-7 refer to the
points along the river where river flow is
calculated.
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this same point. The water pollution emitted at this point is simply
advected down the river without modifying the water pollution concen-
tration, The individual watersheds use the synthetic unit hydrograph
proposed by Mockus (1957) to estimate the flow rate vs time for each
rain storm, Figure 15 illustrates the synthetic unit hydrograph used
in the model., The flow rate vs time is determined from Figure 15 by

using the values of qp and Tp determined from the following equations,

484 A

T (36)
P

T, = .5 + 2.41): 37)

where

q_ = peak rate of flow for a given storm (CFS)
A = drainage area (sq.mi)

Q = average runoff in inches

D = unit hydrograph storm duration (number of hours that
rainfall is observed)

T = elapsed time from the beginning of the hydrograph
to the peak flow rate

(=
1]

duration of excessive rainfall (De/3)

Equations 36 and 37 are presented in Chow's Handbook of Applied
Hydrology (1964), The value of De if assumed to be equal to the
predicted duration of the rain storm, Values of qp and T are calculated
for the different watersheds and are then used in conjunction with the
unit hydrograph (Figure 14) to calculate the flow rate vs time for

each watershed that reports measurable storm runoff, The start of

water flow out of a watershed for a particular storm is delayed TMI/2
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Fig. 15,
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Non-dimensional unit hydrograph where q = rate of flow,
q_ = peak rate of flow, T = time from beginning of

hydrograph rise, and T = T at peak rate (from Mockus,
(1957)). P
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(TMI = time period when rainfall uccurs-hours) after the rzinfall
starting time, The atmospheric model predicts the starting time and
duration for all the rain storms. The progressive average lag technique
is used to route the water down the streams and through the river. This
technique predicts the water flow at the downstream point by smoothing
the unit hydrograph at the upstream point using a running mean over
"n" hours (n=6 for the streams, n=10"for the river) and then lagging
the modified unit hydrograph by the number of hours it takes for the

water to travel from the upstream point to the downstream point,

Interaction with the Ecosystem

The Hydrology model interacts with the ecosystem by'using the
following input parameters:
1) rainfall, relative humidity, cloud cover, wind speed, and
average air temperature,
2) state of the plants (live or dead), height of the plants,
and the amount of water being added to the soil by
irrigation,
3) water flowing from the dam and the amount of water flowing
at point where the consumers take their water out of the
river,
4) the percentage of area in each grid point (mesh size=4x4 milesz)
that contains streets and buildings
The parameters in 1), 2), 3) and 4) are simulated by the atmospheric model,
botany model, water control model (see Executive Routine description)

and the Urban model respectively,
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Urban Model

The urban model is organized to simulate population dynamics,
changes in the characteristics of identifiable societal subgroups, land
use, and industrial development of an urban area, The model is primarily
concerned with the population dynamics and the growth of a city., The
city has specific boundaries and is divided into suburbs which have
boundaries within the city., Both the city and suburb boundaries move
in response to the evolution of the urban area, Each suburb has city
blocks within it, and a "statistical man' representing individuals in
a particular suburb, Subroutines determine the population for every
city block and the characteristics of each individual in the city,
Attributes are subdivided into different classes and a histogram of
classes is maintained showing the number of people in each class for
each suburb, The characteristics given a statistical man are chosen
from a frequency distribution of properties associated with the suburb
in which he lives, The model provides two mechanisms (diffusion and
discontinuous movement) that allow a statistical man to move in response
to the environmental 'livability' of his suburb, Each suburb in the
city keeps records of the local population total, frequency distribution
of characteristics, housing distribution, birth rates and death rates,
This urban model uses both stochastic and deterministic processes in
the simulation of evolution of the different parameters considered,
Some aspects of the structure of the model have been influenced by
Forester's Urban Dynamics Model (1970),

The urban model is designed to consider the evolution of an urban

area for periods of time up to 30 years by using one year time steps.
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The model can handle an urban area which is contained within a
36 x 26 sq mi region. The model uses a large scale 6 x 6 grid (mesh
size 6x6 miz) in which each grid point is considered a large city
block. Each large city block is subdivided into a small scale 16 x 16
grid (mesh size ,38x,38 miz) in which each grid point is considered
a small city block, Small city blocks are used as the basic grid
size in population dynamics of the urban model.

The flow diagram of the urban model (see Figure 16) partitions
the model into five different sections which include: 1) statistical
man, 2) city and suburb boundaries, 3) suburb dynamics, 4) population
dynamics and 5) industry, Each of these sections will be described in

detail and the interactions between them will be emphasized,

Statistical Man
A "statistical man" is defined in the model as an individual
who has seven attributes to describe him, These seven attributes
include:
age
sex
race
educational level
occupation
family income
health
Each of these attributes is divided into different class intervals,
Age is divided into seventeen five-year categories and one category for
those over 85, Sex and race are both divided into two class intervals

(sex -- male, female; race -- white, non-white), Educational level is

divided into eight classes which consider the number of years of school
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completed. Occupation is divided into four class intervals that
include: managerial-professional, worker,underemployed and ynemployed.
The family income is divided into 14 categories of total yearly
family income. The mortality rate per thousand population is the health
parameter which is divided into six class intervals ofmortality rate,
The individual suburbs maintain histograms that record the number of
people in each class interval associated with seven attributes of the
people living within the suburbs, These histograms are used to calculate
the frequency distributions of the properties of the people in each
suburb,

When people in the city move from one suburb to another, they
carry their seven attributes with them, The attributes of an individual
are selected from the frequency distribution of the attributes associated
with the suburb from which he is moving by using the following statistical
scheme, The race, sex, educational level, health and age class interval
of an individual are selected by using random process in conjunction
with the frequency distributions of these attributes. The individual's
status in the working force (member or non-member) is determined as a
function of age and sex, If an individual is less than 15 years old,
he is considered a non-member of the working force (unemployed). The
status of people > 15 years old is determined by using frequency dis-
tributions which relate the sex and age of an individual to position in
the working force, The status category is chosen by using a random
process in conjunction with the frequency distribution that corresponds
to the sex and age of the individual, If an individual is a non-member

of the working force, his expected family income is chosen by using a
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random process in conjunction with the income frequency distribution

of the individual's suburb, If the individual is a member of the
working force, his income is chosen as a function of his education and
age, This is accomplished by using frequency distribution that corresponds
to the age and education of the individual., An individual who is a
non-member of the working force is assigned to the unemployable occupa-
tion class interval, The occupation of the members of the working

force are chosen as a function of sex and income by using frequency
distributions that relate sex and income to the occupation of an
individual, The occupation category is chosen by using a random process
in conjunction with the frequency distribution that corresponds to the
sex and family income of an individual, The present model provided for
movement of people in groups of three, If an individual is selected

to move to another suburb, he takes with him two other people that have
the same race, wealth, education, family income and health, The attributes
of age and sex for the two other individuals will be chosen randomly
from the appropriate suburb frequency distributions of age and sex,
while the occupation of the two individuals is set as unemployable., The
movement of three people at a time is designed to simulate the movement
of family units, The family units that move by this technique’have a
finite possibility of being all female or all male. The technique for
moving family units is designed to minimize the computer time needed to
move the people around the city, When a group of individuals move

from one suburb to another, they take their attributes from and place
them in the histogram of the attributes for the suburb they are moving

to.
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Individuals born in each suburb are given attributes randomly
selected from the frequency distribution of attributes associated with
each suburb, When an individual dies in the system, his attributes
(other than age) are selected randomly from the suburb's frequency
distribution of attributes and then removed for the histogram of
attributes associated with the suburb, The age of a dead person is
determined by the process described in the suburb dynamics subsection,
The model is organized so that newborn people in the suburb can have
their attributes chosen from frequency distributions associated with

suburbs other than their own,

City and Suburb Boundaries

The urban model defines the city and suburb boundaries using the
basic grid network that is used to define the population of the city.
Each "small city block" is classified by means of a numerical code.
Three classes exist: part of a particular suburb at present, a
potential portion of a suburb once the city has expanded to include
the block, or zoned for non-urban use, A suburb boundary is defined
between two adjacent city blocks when the code of two city blocks
indicates that the blocks are in different suburbs, Similarily, a
city boundary is defined when the code of two adjacent blocks indicates
that one of the blocks is part of the city and the other block is not.

The city and suburb boundaries move in response to the gradient
of stress across the boundary, The boundary stress is a function of
population density, land utilization, and racial balance., Equation

38 is used to calculate the gradient of stress,
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vxyLB = A'vxy(LV) +B - vxy(PD) +C - ny(RB) (38)

where

livability at the boundary between suburbs

LB

A,B,C = control constants (A=100, B=2.0, C=40)

PD = population
LV = % of land occupied by houses in a suburb
RB = non-white population 7

2 .2
_— 4 =
ny lax JBY

The boundary between two adja;ent small city blocks moves one
city block toward the region with better livability conditions if the
critical value (100) of the gradient of boundary stress between the
two is exceeded, If the boundary stress between a particular grid
point and the points that surround it is exceeded for more than one
of the surrounding grid points the boundary moves in the direction of
the grid point with the highest boundary stress., This process adds
a new city block to the suburb that has the higher value of stress,
The original population of this block is removed and randomly distributed
in the suburb that lost the land, The block is then given a population
equal to the original population plus one-half of the population dis-
continuity at the original suburb boundary, The new people for this
city block are selected randomly from the population of the suburb that
has just gained the land, The boundaries of the suburbs are allowed
to move in the city and out into any portion of the rural area which is
zoned for potential urban use, For testing purposes, 6 x 6 mi2 blocks

ad jacent to the city are zoned for expansion if the gradient of the
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boundary stress along a 6 mile section adjacent to the city exceeds a
critical level, This critical level will be controlled by the many
factors that influence land utilization (industrial land needs, available
financial backing for new developments, urban development, etc), The
suburb boundary model determines the percentage of each large city block
that is occupied by streets and buildings calculated by using the
following equation,

cir, = NCITi/ 256
where

NCIT. = the number of small city blocks in the ith
large city blocks that are part of the city

This equation is set up to work with large city blocks that have a

mesh size of 4 x & miz.

Suburb Dynamics

The urban model divides the city up into basic areas that are known
as suburbs. Each suburb is set up so that the attributes of the people
within a suburb are fairly homogeneous., Family income and race dis-
tribution are the primary factors considered in organizing suburbs as
homogeneous regions, The overall characteristics of suburbs within
the urban model include:

1. A grid network that defines the suburb
population for each "small city block"
within the suburbs,

2, A grid network that defines the location
of the "small city blocks" contained in
each suburb,

3., Histograms that record the number of people
within the different categories associated

with the attributes of the people within
each suburb,
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4, Histograms that record the number of
housing units for categories of housing,

5. Total suburb population,
The suburb age distribution and total population are controlled by a
model that utilizes five year survival rates, Every fifth year the model
ages the people five years, allows the population to die as a function
of the survival rate, and then assigns the people born into this suburb
during the last five years to the 0 - 4 years old age group,

The number of births per year in a suburb is calculated using the
annual birth rate and an estimated value of the total population of
the suburb that is updated each year. The estimated value of the total
suburb population is determined using constant birth rates and death
rates for each suburb. The constant death rate used is only an
approximate value since the number of deaths determined by the five
year survival tables is a function of the age distribution suburb,

The population of the individual suburbs is also modified by
people moving from one suburb to another, The total city population
is calculated by adding up the population of the individual suburbs,

The total population of the city is the primary parameter that deter-
mines the desired municipal water utilization rate and water pollution
emission rate, The model assumes that the desired value of these
rates is a direct function of the total urban population,

The housing submodel uses the classification system suggested by
Forrester (1970) and predicts the number of housing units in three
housing categories which include:

premium housing

worker housing
underemployed housing
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The model assumes that premium housing degenerates into worker housing,
while worker housing will degenerate into underemployed housing. The
mathematical formulation of the model is summarized by the following

differential equations:

—a— = L] - .

at(PH) Po*PH = PP (39)
] =W e °PH ~ W_WH

at(WH) wC WH + PD PH WD (40)

-—a- - . L - L]

Se(UH) = W oWH + Up TR - U *UH (41)

where

PH = the number of premium housing units (,.0015 mi’ ea)
WH = the number of worker housing units (,001 mi2 ea)
UH

= the number of underemployed housing units (.00l mi2 ea)

PC = premium housing construction rate

PD = premium housing loss rate (aging of premium housing)
WC = worker housing construction rate

WD = worker housing loss rate (aging of worker housing)
UC = underemployed housing comstruction rate

U_. = underemployed housing loss rate (aging of
underemployed housing)

The occupation distribution uses the classification system suggested
by Forrester (1970). The occupation of the working class is divided
into three classifications which include:

Managerial-professional

Worker
Underemployed
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The occupation submodel modifies the occupation distributions of
the different suburbs by transferring people in the underemployed
classification to the worker classification and people in the worker
classification to the managerial-professional classification., Only
upgrading of the population is considered in this model., Once the
occupational level of an individual is improved, there is no mechanism
in this model that will allow the individual to lower his occupational
level, The mathematical representation of this model is shown in

equations 42, 43, and &44:

'é(UN) = - LW (42)
d
W =+ LUN - LW (43)
d
TOMB) = + LW (44)
where

UN = number of people in the underemployed classification

W = number of people in the worker classification

MP = number of people in the managerial-professional

classification

underemployed to worker transfer rate

Iv

Iw = worker to managerial-professional transfer rate

This model uses the occupation classification system suggested by
Forrester (1970).

The occupation classification of an individual is highly correlated
to the educational level and income of an individual, This correlation

makes it necessary to modify the education distribution and income
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distribution when the occupation distribution is modified, This model
considers that people in the underemployed group will have an education
level below the seventh grade and a yearly income less than $5000,
People in the worker classification will have an educational level
above the eighth grade but below a high school degree and an income
greater than or equal to $5000 but less than $10,000. People in the
managerial-professional level will have an education level greater than
a high school degree and an income level greater thanm or equal to
$10,000, The above classifications are used in conjunction with the

following differential equations to modify the education and income

distribution,
$E) = -1k (45)
dth 1 1
SE.) =+ 1LeE, -~ L.E (46)
qe'Ey) T F LBy = Lk
@) =+ 18 (7)
at'y) Tt LB
A1) =- 1.1 48)
dt71 1
Sy =11, - 11 (49)
TS M T
-Q(I ) =+ LI (50)
actly) =+ Lyl
where
El = number of people with education level < eighth grade
E2 = number of people with education level > eighth grade

but < high school level

E3 = number of people with education level > high school
level
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I, = number of people with income < $5000

1

I2 = number of people with income > $5000 but
< $10,000

13 = number of people with income > $10,000

underemployed to worker transfer rate

.

Iw = worker to managerial-professionaltransfer rate

The first order differential equations used in this section are solved

using the Euler finite difference scheme (1 year time steps).

Population Dynamics

The urban model uses a stochastic-deterministic process to predict
the movement of people within the city, Families of three are moved
around the city using either a diffusion technique or a long distance
moving technique, The diffusion technique moves people several blocks
at a time while the long distance moving technique can transport people
across the city in one relocation, The people change their residence
in response to environmental conditionms,

The model predicts the movement of people from each of the small
city blocks, A specified percentage of the people at each small city
block are considered eligible for relocation at each time step, This
percentage is a function of the livability of the city block, The
functional relationship and the equation for livability are presented
in Equations 51(a) and 51 (b). These equations define livability such

that high values of livability mean poor living conditions.
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if XLV, < 160
if 200 > XLVi > 160
if 240 > L, > 200 (51a)
if 280 > XL, > 240
15 if XLV, > 280

W ~N N

XLV, = LI"AP, + L2-HD + L3+RD + LA<PD (51b)
1

where

PM. = % of people at the ith city block that are
eligible for movement

XL‘Vi = livability for the ith city block

APi = average annual air pollution (ug/ms) at the
ith city block

HD = % of underemployed housing units in the suburb

RD = % of non-white people in the suburb

PD = population per city block

11,12,13,14

control coefficients

(11 = 0.0, L2 = 70., L3 = 100,, 14 = .,5)

The attributes of each eligible individual are determined using
the technique outlined in the section describing the attributes of 2
statistical man, If the individual has income less than $5000 or if
his occupation classification is non-employable then he is not permitted
to move in the city, If the individual's income is greater than or
equal to $10,000, he is allowed to move using the discontinuous movement
technique, Racial discrimination is introduced by permitting only a
certain percentage (PR) of the individuals who are non-white and have

this income level to move if the diffusion technique takes them
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outside of their suburb, If the individual has an income greater than
$10,000, the "P" percentage of the people move using the diffusion
technique while (100 - P) percentage of the people will move using the
long distance moving technique, If an individual is allowed to move,
he takes with him two other individuals, If the family moves out of
one suburb, they take their statistical attributes with them, The

diffusion technique moves people in response to the gradient of

livability such that they move toward more desirable regions, Livability
gradient is a function of air pollution, housing distribution, popu-
lation density, and racial distribution and is calculated using

Equation 51 (c¢).
vxy(XLVi) = Pl'vxy(APi) + onvxy(HD) (51c)
+ P3'ny(PD) + P4-ny(RD)

where
Pl’Pz’P3’P4 = control coefficients

(P, = 0.0, ? =6, P

, = 150)

= 130, P

2 3

The livability gradient is found in the form of a magnitude (L) and
direction (g). An ellipse is placed such that one of the foci lies
near the position of the individual to be moved and the major axis is
oriented using "g" such that the other focal point lies down the
gradient of "L" toward more desirable living conditions, The mobility
of a person determines the exact position of the ellipse, Higher
mobilities increase the distance from the center point of the ellipse

to position of the individual (see Figure 17), The mobility of a
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person is defined using Equation 52,

M =2 oIN + Z,*ED (52)
where
IN = income level of an individual
ED = educational level of an individual
M = mobility
Z3,Z4 = control coefficients
(Z3 = ,40, Z4 = .40)

The ellipse is one of a set of lines of equiprobable destinatiomn

and is defined using Equation 53,

2
_ (x cos § + y sin @)
= —— =%
ny 2ncacb exp[ -%{ 02 63)
a

. 2
+ (-x sin 9 -zy cos 8) 1]

O

where ny is the probability that the individual will move to a position
defined by x and y, while G, O define the ellipticity.

The actual move takes place by using a2 random process in conjunction
with the frequency distribution derived from ny. If the individual
moves from his suburb, then a complete set of attributes is transferred
from the histogram of his old suburb to the appropriate histogram of his
new suburb,

The long distance moving technique transports people directly

from suburbs with poor livability conditions to suburbs that have better

livability conditions, The attributes of the people chosen for long
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distance moving are taken out of the local suburbs histograms and
stored in temporary storage array., After the people at all of the
small city blocks have been given a chance to move, the people stored
in the long distance moving array are distributed randomly in the two
suburbs that have the best livability (Lt) with each suburb receiving
50% of the people., The attributes of the new people are then located
in the appropriate histograms of the two suburbs, The livability of

a suburb is defined by Equation 54,

M,
]
z . A I
Lt = =1 R1 Po(1)j + R2 AP(1)j + R3 RD(1)j (54)
i M.
J
where
Lt = average livability of the jth suburb
j

M. = number of small city blocks in the jth suburb

j
Po(i)j = population for the ith city block
AP(i)j = air pollution for the ith city block

RD(i). = percentage of non-white population at the ith
] city block

Rl’RZ’RB = control constants
(R, =1,, R

= 2,0, R, = 130.)

2 3

Industry

The industry submodel simulates the industrial development of
the urban area, The model is patterned after a model suggested by
Forrester (1970). The model divides industry into three categories

which include:
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new business

mature business

declining business
A new business ages into a mature business, while a mature business
ages into a declining industry., The different types of industries
employ a specified number of people in each of the three working force
occupation categories, Equations 55, 56, and 57 present a mathematical

description of the industry model and are solved using the Euler

finite difference scheme (1 year time step),

ﬁ(NB) = Hy°NB - H °NB (55)
SS(B) = HNB - QB (56)
S01) = Q M8 - QDI (57)
dt D c
where

NB = number of new businesses

MB = number of mature businesses

DI = number of declining industries

HC = new business construction rate (yr-l)

new business aging rate (yr-l)

Sa

= mature business aging rate (yr-l)

UD
!

declining industry destruction rate (yr-l)

QO
"

The industrial submodel predicts the number of industries in each
classification, the number of jobs in each of the working force occupa-

tion categories, and water utilization rates, This model predicts



88
water pollution emission rates and the water utilization rates desired

by industry and the city, by using the following equations:

P = ((NB + MB + DI)/NBIS)150 .
MXI

L = ((NB + MB + DI)/NBIS)2000 .

My = ((POPT/NPOP)2000 .

PMRM = ((POPT/NPOP)50 .
where
NBIS = the total number of industries at the beginning
of a simulation
NPOP = the total population of the city at the beginning

of a simulation

P . , P = the maximum water pollution rate desired by the
MXM MXI city and industry (1b/sec)

MHX’ IMx = the maximum water flow rates desired by the city
and industry (CFS)

Interactions with the Ecosystem

The average annual air pollution field is the only input parameter
used by the urban model. The air pollution field causes people to

move toward regions where the air pollution is lower.

Botany Model

The botany model is organized to simulate the growth of grass
in the ecosystem. A deterministic model simulates the total above and
below ground biomass for warm season grass fields as a function of time
of year. The basic structure of the model is derived from a grassland
ecosystem model developed by Bledsoe, et al (1971). The primary driving

parameters which influence the growth of grass are soil moisture,
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precipitation, soil and air temperature, incoming solar radiatiom,
and wind speed. Most of these parameters are influenced by the stochastic
atmospheric model.

The locations of grass fields are specified on a 32 x 32 grid
(mesh size = 4 x 4 miz) that divides the ecosystem into grid points
which represent potential crop producing fields that have a 16 sq mile
unit area. The model uses hourly time steps to simulate the above ground
biomass and below ground biomass for each grid point that is growing
grass. The grass in each field is either consumed by grazing cattle
or harvested and stored for use by the dairy cattle and feed lot cattle.
The model has the option of providing water for irrigation of the crop
producing fields. The flow diagram in Figure 18 illustrates the organi-
zation of the Botany model,

In describing the model, the terms primary and secondary state
variables will be used frequently. Primary state variables describe
the state of the system. Secondary state variables influence the
evolution of a system; however, they do not define the actual state of
the system.

Primary State Variables The four which define the state of the

grassland system are above ground living biomass, below ground biomass,
standing dead and litter. The sum of above ground living biomass, standing
dead and litter is equal to the total above ground biomass. Above ground
living biomass refers to living plant matter above the ground surface,
while below ground biomass refers to root biomass. Standing dead includes

all non-living biomass that is standing above the ground, while litter

is non-living biomass that is lying on the ground surface, These four
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Fig. 18. Flow diagram of the botany model. Boxes connected by lines with arrow heads indicate
that material from one box flows into the other. Boxes connected by lines indicate that

the two boxes influence each other,
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state variables are simulated as a function of time by solving the

following first order differential equations using the Euler finite

difference scheme (1 hour time step).

vhere

ABM, BBM, ASD,

ABM =
ASD =
LIT =

BEM =

CPHeABM*PHO - (TBG + DAG + HAR) (58)
DAG - (SA-ASD + HS) (59)
SA-ASD -~ (HL + HM + LC.LIT) (60)
TBG - (DB + RB+RBM + HB) (61)

ABM = above ground biomass (gm/cmz)

BBM = below ground biomass (gni/cm?')

ASD

LIT =

LIT =

CPH =

PHO =

TBG

DAG

SA

HS

HL

LC

DB

standing dead (gm/cmz)
litter (gm/cmz)

time rate of change of the primary state
variables (gm/sec cm)

conversion factor for photosynthate function

net photosynthesis rate (net gm of CO2 fixed
per unit plant green tissue)

net translocation rate of photosynthate material
to the BBM (gm/cm? sec)

death rate of ABM (gm/cm2 sec)

harvest rate of ABM (gm/cm2 sec) by cattle
shattering rate of standing dead (sec-l)

harvest rate of standing dead (gm/cm2 sec) by cattle
harvest rate of litter {gm/sec cmz) by cattle
harvest rate of litter by microfaune (gm/sec cmz)

leaching rate of plant litter into soil by
rain water (sec ~)

death rate of belowground bjomass (gm/sec cm2)
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RB = respiration rate of below ground biomass (sec-l)

HB = harvest rate of below ground biomass (gm/cm2 sec-l)

Equations 58«61 indicate that the time rate of change of the
primary state variables are a function of the present values of the
primary and secondary state variables, The secondary state variables
at any time are determined from empirical equations which depend on the
present values for the primary state variables and the abiotic para-
meters, The abiotic parameters which influence the model include:
wind speed, canopy air temperature, ground temperature, net incoming
solar radiation, soil moisture and rainfall,

Secondary State Variables The most influential secondary state

variable is the net photosynthesis rate (PHO), In this model PHO is
primarily a function of soil moisture, canopy air temperature, and
solar radiation, Three equations are used to predict PHO as a function
of the effective solar radiation (RP) and canopy air temperature (TC).
Equation 62 is used for moderate solar radiation conditions (RP > ,001

cal/cm2 sec) and moderate canopy air temperature conditions (OC < TC < 44C),

PHO = MS« (AMM-HPM*Z2) *NS+CReLA*PPH] (62)
(EPH2-RP___ PPHO-PRP
1PPHZ.RP ~  I+PPH2°PRP

{ (pIC - TC) * Z1 (~PPH3- (PTC - TC))}
where
TC = air temperature in the canopy (°C)
MS = moisture stress index (0-1)
NS = nutrient stress index (0-1)
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1A = leaf area index (0-3)
CR = fractional cover of grass (0-1)
AM1 = excess growth coefficient (0-1)
HPM = seasonal growth coefficient (0-1)
PPH1 = peak photosynthesis rate (sec-l)
PPH2 = parameter associated with sunlight response

solar radiation effective for photosynthesis
(cal/cm? sec)

i

RP
PRP = threshold of positive photosynthesis response
to sunlight (cal/em? sec)

PIC = threshold of positive photosynthesis response
to temperature (°C)

PPH3 = parameter associated with temperature response
of photosynthesis during normal daylight and
moderate temperature

21,722 = constant control coefficients

Equation 63 is used for low solar radiation (RP < .001 cal/em sec)
and moderate canopy air temperature conditions,

PPH5

PHO = -MS+NS+CR*LA+PPH4- {(PRP ?P) (Png) . (63)
PPH6
el ER) + (1- Ghen) )] ]
where
PPH5 = parameter associated with temperature response
of photosynthesis during limited sunlight
PPH6 = parameter associated with temperature response
PIC2 = parameter associated with temperature response
(position of peak photosynthesis)
PPH4 = peak photosynthesis rate under these conditions
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When the temperature is greater than 44°C or less then 0°C PHO is
set equal to zero., All of the parameters except MS, AMM, HPM, and RP
are set equal to constant values in this model., The following equations

are used to determine the values for the non-constant coefficients,

S = ;-];tan-l [ tan(.4m)* (SHO-EMS1) /EMS2] + .5 (64)
where
SHO = percentage of soil moisture by volume for the
top 24 inches (SHO=(SMTHWLT)/24.)
PMS1 = control coefficient (inflection point of curve)
SMT = the soil moisture available for evaporation
from the 0-24 inch layer (inches)
PMS2 = control coefficient (slope of curve)
WLT = soil moisture from 0-24 inches at the wilting
point (inches)
1 -1
AMM = - ;tan [tan(.4m) (ABM-ABM1) /ABM2] + .5 (65)
where
ABMl = control coefficient (inflection point)
ABM2 = control coefficient (slope of curve)
1 -1
HPM = - tan [tan(.bm)« (2M-ZM1)/2M2] + .5 (66)
vhere
ZM = number of months elapsed since the beginning of
the growing season
ZM1 = control coefficient (inflection point)
ZM2 = control coefficient (slope of curve)
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SR PRP10O
RP = SRPK- (.S_RP—K) (67)

where

net short wave solar radiation (cal/cm2 sec)
at (11:00 1sST)

SRPK

A 2
SR = net short wave solar radiation (cal/cm” sec)

PRP10 = control coefficient

TBG, DAG, SA, LC, DB, TC and RB are the other non-constant secondary
state variables for equations 58«61, The following equations will be
used to simulate these parameters,
(.105-BBM) (PBT1-PBT2°BBM) *ABM*MS°100
if BBM > 1000 gm/m?

0.0
g = if18 <0 (68)

MAX[ 0., (PBT1-PBT2+BBM) «ABM] +MS
if TS > 0C and ABM > 5 gm/m?

-MAX[ 0, ,PBT4 (BBM=~PBT5) ]<MS
if TS > 0C and ABM < 5 gm/m

DAG = (1-MS)-PDA1°ABM [ %tan-l {tan(.4m) . (T3-PDA2)/PDA3} + 5]  (69)

. [itan-l {tan(.4m)e (ZM-PDAG) /EDAS} + .51¢40.

¢ = ,035 PR (70)
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3,

SA = .22 x 107 ~*WND (71)
if WND < 223,5 cm/sec, SA = ,005

RB = PRBe (44,-TS)<EXP[ (44,-T7S)/7.0] (72)
if TS > 44C, BB = 0,0

DB = RBBBM.(1-MS)+1.5 (73)
T + 10° (SR/SRPK)

if SR > .0002 cal/en’ sec (74)
TC = and WND < 223,5 cm/sec

T otherwise

where

PDA1,PDA2,PDA3,PDA4, PRB = control coefficients

WND = wind speed (cm/sec)
PR = rainfall rate (cm/sec)
TS = soil temperature at 6 inches (OC)
T = air temperature at 1,5 meters °c)

The equations describing the botany model are based upon the equation
used by Pawnee Grassland Model (Bledsoe, 1970)., The constant coefficients
used for the model are different from those used in Pawnee Grassland
Model because the Pawnee model is concerned with a short grass prairie,

while the model presented here is used to grow grass on a tall grass
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prairie. The values for the constant coefficients used in the botany
model are derived from the calibration and validation process which
used the 1970 Osage site data (Risser, 1971) and are presented in
Appendix D, In the process of adopting the Pawnee model for a tall
grass prairie, some of the equations describing the Pawnee model are
changed to include grassland dynamics reeded for a tall grass prairie
(equations 62, 63, 69, 73), The model simulates the vegetation height

as function of the total standing crop (ABM + ASD) using the following

equation:
HVT = 12, +'§§1 *ARCTAN (17.0,002(SC=-300,)
where
HVT = average height of the vegetation in inches
SC = standing crop biomass (gm/mz)

The irrigation water demand for a particular field is calculated using

the following equation:

ARG, = (1.S-AVMi) AREAi/(86400.'1728.)
if AIRG, < 0,05 AIRG, = 0.0
where
AIRGi = the daily irrigation water demand for the

ith field (Ft3 sec™1)

AVMi = the daily average available soil moisture in
the ith field (inches)

ARFA. = the area of the ith field (inchesz)
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The maximum amount of water flow desired by agriculture (AMX -
see description of water control model) is determined by summing

up the irrigation demand by all of the ith fields (AMx =

E AIRGi; n=the number of fields), while the water added to a particular
i=1

grid point (mesh size =4 x &4 miz) in a field (IRG) is estimated using

the following equation:

IRG = (A/AW()AIRGi(%aoo/AREAi/ (144.)/12,
where
IRG = the water added to a grid point in the ith field (in.)
A = the amount of water flow allocated to agriculture

on a particular day (Ft” sec™™ - see water
control model)

Interaction with the Ecosystem

The Botany Model interacts with total ecosystem by using the
following input parameters:

1) hourly wind speed (WND), air temperature (T),

6" soil temperature (TS), and net short wave
solar radiation (SR); along with the rainfall
rate (PR)

2) the soil moisture available for evaporation from
the 0-24 inch layer (SMT - see description of the
hydrology model)

3) the harvest rates of ABM (HAR), ASD (HS), and
LIT (HL) by the cattle,

The parameters in 1), 2), and 3) are simulated by the atmospheric
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model, the hydrology model and Zoology model respectively,

Zoology Model

The Zoology model is designed to simulate the production of milk
and meat for consumption by people in the urban area, The model has
- dairy and beef cattle herds for producing milk and meat, The cattle
are fed by grazing in the grass fields or by eating cut grass in feed
lot areas, The zoology model is deterministic in structure and is
primarily responsive to the output from the botany model, It is run
using monthly time steps,

The structure of the zoology model is shown in Figure 19, Feed
lot cattle, range cattle (yearling cattle) and breeding cattle are the
three types considered in the beef herds, The breeding cattle produce
calves in the spring (April, May and June) which comprise the range
cattle herd., Both the breeding cattle and the range cattle graze on
the grass fields from April through September, During this time period
the breeding and range cattle consume ABM, ASD and LIT with equal
preference until the biomass in a particular category reaches a critical
value (ABM < 50 gm/mz, ASD < 25 gm/m2 and LIT < 25 gm/mz). When this
critical value is reached, the cattle replace this aspect of their
diet by selecting grass from the other categories using ASD, ABM and
LIT in descending order, If there is insufficient grass for grazing
the cattle are transported to another grass field, or moved to the
feed lots (see description of Range Management model), If the range
cattle are moved to feed lots, the breeding cattle are fed cut grass,

The age and weight of the range cattle are recorded on a monthly basis,
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Fig. 19. This figure presents a flow diagram of the zoology model. Boxes connected
by lines with arrow heads indicate a flow of biomass from one category to
another.

001
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During the growing season (March - November) the location, areal extent
of the grazing land, and amount of grass consumed are recorded for each
range cattle herd and its accompanying breeding herd, The amount of
grass consumed by a grazing herd in a particular field is determined

using the following equations:

HAR = NGZSNLE:0.33/(85400, *NAREA)
HS = NGZNLB°0,33/(86400, -NAREA)
HL = NGZNLB<0,33/ (86400, *NAREA)

where

NGZ = the total number of cattle grazing in the field

NLB = grams of grass consumed by a cow in a day
(23560 gm/day)

NAREA

total area in the field (cnﬁ)

HAR,HS,HL = the harvest rate for live grass, standing degd
and litter by cattle in the field (gm/sec cm)

HAR, HS and HL are modified if the amount of biomass in ABM, ASD or LIT
reaches the critical level (read previous discussion),

From October until March the breeding cattle are fed cut grass.
At the beginning of October the range cattle are put into feed lots
where they are fed hay until they reach a certain weight or age. The
age and average weight of the feed lot cattle are recorded on a monthly
basis until the cattle reach the weight at which they are slaughtered for
meat, The number of breeding cattle is regulated as a function of the
demand for meat, Increases in the breeding cattle herd will come from
feed lot cattle that have reached a certain weight, Breeding cattle have
a constant weight and their age is not recorded. Feed lot cattle produce

water pollution that influences the river system, The daily water
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pollution rate desired by the feed lots (P'MX.A - see description of the

water control model) is calculated using the following equation:

PMXA = NFDC+0,0035
where
PMXA = the maximum daily water pollution rate desired
by the feed lots
NFDC = the total number of feed lot cattle

If the water pollution rate allocated to the feed lots by the water
control model is less than PMXA then the cost of producing cattle
increases as direct function of the amount of water pollution that is
not allowed to be emitted into the river,

Milk herds are fed cut grass, The amount of milk produced is a

function of the number of cows in the herd., An increase in the herd

size will come from the feed lot cattle,

Interaction with the Ecosystem

The zoology model interacts with the total ecosystem by using the
following input parameters:
1) the feed lot water pollution rate (PA) allowed
by the water control model,
2) the location and number of grazing cattle in
the grazing fields,
The parameters in 1) and 2) are simulated by the water control model

and the range management model respectively,
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Executive Model

The executive model (control program) is set up to monitor and
act upon the intermediate results from the interactions among the five
primary submodels and also to optimize the resource management of the
ecosystem, The executive model uses linear programming, decision theory,
and simple logic., A flow diagram of the executive model is given in
Figure 20, Linear programming optimizes the use of resource variables
subject to linear constraints, This is accomplished by optimizing an
objective function that considers both the utility of the resource
variables and the linear relationships which contain them, Decision
theory is used to determine the least cost action from a series of
possible alternatives. Each action has a specified cost related to a
parameter called the state of nature. The state of nature has classifi-
cations which are related experimentally to observed stochastic variables,
The relationship between the cost of each action and the state of nature
are summarized in a cost (utility) matrix, while the relationship
between the state of nature and the observed stochastic variables are
summarized in climatology matrices,

Specifically the executive model uses linear programming to optimize
the allocation of the water resources and also to optimize industrial
production subject to air pollution constraints, Decision theory is
used to determine the optimal (least cost) range management policies,
vhile Boolean logic is used to manipulate the simple geophysical and

biological constraints,
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Water Resource Management

The model for controlling the use of water resources in the
ecosystem is shown in Figure 21, It considers a lake-stream-river
complex in which the use of existing water resources is optimized,

The assumption is made that the water flowing into the lake comes from
rainfall runoff and controlled upstream water sources, The maximum
amount of lake water available for use by the system is controlled

as a function of the lake level., The water flowing from the lake is
either used by the city, industry and agriculture, or allowed to flow
freely down the river, A specified percentage used by the consumers
(city, industry, agriculture) is returned to river and contains pollution
generated by the consumers, The linear programming model constrains

the results so that water flow and pollution levels below the city

will be within acceptable limits. The mathematical representation of

this model in the linear programming format is represented below,

Maximize [Q = KlM + KZA +-K3I - K4WFD + KSPM +-K62A + K7PI]

subject to the following constraints:

M+A+1I+R=FWFD

HM + B M + BT + R > Ry
Py + By + By < Rg(HM + H)M + H,I +R)
WFD < ZZWL

I>T,
M > M
A>AL
PM/PMXM=M/MMX
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P /MK, = 1/T
R 2 R,
where

. 3 -1
M = water used by the city (ft” sec 7)
A = water used by agriculture (ft3 sec-l)
I = water used by industry (ft3 sec_l)
R = water flowing freely down the river (ft3 sec-l)

1

WFD = water flow from the lake (ft3 sec )

Hl’HZ’H3 = percentage of water returned by the three consumers
(M,A,1)

RMN_ = the m1n1mum allowable water flow below the city
(ft sec)

RD = water flow below the city (ft3 sec-l)

= yater pollution returned to the river by the

P ,P, P
MTATT three consumers (1b/sec)

ZZVL = maximum amount of water allowed to flow from the
lake (ft3 sec'l), ZIWL is a function of the lake

level (see Appendix F for functional relationship)

MMN’AMN’IMN = the minimum wgter f}ow rate desired by the
consumers (ft- sec

PMXM PMX PMX = the maximum water pollution rate desired by
the consumers (1b sec™ ™)

MMX,AMX,IMX = the maximum w§ter flow rate desired by the
consumers (ft° sec-1)

K8 = permissible pollution level (1b per ft3 of water)

The model assumes that the water allocated to the consumers is taken
out of the river system at a point just below the dam, while the water
and pollution returned to the river by the consumers is emitted at this

same point, The water allocated to the city is used to satisfy municipal
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water demand for drinking water and sewage control, Industrial water
demand is used to satisfy the water needs of industry in the city, while
the water allocated for agriculture is used to irrigate crop land,
Water pollution emitted by the city and industry come from untreated
sewage and industry wastes, while the water pollution emitted by
agriculture comes from a feed lot near the city. The maximum amount
of water and maximum water pollution emission rates desired by the
consumers corresponds to the levels of consumption needed to satisfy
all of their needs, while the minimum amounts of water and minimum water
pollution emission rates desired by the consumers are the lowest level
of consumption which the consumers can use without being forced to shut
down completely., The average daily water consumption rates for the
consumers are determined by using the primal simplex algorithm that has
positive upper bounds on the basic variables to solve the water control
linear programming model once every twenty-four hours., The input parameters
needed by the model are the lake level, desired water consumption rates
for the consumers, and the desired water pollution emission rates of
the consumers. The desired water consumption rates and water pollution
emission rate for the city is a function of the total population of the
city, while these same rates for industry are a function of the industrial
activity in the city. The desired water consumption rate for agriculture
is a direct function of irrigation water demand while the desired water
pollution emission rate is a direct function of the number of cattle
in the feed lot,

The output from the linear programming model gives the daily

average water flow rates that are allocated for the three consumers and
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specified the amount of water to be released from the lake, The
model also specifies the water pollution emission rate allowed the

consumers and determines the river flow rate below the point where

water control model is utilized,

Interaction with the Ecosystem

The water control model interacts vwith the rest of the ecosystem
by using the following input parameters:

1) the lake level (IK)

2) PMXM, PMXI, MMX’ and IMX
) Ay

4) PMXA
The parameters in 1), 2), 3), and 4) are simulated by the hydrology

model, urban model, botany model and the zoology model respectively,

Air Pollution Control

The production level of factories that emit air pollution are opti-
mized using linear programming model that maximizes the factory produc-
tion subject to linear constraints that require the air pollution
concentration (gm/m3) to be below specified critical levels at the air
pollution monitoring points in the city, Figure 22 shows the location
of the factories and the air pollution monitoring points, The location
of the factories and the desired air pollution emission rates for each
factory are determined from the 1968 802 air pollution data from the
city of Houston, Texas (Report for Consultation on the Metropolitan
Houston-Galveston Interstate Air Quality Control Region, 1969). The

model assumes that the air pollution emission rate for a given factory
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is proportionate to the production rate of the factory, Thus, a

factory producing

at its peak production rate will be emitting air

pollution at its peak rate, The mathematical description of the linear

programming model

Maximize

where

is given below,

16
[Z=% P, K ]
1=1
P1 - Xin

"i" refers to the 16 factories emitting air pollution
"j" refers to the 10 air pollution monitoring points

Z = profit (dollars sec-l)

K. = profit parameter for the type of product produced
* by the ith factory (dollars per unit produced)
P. = the production rate of the products of the ith
* factory (number of units per sec)
X. = the number of production units per gram of pollution
' emitted by the ith factory (units/gm)
S.. = X; ./Q. value at the jth monitoring point caused by
ij i -3
the ith pollution source (sec m™~)
¥, = the air pollution concentration of the jth
] monitoring point caused by the ith factory (gm/m”)
Q. = the air pollution emission rate of the ith factory
1 (em/sec)
P?X = the maximum production level for the ith factory

(units/sec)
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PMX. = maximum allowable air pollution concentration

at the jth monitoring point (gm/m3)

The values of P?x are determined using the following equation:
Pt = (8 + MB + DI)/NIND) °F
where

NB = number of new businesses in the city (see
Urban model)

MB = number of mature businesses in the city (see
Urban model)

DI = number of declining industries in the city
(see Urban model)

NIND = the total number of industries at the beginning

of the simulation
P, = the desired production rate (# of units per sec)
of the ith factory at the beginning of the
simulation
The average daily production rate for each factory in the city is
determined by using the primal simplex algorithm to solve the air pollu-
tion control model once every twenty-four hours, The input values
needed to solve the model include the desired production levels of the
factories and the xij/Qi for each of the pollution monitoring points.,
The Xij/Qi values are determined from the air pollution model in the
atmospheric subroutine by using the predicted twenty-four hour average
wind speed and wind direction as input values for the air pollution
model, The technique used to solve for the Xij/Qi values is presented
in the description of the atmospheric submodel. The desired production
level of each of the factories is a direct function of the level of

industrial activity, which is determined by the industry submodel in
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the urban subroutine, The predicted production levels determined by
the air pollution control model are compared with P?N (P?N = the minimum
profitable production level for the ith factory) to determine if the
recommended production levels are less than the minimum profitable
production levels, If the predicted p;oduction level is less than f?N
then the production rate of the ith factory is set equal to zero,
Otherwise the production levels predicted by the air pollution control
model are not modified. The direct relationship between the production
level of a factory and the air pollution emission rates of a factory is
used to predict the twenty-four hour average air pollution emission

rate for each factory. These emission rates are used by the atmospheric

subroutine to predict the air pollution field in the urban area.

Interaction with the Ecosystem

The input parameters utilized by the air pollution control model
are listed below,
1) Xij/Qi
2) NB, MB, DI
The parameters in 1) are simulated by the atmospheric model while the

parameters in 2) are simulated by the urban model,

Range Management

The executive routine uses decision theory and simple constraints
to determine optimal range management actions for the range cattle herds.
The model is set up so that there are four possible management actions

which jnclude:
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1) keeping the cattle in their present grazing area
without supplying additional food,
2) keeping the cattle in their present grazing area
and providing all the food required for a month,

3) moving the cattle to a new grazing area,

4) moving the cattle to the feed lots,
The range management model uses daily and monthly time steps in formulat-
ing management policies, The total above ground biomass is checked
daily and the cattle are permitted to graze on the grass if there is
sufficient food (ABM < 50 gm/mz, ASD < 25 gm/mz, LIT < 25 gm/mz). 1f
there is insufficient grass the cattle are fed only cut grass until the
end of the month., If the grass becomes insufficient for grazing at any
time during a monthly period, then a decision must be made at the end
of the month either to keep the cattle on the grazing area or to move
the cattle elsewhere, Decision theory, using a cost matrix and climatology
matrix, determines which of these alternative actions is optimal
(least cost). The cost matrix relates the cost of each action to the
state of nature, which is the grass growing potential for the next
month, If the grass growing potential is very good for the next month,
then the least cost action is to keep the cattle in the present grazing
area, while with poor growing conditions the least cost action is to
move the cattle to another area, The climatology matrix relates the
grass growing potential for the next month (state of nature) to the
forecast wveragc soil moisture for the next month, This matrix demonstrates
that high values of soil moisture are related to good growing conditions

while low values are related to poor growing conditions, The forecast
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soil moisture for each month is determined by using the following

equation:
poy = {SMT + VSMIZ..(t) + SMT) (75)
where
FSM = forecast average soil moisture available for
evaporation
SMT = observed soil moisture available for evaporation
at the beginning of the month
VSML = the climatological change in soil moisture from

the beginning of the month to the end of the
month (function of time of year - see Appendix F)
The technique by which the cost matrix and the experimental matrix
are used to determine the optimal action is presented by Chernoff and
Moses (1959), 1If the decision is made to keep the cattle in the
present grazing area, then the cattle are fed stored forage for the
next month, A decision to move the cattle means that the cattle go
either to a new grazing area or to the feed lot., The cattle are moved
to a new grazing area if there is such an area where the total above ground
biomass is greater than 150 gm/mz. If none of the grazing areas satisfy
this condition then the cattle are moved to the feed lots. If the
yearling cattle are transferred to the feed lot before the yearling
cattle are scheduled to be born, then the model assumes that the unborn
cattle are born on the last day of the month that the cattle are in a
grazing field. Once the cattle are transferred to the feed lot, they are

not allowed to be returned to the grazing fields,

Interactions with the Ecosystem

The range management model interacts with the ecosystem by using
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SMT and the above ground biomass (ABM, ASD, and LIT) in the grazing
fields as input parameters, SMT is determined for the field where
the cattle are located by the hydrology model while ABM, ASD, and LIT

are determined by the botany model.



CHAPTER IV

TESTING THE MODEL

Validation and sensitivity analysis are the two techniques
used to test the urban-rural ecosystem model, Validation, which is a
simple comparison of simulated computer results with observed data sets,
is the most common technique used to test models, Deterministic models
attempt to reproduce observed data sets exactly, while stochastic models
produce data that reproduce certain statistical properties of observed
data, A sensitivity analysis demonstrates the response of the model to
variations in the parameters that control it, The results of a sensitiv-
ity analysis are used to provide a preliminary validation of models that
do not have sufficient observed data available. A more thorough discussion
of the attributes of sensitivity analysis and validation is presented in
Chapter II.

A thorough testing of the model would require that validation
procedures and sensitivity analysis be performed on the total ecosystem
model, This type of testing procedure is unfeasible because of 1) data
acquisition problems, 2) the immense amount of data required to perform
such a testing procedure, 3) the time needed to complete such a task,
and 4) the dubious value of performing a complete testing procedure on
the ecosystem model in its present state of development., A total eco-

system model of an urban-rural system would have to be expanded to
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include components not considered in the present ecosystem model
before a complete testing scheme would produce meaningful results. It
is interesting to note that a complete sensitivity analysis of the total
ecosystem would require that over 100 parameters be altered individually
to ascertain their effect upon the model,

Validation and semsitivity analysis are used to thoroughly test
selected segments of the ecosystem model. An important criterion in
the selection of segments of the model to be tested is the relative
availability of observed data, The testing procedure performed on the
model also demonstrates how the critical parameters in the different
subroutines influenced the evelution of the urban-rural ecosystem. A
list of the tests performed on the five main subroutines and the
executive routine are presented in this chapter, along with a summary
of the results, A more detailed discussion of the results of the
testing scheme and the figures and tables illustrating these results
are presented in Appendices A-F. A complete summary of the input data
used for the five main subroutinés and executive routine are also pre-

sented in the appendices,

Atmospheric Subroutine

The atmospheric subroutine used both stochastic and deterministic
modelling techniques to simulate daily observation of the atmospheric
parameters, A model that combines both stochastic and deterministic
modelling techniques is considered a stochastic model and is validated
by comparing statistical attributes of the model output with those of
observed data sets. 1In addition to the validation procedure, a sensitivity
analysis which demonstrates the effect of :he control parameters on the

model could also be performed.
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The testing scheme used on the atmospheric model is a validation pro-
cedure in which the data simulated from a fourteen-year run of the model
is used to determine the frequency distribution and average monthly values
for the parameters predicted by the model, These statistical attributes
for the simulated data are compared with the same statistical attributes
determined from observed climatological input data, Five years of daily
weather observation at Oklahoma City (1965 - 1970) and one year of NSSL
tower data (1967 - 1968) are used as the input climatological data for
the model, In addition to the validation procedure, a sensitivity of
the deterministic segments of the atmospheric subroutine is also run, The
sensitivity analysis is performed in order to provide a preliminary
validation of the deterministic segments., A more thorough validation
procedure is not performed on the deterministic segments of the atmos-
pheric model because of the lack of observed data sets,

Specifically, the wind direction, relative humidity and cloud
cover are tested by comparing the seasonal and yearly frequency distri-
butions generated from simulated data with the appropriate frequency
distributions derived from climatological data., The wind speed is
examined by determining the seasonal and yearly average values as a
function of wind direction for the simulated data andthat comparing
these average values of wind speed with those determined from climatolog-
ical data, The stochastic rainfall model is tested by comparing monthly
average number of rain days, monthly average rainfall, and the frequency
distribution of rainfall amounts with the appropriate statistics generated
from the climatological input data, The spatial distribution of rainfall
in the ecosystem is illustrated by comparing the average monthly rainfall
amounts for three of the grid points in the ecosystem, Monthly average

values for the maximum and minimum air temperature determined from the
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simulated data are compared with the average monthly maximum and
minimum air temperature at Oklahoma City (1931 - 1967). The results
of the above testing procedures indicate a favorable comparison between
the frequency distributions and average monthly values of the parameters
determined from the simulated data and those generated from the climatolog-
ical data,

The deterministic air pollution model, radiation balance model
and urban heat island wind are examined using sensitivity analysis. The
sensitivity of the air pollution model to various wind speeds and stability
classifications is demonstrated by changing these parameters and observing
the simulated air pollution fields, The sensitivity of the radiation
balance model to the twelve input parameters is ascertained by altering
each of the parameters separately and observing the effect upon the simu-
lated daily maximum and minimum air temperature, The urban heat island
effect is demonstrated by comparing the simulated air temperature at a
point in an urban area with the simulated air temperature at a poigt in
a rural area, The sensitivity of the urban-rural temperature difference
to cloud cover, wind speed and time of year are also demonstrated, The
sensitivity of the urban heat island wind model is shown by changing the
urban minus rural temperature difference and observing the wind fields
produced by these variationms.

In general, the results of the sensitivity analysis demonstrate
that submodels of the atmosphere routine respond to variation of the

driving parameters in a manner consistent with subjective judgement,

Hydrology Model

Hydrology model uses deterministic modeling techniques to simulate

the hydrologic response to the driving atmospheric parameters, The valida-
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tion of such a deterministic model can be achieved by driving the
model with an observed time series of atmospheric parameters and then
comparing the simulated time series of hydrology parameters with the
observed time series of hydrology parameters that correspond to the
driving atmospheric time series, Another technique for validation would
be to drive the hydrology model with a stochastic atmospheric simulation
model that uses climatological data from a particular area as input data
and then compare the statistical attributes of the simulated time series
of hydrology parameters with the statistical attributes of an observed
time series of hydrology parameters. The observed time series of
hydrology parameters would have to be observed at a point where the
climatological input data for the atmospheric simulation model is
observed, In addition to the above validation procedures, a sensitivity
analysis of the model could also be performed. Neither of the two
validation schemes are used because of data acquisition problems, A
sensitivity analysis is not performed because the farily simple mathe-
matical representations used in the model would cause the results of a
sensitivity analysis to be trivial and inherently obvious.

The hydrology model is tested by demonstrating its ability to sim-
ulate a reasonable hydrologic response to the driving atmospheric para-
meters, This is accomplished by using the data generated from a l4-year
simulation of the atmospheric and hydrology models to calculate average
monthly values for the hydrology parameters, These average values are
compared with the average values for the atmospheric parameters, 'The
hydrology parameters tested in this manner include:

soil moisture (0-6, 0-24, 25-48 in)

soil water drainage
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storm runoff

potential evapotranspiration

actual evaporation

lake evaporation

river flow
A 30-day time sequence manifesting the response of the soil moisture,
evaporation rate and river flow to rzinfall in ecosystem is also demon-
strated, The effect of soil characteristics upon storm runoff is illus-
trated by calculating the average monthly runoff for several points in
the ecosystem that have different runoff characteristics, The results of

the testing procedure for the hydrology model indicate that the hydrologic

parameters respond to the driving atmospheric parameters in a consistent

manner,

Urban Model

The urban model could be tested by performing a validation
procedure and a sensitivity analysis on the model. The validation
procedure is not run on the model because of data acquisition problems
and the fact that the model needs to be expanded before the results of
a validation procedure would be meaningful. A type of sensitivity
analysis is performed on the model., This testing scheme demonstrates
the response of the model to its four primary driving mechanisms which
include boundary movement, population dynamics, industrial development
and suburb dynamics. This is accomplished by performing a series of 15-
year computer simulations of the urban model in which the éarameters
that control the driving mechanisms are altered individually, The
effects of changing the control parameters are demonstrated by showing

the influence of the parameters upon the evolution of the city and
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suburb boundaries, population density of the city, industrial develop-
ment of the city, and the frequency distributions of the attributes
associated with each suburb. The 1960 census data for the U.S. and
Houston, Texas is used to specify the initial values assigned to the
parameters in the urban model. A complete listing of the initial condi=
tions of the model and the conditional probability relationships used

in the model are presented in Appendix C.

Specifically, the boundary movement is examined by varying the
parameters which define the boundary stress and by changing the critical
boundary stress values that determine when boundary movement will occur.

In particular, the effect of altering the race parameter in the boundary
stress equation and increasing the critical boundary stress values are
illustrated. The population dynamics is tested by varying the influence

of the parameters which define the livability of the suburbs and influence

the two mechanisms (diffusion and discontinuous movement) by which a
“'statistical man" can move within the city. The testing procedure demonstrates
the effect of altering the air pollution and population density terms in

the livability gradient equation, and the parameter which controls the per-
centage of people who move either by discontinuous or diffusion moving
techniques. Industrial development is examined by changing the rate para-
meters that control the growth of industrial activity within the urban area.
In particular, the effect of both increasing and decreasing the rate of growth
of new industries is shown. Suburb dynamics is tested by changing the rate
parameters that control the housing distribution and the attributes of the
inhabitants of the suburbs. The effect of modifying the rate parameter

which increases the educational level of the people and the effect of

increasing the construction rate of new houses are both demonstrated in
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the testing scheme. The results of the testing procedure for the
urban model indicate the modelling mechanisms and control parameters
considered by the model are very useful in simulation of the dynamics

of an urban area,

Botany Model

Validation and sensitivity analysis are both used to test the
deterministic botany model, The validation procedure compares a simulated
time series of the primary state variables (ABM, BBM, LIT, and SD) with
the 1970 warm season biomass data for the IBP Osage site (Risser, 1971).
The sensitivity of the botany model to soil moisture, soil and air
temperature, wind speed and solar radiation is demonstrated by a numerical
experiment which ran the botany model for a series of one-year simulations
that utilize different data sets for the listed driving variables, The
effect of the overall ecosystem on the botany model is shown in a two-
year computer simulation in which the botany model is run with the
overall ecosystem, The results of this simulation are illustrated by
a time series of ABM, LIT and SD for four warm season grass fields, The
first field is irrigated and not grazed, the second is permitted to
grow without any modifications, while the last two are grazed by cattle,
A ten-year computer simulation of the botany model is run in order to
determine the monthly average values‘of the primary state variables for
the four grass fields, The results of the validating scheme and sensi-
tivity analysis provide a preliminary validation of the warm season grass
botany model, An even longer time series of observed data is desirable

to provide a more convincing validation.
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Zoology Model

Validation and sensitivity analysis techniques could be used
to test the zoology model., A validation scheme is not used because of
data acquisition problems and the fact that the model is not sufficiently
developed to justify the use of normal validation techniques, A type of
sensitivity analysis is used to demonstrate the response of the model to
the input variables, The results from a four-year simulation of the total
ecosystem model is used to indicate the responses of the model to the
input variables, The evolution of the zoology model is illustrated by
a time series of 1) the number of grazing and feed lot cattle, 2) the
average weight of grazing and feed lot cattle, and 3) the available
grazing grass. The effect of different range management policy decisions
are also demonstrated by this time series, A ten-year computer simulation
of the zoology model is used to determine the average monthly values of
the number of grazing and feed lot cattle and the average monthly weight
of the grazing and feed lot cattle., The results of this testing method
indicate that the zoology model responds to the input parameters in a

reasonable manner,

Executive Model

The executive model is organized to control the interactions
between the five primary submodels and to optimize resource management.,
This type of model is not validated by comparing observed data sets with
simulated data sets because the model is intended to be used to demon-
strate the effect of different management strategies on the evolution
of the ecosystem, The model is tested by running a sensitivity analysis

on the three primary submodels of the executive model and by showing the
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influence these submodels have on the overall ecosystem,

The sensitivity of the air pollution control model to wind
direction, maximum air pollution level permitted at the monitoring
points, and the objective function coefficients (coefficients indicate
the relative importance of the different factories) is demonstrated by
altering these parameters separately and observing their influence upon
the optimal production level permitted by the air pollution control model.
h two-year computer simulation in which the air pollution model is
run in conjunction with the air pollution control model is used to
determine the average mounthly production level of the urban factory
complex and the average annual air pollution field for the urban area.

A comparison of the average annual air pollution conceantrations for
controlled and uncontrolled air pollution emission rates is also pre-
sented.

The sensitivity of the water control model to the objective
function coefficients and the maximum amount of water permitted to
flow out of the lake (WFD) is illustrated by changing these parameters
separately and observing their influence upon the amount of water
allocated to the consumers (City, Industry, and Agriculture) and the
water pollution emission rates allowed. A ten-year time simulation of
the overall computer model is used to determine average monthly values
of water allocated to the various consumers, average monthly values of
the ratio of the water received by the consumers to the water desired
by the consumers, and a similar ratio of water pollution allowed for
agriculture to the water pollution emission rate desired by agriculture.
The average values of the above parameters are compared with the monthly

average lake level. A ten-year trend in the average annual water consump-
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tion by the consumers and the average annual ratio of water consump-
tion to water demand are also presented.

The sensitivity of decision theory aspect of the range manage-
ment model to the cost and climatology matrices is demonstrated by
altering the cost and climatology matrices and observing the changes
in the optimal management strategies, A ten-year computer time
series in which the zoology model is controlled by the range management
model is used to demonstrate the evolution of range management policy
decisions.,

The results of the testing procedure for the three submodels
of the executive model illustrate the potential of the executive model

for controlling the evolutioa of the ecosystem and optimizing the use

of the resources in the systenm,




CHAPTER V
SUMIARY

A balanced ecosystem model that considers the interactions of a
representative selection of the major components of an urban-rural
ecosystem was developed. The ecosystem model was organized to simulate
the evolution of an urban-rural ecosystem for periods of time up to
25 years. The model is intended to be used to determine the comsequences
of alternative management decision upon the urban-rural ecosystem and is
specifically designed to be useful in studying a variety of real world
problems associated with this ecosystem.

After developing the model a testing procedure was performed on
the model in order to provide a preliminary validation. Validation and
sensitivity analysis were used to thoroughly test selected segments of
the model, while the other segments were tested by demonstrating the
manner in which critical parameters in these segments influence the
evolution of the ecosystem. Validation and sensitivity analysis were
used to test the different parts of the atmospheric submodel. Results
showed that this submodel could be used successfully to simulate time
series of daily weather observation and to study some of the characteris-
tics of the urban-rural heat island phenomena. The other submodels in
the ecosystem were tested by demonstrating the responses of the submodels
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to the input parameters. Results showed that the submodels responded
to the input parameters in a consistent manner. The interactions among
the different components of the ecosystem were demonstrated by illustrating
the computer output for different case studies. A complete validation
of the total system model was not performed because of data acquisition
problems and the immense amount of data required to perform such a
testing procedure.

In the process of developing the ecosystem model, a variety of
modelling problems developed. Two of these were determining which
components should be considered in the ecosystem and balancing the
representation of the ecosystem so that the different systems have
comparable levels of complexity. The decision to use the components
considered was based upon the apparent representativeness of the different
components and the level of complexity desired for the overall ecosystem.
Determining which modelling techniques should be used to represent the
pheonomena observed in the ecosystems was also a problem. The results
of this project demonstrated that a variety of techniques were needed
to represent the different components in the urban-rural ecosystem.

In particular, this model demonstrated how stochastic processes can be
used to represent social systems and how linear programming can be used
to optimize resource management.

The ecosystem model was designed for utilization by urban-rural
- areas and federal agencies such as HUD, HEW, and EPA. A city could
use it to determine the effect of specific management decisions upon
the evolution of the city and its surrounding area. Federal agencies

(HUD, HEW, and EPA) could use the model to determine the effect of
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their policy decisions upon particular urban areas. For example,
EPA could determine the effect of enforcing air and water pollution
laws upon the economy of different urban areas in the country. This
is a relevant problem since blanket enforcement of air and water
pollution standards throughout the country will cause economic in-
equities. These inequities are associated with the fact that the
ability of the atmosphere to diffuse air pollution varies significantly
from one area to another, and the fact that the amount of water
available for diluting water pollution varies significantly from one
local to another.

The influence of man upon the evolution of the urban-rural ecosystem
is one of the most important facts demonstrated by this computer model.
Results of a ten vear simulation of the ecosystem model (see Appendix F)
illustrated the dramatic influence that man's decisions have upon the
evolution of the ecosystem. In particular, the simulation demonstrated
the effect of man upon the water flow in ecosystems and the dependence
of man upon availability of an adequate water supply. These results
and the process of developing the model have demonstrated that the
predictive value of the results from this model is limited by the
uncertainty about man's actions in the future and that realistic models
of the biological and geophysical aspects of the ecosystem can be
developed. The development of management models that use realistic
geophysical and biological subsections is desirable since they can be
used to simulate the effect of man's possible actions on the evolution
of the ecosystem. Results from this type of endeavor should be used

to guide mankind in planning future activity. This is necessary since
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mankind has the ability to significantly modify his natural environment.
It is particularly important in the light of recent evidence which
indicates potential disaster for man if he fails to change his present
living style within the next 50 years (Forester, 1971; Watt, 1971).

I believe that the use of management models such as the one presented
in this paper is essential in order for man to avoid potential disaster
associated with his modification of the natural environment and his

rapid consumption of natural resources.
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APPENDIX A

RESULTS OF THE TESTING SCHEME PERFORMED

ON THE ATMOSPHERIC MODEL

This section will present the results of the procedure used to
test the atmospheric model. Sensitivity analysis and the comparison of
observed data with simulated computer results are the two techniques
used to test the model, The results from a l4-year simulation of the
atmospheric model are used to generate frequency distributions and
average monthly values of the atmospheric parameters which are compared
with appropriate statistics calculated from a five year time series
(1965-1969) of daily weather observation at Oklahoma City. A fairly
long time series of simulated data are used to improve the probability
that statistical attributes calculated from the simulated time series
would be representative of the long-term statistical attributes of the
parameters simulated by the models, A comparison of the statistical
attributes calculated from the simulated and observed data should
indicate that there is little difference between them since the observed
data are used to calculate the climatalogical input data for the simula-
tion model, The sensitivity analysis demonstrates the response of the
radiation balance model, air pollution model and the urban heat island
vind model to variations in the parameters that influence them. A

complete summary of the climatological data used in the model is presented
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in Tables 5-12, The data presented in Tables 7-12 are determined by
statistically analyzing the five year time series of daily observations
at Oklahoma City (1965-1969), The data are subjectively modified in
cases where there were insufficient data to justify some of the results
indicated by the statistical analysis. The utiiization of subjective
analysis to determine data presented in the tables is indicated by a
"#" in the upper right hand corner of the numbers, The significance
of the frequency distribution presented in the tables is indicated by
the number of observations that are used to calculate each frequency.
The superscript in the upper right hand corner of each frequency or
average value gives the number of observations used to calculate the
frequency or average value, Most of the numbers presented in the
tables are calculated using a significant number of observatioms

(30 or greater), however, some of them are calculated using only omne
or two observations., The data for the 1000 ft. average monthly air
temperature and relative humidity (Table 5) are determined by using
the 10-year climatalogical mean value for Oklahoma City (Upper Air
Climatology of the US, 1957), while the average monthly 12-inch soil
temperature (Table 5) is determined by subjectively modifying the
average 12-inch soil temperatures observed in North Dakota., The
average hourly surface and 1000 ft. wind speed are presented as a
function of the average daily wind speed in Table 6, Table 6 is
determined by comparing one year June 1966-May 1967) of the National
Severe Storms Laboratory's hourly tower data (Crawford, 1970) with
the daily average wind speed observed at Oklahoma City. The numbers

in the far right hand column are the number of observations that are



TABLE 5
AVERAGE MONTHLY VALUES OF THE 12-INCH SOIL TEMPERATURE
AND

THE 1000 FT. AIR TEMPERATURE AND RELATIVE HUMIDITY

PARAMETERS

[
I+
I=
1>
=
"
{
1>
ln
o
i=2
o

1000 ft Air Temperature1(°C) 4.5 5.6 7.8 13.4 17.3 22,7 24,5 25,0 21.0 16.4 8.8 5.8
1000 ft Relative Humidityz(%) 55 53 54 55 64 61 59 54 51 51 50 48

12-inch Soil Temperature3(°F) 29 34 42 50 58 68 71 74 69 56 44 34

1Average monthly 1000 ft air temperature observed at Oklahoma City (Upper Air Climatology of the US, 1957).
2Average monthly 1000 ft relative humidity observed at Oklahoma City (Upper Air Climatology of the US, 1957).

3Average monthly 12-inch soil temperature estimated from Whitman's (1969) soil temperature data,

9%
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TABLE 6

AVERAGE HOURLY SURFACE AND 1000 FT WIND SPEEDS (KT) AS A FUNCTION

DAILY WIND SPEED AND THE TIME OF DAYl (LST)

OF AVERAGE

Average
gi;éy TIME(Local Standard Time)
Speed 00 1 2 3 4 5 6 I 8 9 10 1l 1L
1000 ft average 0-5 12 12 12 11 9 9 10 10 9 9 9 7 6
wind speed for 5,1-10 15 15 14 15 14 15 15 15 15 15 1& 12 10
Nov,,Dec,,Jan,, 10,1-15 26 27 26 27 28 28 28 28 27 26 26 23 21
and Feb, 15,1-20 31 32 32 32 32 31 30 30 28 26 22 19 19
20 35 35 34 33 33 34 35 36 34 33 32 30 29
1000 ft average 0-5 12 13 14 13 11 10 10 11 11 9 8 5 7
wind speed for 5,1-10 21 21 20 20 20 19 20 19 18 12 11 10 10
Mar.,Apr.,May, 10.1-15 26 27 27 27 26 25 25 24 23 18 18 15 15
and June 15,1-20 35 35 33 31 30 31 32 33 31 28 25 23 23
20 47 44 44 L0 45 27 30 36 39 37 35 32 35
1000 ft average 0-5 11 11 109 8 9 8 8 7 7 13 S 5
wind speed for 5,1-10 18 18 18 18 18 18 17 16 15 12 10 9 10
July,Aug,.,Sept.,10,1-15 29 29 29 29 27 27 26 24 21 19 16 15 15
and October 15,1-20 34 32 34 32 33 32 29 27 26 24 18 18 18
20 41 35 35 41 38 38 41 38 36 30 25 25 30
Average surface 0-5 3 3 3 3 3 2 2 2 2 3 4 5 5
wind speed for 5,1-10 5 5 4 & & &4 5 & 7 6 7 7 9
Nov,,Dec.,Jan., 10,1-15 9 9 9 9 9 9 10 11 10 12 13 13 13
and Feb, 15,1-20 11 12 13 13 14 13 13 12 13 14 18 18 15
20 18 17 17 16 18 18 19 18 17 19 20 19 19
Average surface 0-5 2 1 1 1 1 3 2 1 3 3 &4 3 4
wind speed for 5,1-10 4 3 3 3 3 3 3 4 5 5 9 6 6
Mar,,Apr,,May, 10,1-15 7 7 7 1 1 71 7 7 9 9 9 10 10
and June 15,1-20 16 15 15 15 15 15 16 17 15 15 22 15 14
20 20 18 17 17 17 14 15 14 20 17 17 21 18
Average surface 0-5 3 3 2 3 2 2 3 4 &4 4 4 3 4
wind speed for 5,1-10 5 4 5 5 4 4 5 5 6 6 7 6 7
July,Aug.,Sept,.,10,1-15 8 8 8 8 7 7 8 8 10 11 12 12 12
and October 10.1-20 12 12 11 12 11 11 11 12 13 14 11 13 12
20 14 10 10 17 16 17 20 16 18 19 17 19 21




TABLE 6 continued
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Average No. of
3?;3" TIME (Local Standard Time) ‘t"i’zi’;va'
Speed 13 14 15 16 17 18 19 20 21 22 23 Used
1000 ft average 0-5 5 6 67 7 8 9 10 12 13 13 7
wind speed for 5.,1-10 11 13 13 14 11 12 14 15 16 18 18 48
Nov.,Dec.,Jan,, 10,1-15 22 19 21 20 20 22 24 26 27 28 27 37
and Feb, 15,1-20 23 23 23 24 246 24 24 24 25 25 25 24
20 29 32 42 44 28 31 30 32 21 30 28 5
1000 ft average 0-5 7 7 6 7 8 9 12 13 14 16 18 2
wind speed for 5,1-10 13 12 14 11 10 11 12 14 16 18 19 35
Mar, ,Apr.,May, 10,1-15 16 16 17 16 17 19 20 22 25 27 27 61
and June 15,1-20 24 23 24 27 25 26 27 29 31 32 32 24
20 31 29 33 29 30 32 34 36 41 39 38 1
1000 ft average 0-5 5 5 6 6 7 7 7 9 9 11 12 9
wind speed for 5.,1-10 10 12 11 11 13 13 14 16 17 18 19 79
July,Aug.,Sept.,10,1-15 15 16 16 16 17 18 19 21 23 24 24 29
and October 15,1-20 1y 17 23 22 246 21 29 32 33 32 32 3
20 36 37 36 33 37 38 41 40 39 44 29 1
Average surface 0-5 4 5 4 5 3 2 2 2 3 4 4 7
wind speed for 5.1-10 9 7 7 9 6 5 5 4 4 5 5 48
Nov.,Dec.,Jan,, 10,1-15 14 13 13 13 11 9 9 9 10 11 10 37
and Feb. 15,1-20 16 16 15 15 14 12 10 10 10 9 9 24
20 21 21 20 19 16 15 12 11 11 12 12 5
Average surface 0-5 4 & 4 4 4 4 3 2 2 3 2 2
wind speed for 5.1-10 6 6 9 6 5 5 3 3 3 3 3 35
Mar,,Apr,,May, 10,1-15 11 10 10 10 9 8 7 8 7 7 7 61
and June 15,1-20 16 19 18 18 14 16 14 14 14 14 15 24
20 22 21 21 19 18 17 15 18 17 16 15 1
Average surface 0-5 4 & 4 4 4 3 3 2 2 3 3 9
wind speed for 5,1-10 8 10 8 9 7 6 5 5 5 5 5 79
July,Aug.,Sept,,10,1-15 12 11 12 11 11 9 8 7 7 6 7 29
and October 15,120 14 11 16 14 12 9 10 9 11 11 10 39
20 26 27 19 20 23 24 22 22 23 26 16 1

1The average hourly wind

with the daily average wind speeds observed at Oklahoma City.

speeds are determined by comparing one year
(June 1966 - May 1967) of NSSL's hourly tower data (Crawford, 1970)




TABLE 7

FREQUENCY DISTRIBUTIONS FOR THE DAILY AVERAGE WIND SPEED1 AS A FUNCTION OF
OBSERVED TWENTY-FOUR HOUR AVERAGE WIND DIRECTION

Average

Daily Wind WIND SPEED (MPH)

Direction 0 -5 5.1-10 10.,1-15 15.1-20 > 20
345-75 .05110 .3580 .410%0 16432 .0513
76-155 .119%0 .571%8 .285%4 .o12? .o12®
Nov. - Feb.  156-205 .043° .289°0 .478°° .17436 .0143
206-275 .106’ .409%7 .303%0 .136° .0453
276-345 .054° .30934 .400™* .20%2 .036"
345-75 .016> .273°0 49771 .18033 .022°
76-155 .048° .362%4° 46778 11214 .00
Mar. - June  156-205 .024° .14236 674120 .33582 .024°
206-275 .053 .250%7 .516°1 .1507 .0332
276-345 .056> .321%7 .33928 .150° .1327
345-75 .051° .431°° .431°° .068° 0172
76-155 11218 . 54480 .285%2 .040°8 .007%
July - Oct.  156-205 .022° .333%0 .551149 .0882% .003"
206-275 .0582 L4t 46b .029% 029"
276-345 145’ .312%3 .375%8 .125° .0412

1The frequency distributions are calculated by using five years of daily weather observations at Oklahoma City (1965-19

1O'I‘he number in the upper right hand corner of each frequency is the number of observations used to calculate the
frequency.

4+
The symbol means that the indicated frequency of wind speed is estimated subjectively.



TABLE 8

WIND DIRECTION TRANSITION MATRIX FOR THE AVERAGE DAILY WIND DIRECTION AS A FUNCTION OF TIME OF YEAR1

NnNrT

Average Wind Direction at time t + 24 Hours
Daily Wind
Direction
At Time = ¢ 345-75 76-155 156-205 206-275 276-345
345-75 .370"% .170% .250°° 06613 .128%°
76-155 27723 .253%1 .289%4 048" 14412
Nov. - Feb.  156-205 .241°9 L0531 .429%9 .125%6 .1402°
206-275 .303%0 .060" .318%1 .106’ 2121
276-345 .25428 .109%2 .209%3 L1456 .2723°
345-75 .453%3 22451 .158%° .o71%3 .00g'8
76-155 .178%2 .29236 .455°0 .0243 .048°
Mar. - June  156-205 17344 .098%° 57748 .098%° .036°
206-275 .366%2 21613 183! .1167 1138
276-345 2262 .150° .207t L2262 L2262
345-75 .370"3 .2933% .181%% .043° .08%°
76-155 08913 50073 .342°0 0418 .027%
July - Oct.  156-205 . 14940 .118%2 64674 o483 .056%
206-275 .29410 .088> .35212 .0582 .176°
276-345 .208° .083% .25012 .166° .270%3

1The wind direction transition probabilities are calculated by using a five year time series of daily weather

observations at Qklahoma City (1965-1969).

74The numbers in the upper right hand corner of each probability is the number of observations used to

calculate the probability,



TABLE 9
FREQUENCY DISTRIBUTIONS OF THE AVERAGE DAILY RELATIVE HUMIDITY1 AS A FUNCTION OF
THE OBSERVED DAILY AVERAGE WIND DIRECTION AND THE TIME OF YEAR

RELATIVE HUMIDITY (%)

Average
Daily Wind 0-20 21-40 51-60 61-80 81-100
Direction
345-75 .00s" .030° .326%4 27473 .265°2
76-155 .o11? o1’ .321%7 .356°° .297%°
Nov. = Feb.,  156-205 004" .076%8 .39482 34672 .178°7
206-275 o1at .1198 44730 .208%0 .1198
275-345 .009" .054° 44140 .387%3 .108}2
345-75 005" 0438 .315°8 45654 .17933
76-155 .008" 008" .2822> .556%7 .14518
Mar. - June  156-205 004" .039%9 .381%7 .523133 05113
206-275 016" .147° .508°1 ,29518 .0322
276-345 009" .481° L4812 24013 .092>
345-75 .008" .025° 42770 .470°° .008%
76-155 .o11? .o11% .445%° 47570 .119%0
July - Oct.  136-205 .o04® 04412 .551149 .37100 .038
206-276 027" 027" .675%° .243° 027"
i 276-345 020" .061° 4282t 42821 .016°

The frequency distributions of relative humidity are calculated by

weather observations at Oklahoma City (1965-1969).

6

i

The number in the upper right hand corner of each frequency is the
the frequency.

The symbol means that the indicated frequency of relative humidity is estimated subjectively.

using a five-year time series of daily

number of observations used to calculate



TABLE 10
THE FREQUENCY DISTRIBUTIONS OF DAILY AVERAGE CLOUD COVER1
AS A FUNCTION OF THE DAILY AVERAGE WIND DIRECTION AND RELATIVE HUMIDITY

Relative Cloud Cover (%)
Humidity
(%) 0-20 21-40 41-60 61-80 81-100
0-20 62510 .1875° .063" 063" 063"
# 6 2 4 4
Wind 21"'40 '058 .352 9117 0235 ‘235
Direction 41-60 .37264 ‘13323 .18632 °12822 .1831
(345-75) 28 17 30 38 99
61“80 0132 5080 .141 0179 0466
81-100 .o10” 010" .o10" .063° .905%0
0-20 62510 .187° 063" 063" .063"
Wind 21~40 .500° .200% .07 .10" 10"
Direction 41.-60 028336 .17322 °1‘}919 °16521 .22829
(76-155) 12 15 25 38 79
61-80 071 .088" 147 .225 468
81-100 Lo18" .o18" Jo18" .o18" ,928°1
0-20 62510 .1875° 063" 063" .063"
Wind 21-40 .52620 .105% .131° .105% .131°
Direction 41-60 °42()1‘*0 .19564 .12541 .103%% .149%49
(156-205) 42 47 46 67 103
61-80 137 2154 .150 .219 .337
81-100 Jo1e” .o16" 0322 .133°8 .800™*8




Table 10 continued

0-20 21-40 41-60 61-80 81-100
0-20 .62510 .187° 063" 063" 063"
9 4 3 2 #
Wind 21-40 473 .210 .157 .105 011
Direction 41-60 46540 12811 16214 .069° L1741
(206-275) 13 9 10 6 9
61-80 .276 .191 212 .126 .191
81-100 090" .090" .180% 272> .363%
0-20 .62510 .187° 063" .063" 063"
Wind 21-40 6111t 1t 1t .11 L0557
D;§§°gzg§ 41-60 .625%0 15622 .062° 10410 .052°
(276~ 17 11 17 13 17
61-~-80 .220 o142 «202 .168 <202
3
81-100 245" 045" Lo4st .090% 7737

lThe frequency distributions of cloud cover are calculated by using a five-year time series of daily
weather observations at Oklahoma City (1965-1969),

10The number in the upper right hand cornex of each frequency is the number of observations used to
calculate the frequency.

#The symbol means that the indicated frequency of cloud cover are estimated subjectively.

~ry



TABLE 11
1

THE PROBABILITY FOR RAINFALL™ AS A FUNCTION OF THE OCCURRENCE OR
NON~OCCURRENCE OF RAINFALL ON THE PREVIOUS DAY, THE OBSERVED AVERAGE

DAILY RELATIVE HUMIDITY AND THE TIME OF YEAR

Average
Daily
Relative
Humidity Nov, Dec, Jan, Feb Mar, Apr, May, Jun Jul, Aug, Sep, Oct
% No~-Rain Rain No~Rain Rain No-Rain Rain
E/

0-20 001" 002" .o01” 002" .oo1” .002"
21-40 .028} .038" .009” o018 L0561 078"
41-60 .025° .1332 0480 .162° .071%0 .167°
61-80 .130%° .196° .201% .381°7 .297%° .378%%
81-100 5061 .58551 76723 .82834 7213 .99911

1The probability for rainfall is calculated by using a five-year time series of daily weather observations

at Oklahoma City (1965-1969).

6'I‘he number in the upper right hand corner of the rainfall probabilities is the number of observations
used to calculate the probability,

#The sumbol means that the rainfall probability is estimated subjectively,

HCT



AVERAGE DAILY RAINFALL1

TABLE 12

(INCHES) FOR RAINDAYS AS FUNCTIONS OF AVERAGE

DAILY WIND DIRECTION AND RELATIVE HUMIDITY AND THE TIME OF YEAR

Average
Daily Wind Average Daily Relative Humidity (%)

Direction 0-20 21-40 41-60 61-80 81-100

345-75 .o1* 01" .02t 27% .18%0

76-155 o1? .o1? A 25" 2791t

Nov. - Feb.,  156-205 .o1f .o7" .00t .col3 . 24236
206-275 01" .o1? .o1” .06’ .250°

276-345 .o1” .o1” 02" .244° .170%°

345-75 .o1? .o1* 127 .38’ 4823

76-155 .o1? .o1? 216" .3s50% .765°

Mar. - June  156-205 .o1? 057" .32% .33’ 66423
206-276 .o1¥ .o1? .0752 .25’ .350%°

276-345 .o1” or” .075" .25° .350°

345-75 .o1* .o1? 12" .40 45t
76-155 .o1? .o1? 228" .48t .620%1
July - Oct,  156-205 o1 08" 104" .301%2 .620°3
206-276 .o1* .o1” .090" 77 .1908

276-345 .o1? .o1” 075" .50> .600°

1
obsexrvations at Oklahoma City (1965-1969).

The average daily rainfall for raindays is calculated by using a five-year time series of daily weather

4The number in the upper right hand corner of each of the average daily rainfall amounts is the number of

observations used to calculate the value,

it

The symbol indicates that the average daily rainfall amount: is estimated subjectively,

cre
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used in calculating the average wind speed values presented in each
of the rows of the table. The air pollution field for the l4-year
simulation is set equal to 8 pg/m3, however, the occurance or non-
occurance of rainfall is simulated with the assumption that high air
pollution (greater than 40 ug/m3) values exist in ecosystem,

The comparison of the observed and simulated wind direction
frequency distribution (Figure 23)is satisfactory. Both the simulated
and observed frequency distributions show that wind directions from
120 to 200 are the most probable, The observed and simulated average
wind speed as a function of wind direction is shown in Figure 24, The
results show a favorable comparison; however, observed average wind
speeds are generally lower than the simulated average wind speeds.
This is because the frequency distributions used to predict the wind
speed in the model are modified to take into account the fact that the
wind speed for the five years of observed data used as input data for
the model is below the long term average for wind speed at QOklahoma City.
Some of these important features indicated by Figure 24 are that
average wind speed is greatest in the spring months (April, May, and
June), lowest during the fall (October, November and December) months
and that the average wind speed is greatest for wind directions from
south (140-200) and north (300-370).

The comparisons of the observed and simulated frequency distri-
butions of cloud cover and relative humidity are shown in Figures 25
and 26, Inspections of the cloud cover frequency distribution show that
the observed and simulated frequency distributions compare favorably.

The "student t" test (Panofsky, 1965) is used to determine if the
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Fig. 23+ Frequency distribution of wind direction for January,

February, and March (a); April, May and June (b);

July, August, and September (c); October, November, and
December (d); and the annual frequency distribution (e)
are presented in this figure. The average number of
observations used to calculate the probability for
the 18 wind direction class intervals in (a), (b). (o),
and (d) is equal to 25 for the observed data and 75 for
the simulated data. Similarly, in graph (e), the average
number of observations for the observed data is 100 and
280 for simulated data.
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Fig. 24. The average wind speed as a function of wind direction for

January, February, and March (a); April, May, and June (b);
July, August, and September (c): October, November, and
December (d): and Januaryv through December (e) are presented
in this figure. The average number of observations used to
calculate the average wind speed for the 18 wind direction
class intervals “n (a), (b). (c), and (d) is equal to 25 for
the observed data and 70 for the simulated data. Similarly,
in granh (e), the average number of observations for the
observed data is 100 and 280 for the s‘mulated data,
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Fig. 25, Frequency distributions of cloud cover for Jan., Feb.,
and Mar. (a); Apr., May, and June (b) July, Aug., and
Sep. (c); Oct., Nov., and Dec. (d); and the annual fre-
guency distribution (e) are presented in this figure.
The average number of observations used to calculate
the probabilities in the 10 class intervals of cloud cover
in (a), (b), (c¢), and (d) is 45 for the observed data and
126 for the simulated data. In graph (e) the average
number is 180 for the observed data and 504 for the
simulated data.
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Frequency distributions of relative humidity for Januery,
February, and March (a); April, May and June (b); July,
August, and September (c); October, November, and December
(d); and the annual frequency distribution (e) are illus-
trated in this figure. The average number of observatious
used to calculate the probabilities in the 10 class intervals
of relative humidity in (a), (b), (c¢), and (d) is 45 for

the observed data and 126 for the simulated data. In graph
(e) the average number is 180 for the observed data and

504 for the simulated data.
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difference between the observed and simulated probabilities for the
cloud cover class intervals are significant. The combined results
form graphs (a), (b), (¢), (d), and (e) in Figure 25 show that there
is a significant difference (values are outside the 95% confidence
limits) between the observed and simulated probabilities for the
cloud cover class intervals in 10 of the 50 different comparisons that
are tested, The observed discrepancy is most likely attributed to the
fact that a large number of the probabilities in the frequency distri-
bution used as input data for the simulation model are subjectively
estimated because of insufficient data (see Table 11), Both the observed
and simulated frequency distributions indicate that the winter, fall
and spring months have higher probabilities for cloud cover greater
than 70%. The observed and simulated frequency distributions for
relative humidity (Figure 26 compared very favorably, They both
showed that the winter and spring months have higher relative humidity
than the summer and fall months, while the relative humidity from
45 to 75% have the highest probability of occurrence,

The rainfall model is tested by considering the spatial distri-
bution of rainfall in the ecosystem and by ccmparing statistical
attributes of the rainfall at a particular point in the ecosystem
(this point represents the rainfall at Oklahoma City) with the statistical
attributes derived from observed data at Oklahoma City. The model is
set up to simulate rainfall in the ecosystem such that the annual
average rainfall amounts will increase from the northwest to the south-
east across the ecosystem. Two techniques are used to simulate the

rainfall distribution in the ecosystem. The frontal rain mechanism
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distributes rainfall across the ecosystem using a poisson distribution
while, the convective shower mechanism distributes rainfall across the
ecosystem by using randomly placed "unit area storms." A typical type
of pattern for both of these types of rainfall is presented in Figure 27,
The spatial distribution of rainfall is demonstrated in Figure 28 which
shows the average monthly values for three points in the ecosystem
(southeast, central and northwest), The results show that average
monthly rainfall is least in the northwest and greatest in the southeast,
The only discrepancy in this figure is that during the months of July
and August, the rainfall is lower at the point in the central section
than it is in the northwest., This discrepancy is attributed to the fact
that during the months of July and August rainfall occurs as convective
shower activity which has the property such that the rainfall for the
whole ecosystem will be distributed over less than 207 of the area.
The convective shower simulation mechanism causes the monthly rainfall
observed at any point in the ecosystem to be subject to large variationms,
These large variations are a likely cause for the discrepaacy observed
between the mean rainfall amounts observed at the central and north-
west point, The fact that the probability for a convective shower to
be located in the central section is 20% greater than the probability
in the northwest make it likely that a longer time simulation of the
model would show that the average monthly razinfall during July and
August is greater in the central section than the northwest,

The rainfall at the central point in the ecosystem is used to
compare the monthly average rainfall, frequency distribution of rainfall

amounts, and the average monthly number of rain days with the appropriate
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Fig. 27 Typical rainfall patterns for frontal (a) and convective
(b) type precipitation (inches per day).
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28, The average monthly rainfall for three points in the

ecosystem are illustrated. The data is calculated
from the l4-year computer simulation.
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29, The simulated and observed monthly average rainfall is
illustrated in this figure. The simulated data are calculated
from the l4-year computer simulation, while the observed
data is determined from the S5-year time series of daily
observations at Oklahoma City (1965-1969).
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statistics generated from daily observations at Oklahoma City. Figure 29
shows a comparison of the observed and simﬁlated average monthly
rainfall, The observed and simulated average rainfall amounts compare
favorably, however, during the months of August and September, the
observed average monthly rainfall is much greater than the simulated
average value, The "student's t test" was run to determine significance
of the deviation between the observed and simulated average monthly
rainfall amounts, The results showed that there is no significant
difference at the 95% confidence }evel. However, the results did
show that the difference between the observed and simulated average
monthly means for August and September is significant at the 907
confidence level. This observed discrepancy is partially attributed
to the fact that the average monthly rainfell for September and August
that is calculated from the observed data is .75 inches greater than
the long term average monthly rainfall amounts for Oklahoma City., It
is important to note that the model is not able to predict a sharp peak
in the rainfall for a given month because of the fact that the climata-
logical input data is presently summarized over four month periods.
The data would have to be summarized over monthly time periods in
order to simulate large month to month variations in rainfall, The
spring peak in rainfall (March, April, May and June), the September
peak in rainfall and the low rainfall observed during the winter
(December, January, and February) are features indicated for both the
observed and simulated average amounts,

Figure 30 presents the rainfall amount cumulative frequency distri-

butions for the simulated and observed data, The results of comparing
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The simulated and observed cumulative frequency distributions

of rainfall amounts for Qct., Nov., and Dec, (a); Jan., Feb.,

and Mar, (b); Apr., May, and June (c); and July, Aug,, and Sep.
(d) are presented in this figure. The simulated cumulative
frequency distributions are calculated from a l4-vear time sim-
ulation, while the observed values are determined from a S5-year
time series of daily weather observations at Oklahoma City (1965-
1969) .
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the frequency distributions for the fall (October, November and December),
winter (January, February and March) and spring (April, May and June)
months showed that the frequency of the large rainfall amounts increased
from a minimum in the fall months to a maximum in the spring months,

One discrepancy in comparing these frequency distributions is that the
simulated distributions have significantly lower probabilities for the
higher rainfall amounts, This indicates that the technique used to
determine rainfall amounts for frontal rainfall activity should be
modified so that larger rainfall amounts have a higher probability

of occurring., The comparison of the observed and simulated frequency
distributions for the summer months (July, August and September)
indicate the probability for rainfall greater than .8 inches compare
favorably; however, the generated probability for rainfall greater than
+3 and ,5 inches is considerably greater than the probabilities
indicated by the observed data. These results indicate that convective
rainfall mechanism used to simulate rainfall during this time period

is over-predicting rainfall events in the .3 to .8 inch category. A
possible solution to this problem is to modify the rainfall mechanism
so that the rainfall amounts decrease more rapidly moving away from the
center of the convective storms.

Figure 31 illustrates a comparison of the observed and simulated
average monthly number of rain days. The observed average number of
rain days is calculated using the five year time series of observation
at Oklahoma City (1965-1969), while the simulated average number of
rain days is calculated from the 14 year series of simulated atmospheric

data, The results show that the simulated data does not show a distinct
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simulated and observed monthly average number of rain days
shown in this figure., The simulated data are calculated from
l4-year run of the ecosystem model, while the observed data
calculated from a 5-year time series of daily weather obser-

vations at Oklahoma City (1965-1969).
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peak in the maximum number of rain days as indicated by the observed
data and also that the average number of rain days for the months of
July and August is much lower in comparison with the observed data,
The simulation model is not capable of predicting monthly variations
in the observed number of rain days since it combines the data for a
four month period to determine the statistical controlling relationships,
The significantly lower number of rain days for the simulated data
during the months July and August can be attributed to the fact that
the convective shower mechanism is used to distribute rainfall during
this period of time., The model predicts the correct number of rain
days for rainfall occurring anywhere in the ecosystem; however, since
only 20% of the total area received rainfall using this mechanism,
then the average number of rain days at any given point in the ecosystem
will be less than the average number of rain days indicated by the
observed data, This fact means that the convective shower mechanism
will have to be modified so that a larger percentage of the ecosystem
will receive rainfall., The results from Figure 31 show that both the
observed and simulated data had the peak average monthly number of
rain days occurring during the spring (March, April and May) while the
minimum number of rain days occurred during the winter and fall months
(November, December, January and February).

The influence of air pollution upon rainfall is incorporated in
the overall rainfall model by assuming that areas which have air
pollution levels greater than 40 pg/m3 will have a 10% greater
probability for rainfall to occur and also that if it does occur then

the amount will be 10% greater than the rainfall amount in an area with
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low air pollution. The effect of air pollution on rainfall is demon-
strated by a 2-year computer simulation in which a constant air pollu-
tion field is superimposed over the rainfall grid. A comparison of
average rainfall at a point with low air pollution (0.0 ug/m3) and
point with high air pollution (86 pg/m3) are presented in Table 13,
These results show that the point with high air pollution has a higher
number of rain days and higher average monthly rainfall than the point
with low air pollution,

In an attempt to validate the radiation balance model, the
monthly average maximum and minimum air surface air temperature and the
average monthly 6-inch soil temperature are calculated from the lé4-year
simulation of t!e model and.compared with observed data from Oklahoma
City. The values of the air and soil temperature simulated by the model
are calculated at a point in the central section of the ecosystem.

The rainfall data from this same point are compared with the observed
data at Oklahoma City. The radiation balance model is modified slightly
to obtain the simulated results that are used in this validation pro=-
cedure. The model is altered by using the following equations to
modify the values of U2 (wind speed at the 30000 cm level) and ZO
(roughness length) as a function of time of year. The model also
assumes that dq/dz 2 0 (no deposition of dew) and that RH (% of area

evaporating water) never gets lower than .5.



TABLE 13

The effect of air pollution upon the average monthly rainfall,
air temperature are demonstrated in this table.

the number of rain days, and average monthly maximum

1Average # of 1Average # of 1Average Monthly

1
Average Monthly 2Average Maximum Average Maximun

Rain Days Rain Days Rainfall Rainfall Air Temperature ( F) Air Temperature (
Air Pollutjion Air Pollution Air Pollutjion Air Pollutign Air Pollutign Air Pollution
‘Seasons = 86 #g/m = 0.0 «g/mS = 86.4Lg/m3 = 0.0 4g/m = 398 qg/m = 8.0 ¢/m3
Jan
Feb 2.3 2.5 .60 .73 49.7 51.8
Mar
Apr
May 6.5 6.3 3.04 2,84 63.3 67.3
Jun
Jul
Aug 5.8 4,6 3.45 2,38 84,2 88.6
Sept
Oct
Nov 6.2 5.3 2,21 1.93 65.8 69.3
Dec
Annual 5.2 4,67 2.32 1.97 65.6 69.25
1Thcsc valuecs arce calculated from a two-ycar computcer simulation in which the rain is obscrved at two points that had

differcent constant air pollution levels.

2These values are calculated from a two-year computer simulation in which

two points that had different constant air pollution levels.

the maximum ailr temperature 1s observed at
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U; during the day time hours (06-19 LST) if the
average surface wind speed is greater than 5 MPH.

N
n

.8 U1 during the night time hours (20-05 LST)
from April to September,

U= A (1)

.27 U during the night time hours (20-05 LST)
from October to March.

r
1]

U; during the day (06-19 LST) if the average sur-
face wind speed is less than or equal to 5 MPH.

20 cm from April through September
Z (2)
70 cm from October through March

where

U, wind speed at 30000 cm predicted by the
Atmosphere Model

wind speed at 3000 cm predicted by the

Atmosphere Model for average surface wind
speed between 5 and 10 MPH.

These modifications are used to lower the minimum air temperatures
predicted by the radiation balance model and to keep the maximum air
temperature from getting too large. Another modification is that the
volumetric soil moisture content used by temperature model is set to
a lower value than the actual volumetric soil content of soil &1/2).
Figure 32 illustrates the comparison between the average month’ -

maximum and minimum air temperature determined from
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Fig. 32, A comparison of the observed and simulated average monthly
maximum and minimum air tempcrature are shown, The 30~-year
average monthly maximum and minimum air temperatures observed
at Oklahoma City are used as the observed data, while the
simulated data are calculated from the l4-year computer simu-
lation,
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the computer simulated data and the average maximum and minimum air
temperature observed at Oklahoma City (1931-1960), The results of
the comparison show that there is very little difference between the
observed and simulated mean monthly values, The most significant
deviation is that the simulated mean maximum air temperature for the
month of January is 5°F greater than the observed mean value, A
detailed study of the results did not indicate any particular cause for
the deviation, The average monthly 6-inch soil temperature determined
for the simulated data is compared with the 1970 average monthly 25 cm
(10-inch) soil temperature observed at the IBP Osage site in northeastern
Oklahoma (Risser, 1971). The results shown in Figure 33 indicate a
good comparison between the observed and simulated data. A more detailed
comparison indicates a phase shift between the curves, This phase
shift is consistent with the ;oil temperature gradients (3Ts/3Z) at the
Osage site and the fact that the observed soil temperature is measured
four inches lower in the soil profile, In the spring and early
summer, the values of dTs/3Z are positive (5 to 10°F/25cm), while
by the end of the summer, the average soil temperature is fairly homo-
genous in the top ten inches of the soil. 3Ts/dZ becomes negative in
the late fall and winter as the top soil layers cool off more rapidly
than the lower soil layers, Figure 34 presents the average monthly
values of the net short wave solar radiation observed at ground surface
at 11:00 1ST. The results show the peak incoming solar radiation
occurs during the month of July while the minimum value is observed
in the month of December, The dashed lines on the graph show the

standard deviation about the mean value and indicate that the months
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Fig. 33, The average monthly 6-inch soil temperature
' simulated by the model is compared to the averzge
25-cm soil temperature observed at the IBP Osaze
Site in northeast Oklahoma (Risser, 1971). The
simulated data are calculated from the l4-year run
of the ecosystem model.
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Fig. 34, The average monthly net incoming short-wave solar
radiation at 11 (LST) and the standard deviation
about the mean value are illustrated in this figure.
The results are determined from the l4-year simu-
lation of the ecosystem model.
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of May, June and August have the greatest standard deviation for the
mean values, Most of this variation is attributed to changes in the
mean monthly cloud cover,

The radiation balance model also considers the effect air pollu-
tion has on the system., In particular, the model assumes that the
incoming solar radiation is reduced by 1% for every 10 pg/m of
particulate matter suspended in the air, The suspended particulate
material primarily influences the maximum air temperature, Table 13
summarizes the results of a two-year simulation of the model in which
the maximum air temperature is observed at points with lov air pollu-
tion (8 pg/m3) and one with high air pollution (98 pg/m3)° The results
show that on the average, the maximum air temperature at point with high
air polliution is 4°F lower than the maximum temperature at point with
low air pollution. These results are consistent with Bryson's theory
that increasing concentrations of particulate matter will cause the mean
air temperature to decrease over the long run (Singer, 1970).

Figures 35 and 36 illustrate how the average monthly mean rainfall
and maximum and minimum air temperature vary about the group population
mean values, The data presented in these figures are calculated from
the l4-year time series of simulated atmospheric data, The results
show that there is large variation in the mean monthly rainfall amounts
simulated for the spring and summer months. In particular, the month
of July has the greatest variance about the mean value and is attributed
to the use of the convective shower mechanism to distribute rainfall
during July. The results for the mean monthly minimum air temperature

show that there is little variation in the mean monthly values; however,
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35, The average monthly rainfall and the standard deviation
about the mean are shown. The results are determined

from a l4-year simulation of the model.
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The average menthly maximum and minimum air temperztures
and the standard deviation about these mean values are
illustrated. The results are determined from a l4-vear
simulation of the model.
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the greatest variance that is observed occurs during the winter months
(December, January and February). Most of the variation in the minimum
air temperature during the winter months is probably caused by changes
in the mean monthly cloud cover., The effect of varying the cloud cover
during the remainder of the year (March - September) is partially
masked by stronger night time wind speed during this time period. The
lower wind speed during the winter months (October ~ February) is
caused by the modification of the radiation balance model presented in
Equation 1. This modification is specifically designed to lower the
minimum air temperatures predicted by the radiation balance model during
the winter months, The variance for the mean monthly maximum air
temperature is fairly small, however, it is significantly greater than
the variance for the minimum air temperature, The greater variation
of the maximum air temperature is probably caused by the fact that incoming
short wave radiation is subject to greater day-to-day variations than the
radiative heat loss during the night time hours, The incoming short
wave radiation has a strong influence upon the maximum air temperature,
while the infrared radiative heat loss during the night hours is the
predominate factor that influences the minimum air temperature, The
standard deviation for the maximum air temperature is greatest for the
months of March, April, and primarily attributed to variation in rainfall
and cloud cover,

Table 14 presents a five-day sequence of the atmospheric parameters
for 4 months during the year, This table is presented to show typical
day-to-day variation of the atmospheric parameters, The effect of cloud

cover upon the maximum (13:00 LST) and minimum (5:00 LST) air temperature



This table presents four different simulated time series of the atmospheric parameters,

TABLE 14

Average Average Average

Daily Wind Daily Wind Daily Relative Max. Air Min. Air Average Daily Daily

Direction Speed Humidity Temp. Temp. Cloud Cover Rainfall
Date (degrees) (mph) (%) (°C) (°C) (%) (inches)
1/21 143 8.6 40 11.1 -8.4 17 0.0
1/22 151 5.0 67 11.3 -10.4 12 0.0
1/23 180 16.1 82 9.5 1.1 85 .40
1/24 182 13.6 29 11.1 -2,1 10 0.0
1/25 190 8.7 67 10.7 ] 92 0.0
4/11 157 9.5 75 16.4 83 0.0
4/12 160 10.6 61 16.2 7.7 36 .60
4/13 200 24,9 53 13.6 . 84 .20
4/14 200 12.1 65 15.4 . 66 +20
4/15 349 16.3 74 14,2 o7 77 0.0
8/21 190 6.0 56 30.9 21.7 99 .
8/22 160 8.8 68 34,7 20,1 42 .
8/23 195 5.6 49 34,9 19.9 38 .
8/24 137 4,9 50 32.2 20.8 75 .
8/25 151 7.9 42 36.8 18.7 3 .
12/21 271 14 .4 48 11.4 -.2 11 .
12/22 310 12.7 41 11.4 -.8 1 .
12/23 165 10.6 73 10.9 .12 26 .
12/24 268 5.7 44 13.4 -4,0 7 .
12/25 349 10.1 69 2.9 1.9 78 0.0

6LT
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is one of the most dramatic relationships demonstrated, The results show
that as the cloud cover increases, the maximum temperature decreases

and minimum air temperature increases,

Air Pollution Model

The sensitivity of the air pollution model to wind speed and
stability is illustrated in Figures 37 and 38, Figure 37 shows that
as the stability is changed from unstable to stable (stability categories
A-D, Turner, 1961) the average pollution concentration increases drama-
tically, while the location of the maximum air pollution concentration
moves farther down stream, Stable atmospheric condition cause an air
pollution plume to diffuse less slowly and thereby maintain its identity
for a long distance downstream from the source, Figure 38 shows the
effect of varying the wind speed from 5 to 15 mph, The results show
that an increase in wind speed causes a direct decrease in the air pollu-
tion concentration, It is important to note that in this experiment
changing the wind speed does not change the stability category. In the
working version of the model, stability is a direct function of the
solar radiation, cloud cover, and wind speed (Turner, 1961), Figure 39

presents the contoured average annual SO, air pollution field determined

2
by using the atmospheric model to drive the air pollution submodel for a
two year simulation, The location of the air pollution sources and the
air pollution emission rates are modelled to simulate the air pollution
in Houston, Texas (see Figure 22 in the main text for the location of
pollution sources), The shape of the air pollution field is primarily

dependent upon the climatalogical wind rise and the location of the air

pollution sources, A detailed discussion of the effect of the air
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CONTOURED EVERY 20 pg/mB

The air pollution field for stability categories A (2),

B (b), and D (c) are illustrated in this figure. The
stability categories A, B, and D refer to the stabilities
in Turner's (1961) stability classification system. The
wind speed for (a), (b), and (c) is 10 kts, while the
wind direction is 90 degrees.
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AIR POLLUTION (ugm/m3)
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CONTOURED EVERY 10 pg/m-

Fig. 38, This figure presents the air pollution field for three
cases where the wind speed is set equal to 5 kt (a), 10 kt (b)
and 15 kt (c). Stability category B was used for (a),
(b), and (c), while the wind direction is 90 degrees.
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|

ATR POLLUTION CONTOURED EVERY 30 g/m’

Fig. 39, This figure presents the contoured average annual
80, air pollution ficld determined by using the atmospheric
model to drive the air pollution submodel for a two-
year simulation. The location of the air pollution
sources and the air pollution emission rates simulate
the air pollution in Houston, Texas.
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pollution control model upon the simulated air pollution fields is pre-

sented in Appendix F.

Radiation Balance Model

A sensitivity analysis is performed on the radiation balance
model in order to demonstrate the response of the model to the control
parameters, Specifically, the response of the maximum and minimum air
temperature to variations of eight of the control parameters is demon-
strated. The numerical experiment varied one of the parameters while the
remaining parameters are kept constant (see Figs. 40, 41, 42, 43), The
values for the input parameters used for this sensitivity exercise are
sutmarized in Tables 15 and 16, Table 15 preseats the constant input
parameters for a point that represents a rural area and a point that re-
presents an urban area. The values presented for the rural area are used
in the sensitivity analysis. Table 16 presents the 1000 ft wind speed
time series that is multiplied by the wind factor (wf) to get the wind
speed at any time during the day. This wind speed time series is only
used for the sensitivity analysis exercise. A comparison of the tempera-
ture simulated for the urban point with the rural point is presented in
order to demonstrate some of the characteristics of the Urban-Heat Island
effect.

The influence of wind speed and cloud cover upon maximum and
minimum air tempevature is presented in Fig. 40. The results show that
increasing wind speeds cause the maximum air temperature to decrease and
the minimum air temperature to increase. The maximum and minimum air
temperature change very rapidly as the wind factor increases from .5 to
1.5, however, increasing the wind factor beyond 1.5 has little effect
upon them. Increasing the cloud cover causes a continuous increase in

the minimum air temperature and a continuous decrease in maximum air
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Fig. 40, The influence of wind speed (a) and cloud cover (b) upon the
simulated maximum and minimum air temperature is presented here.
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upon the maxim:m and minimum air temperature is illustrated in
this figure.
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TABLE 15

Constant parameter values used in the sensitivity analysis of the
radiation balance model,

Rural City

Particulate Concentration

(ue/m) 15.8 110.0
Self Heating Term

(IY/min) -0005 +0060
IR Radiation Modification

Term (non-dimensional) 1,17 .70
12" Soil Temperature (°C) 20.8 22,5
Cloud Cover (%) 20 20
Wind Factor (WF) 1 1
Conductivity (cal/cm sec °C) .004 ' 017

. 3
Density (gm/m”) 1.83 2.50
Evaporating Surface (%) 58 43
Mixing Length (cm) 253 500
1000 ft. Temperature (°C) 24,6 24,6
Amplitude of 1000 ft,

Temperature (°C) 5.1 3.0

Specific Heat Capacity
(cal/gm °C) .18 .18
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TABLE 16

Wind speed time series used in the sensitivity analysis of the radiation
balance model,

1000 ft.
Time (CST) Wind Speed (MPH)
1 04
2 04
3 04
4 04
5 04
6 04
7 05
8 05
9 06
10 06
11 07
12 07
13 08
14 08
15 07
16 07
17 06
18 06
19 05
20 04
21 04
22 04
23 04
24 04
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temperature,

The effect of the 1000 ft, air temperature and the amplitude of
the 1000 ft, air temperature oscilation upon the maximum and minimum
air temperature is presented in Figure 4l. Increases in the 1000 ft,
air temperature cause both maximum and minimum air temperature to increase.
The results show that the minimum air temperature increases more rapidly
than the maximum air temperature, Increasing the amplitude of the
1000 ft., air temperature oscilation causes the maximum air temperature
to increase slowly while the minimum air temperature decreases rapidly.
The maximum air temperature increases because increasing values of the
amplitude of the 1000 ft, air temperature causes the maximum 1000 ft,
air temperature to be higher and thus lower the upward sensible heat
transfer loss in the late afternoon hours., The mean minimum air tempera-
ture decreases because increasing the amplitude of the 1000 ft, air
temperature cause the minimum air temperature at 1000 £t. to decrease and
thus lower the downward sensible heat transfer in the nocturnal hours,
Figure 42 shows the effect of 12-inch soil temperature and the density
of the soil upon the maximum and minimum air temperature. Increasing
the 12-inch soil temperature causes both the maximum and minimum air
temperature to increase slowly; however, the minimum air temperature
increases at a much more rapid rate than the maximum air temperature,
Increasing the density of the soil causes only a minor decrease in the
maximum air temperature and a slow increase in the minimum air temperature.
The influence of mixing length and percentage of area evaporating water
upon the maximum and minimum air temperature is presented in Figure 43,

The results show that increasing the mixing length causes the maximum
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air temperature to decrease and the minimum air Eemperature to increase,
With mixing length greater than 600 cm the changes in the maximum and
minimum air temperature are small. Increasing the percentage of area
evaporating water causes a rapid decrease in the maximum air temperature
and a minor decrease in the minimum air temperature. The rapid decrease
in the maximum air temperature is caused by the increase in the latent
heat loss associated with the increase in the area evaporating water.
The minimum temperature is only slightly influenced by the area evaporating
water because the latent heat loss during the evening hours is minimal.
A summary of the results shows that variation of some of the parameters
have a significant influence in the response of the model while changes
in other parameters have very little influence upon the model,

One of the primary reasons for developing the radiation balance
model is to devise a mechanism that would be useful to study the "Urban-
Rural Heat Island." The Urban-Rural Heat Island refers to the phenomenon
whereby the center of an urban area is observed to have higher air tem-
peratures than the surrounding rural area, The urban-rural temperature
difference is observed to be greatest under conditions when the wind speed
is light (less than 5 kts) and cloud cover is low. The greatest tempera-
ture difference is generally observed in the early morning hours. Fig.
44 presents a two-day air temperature time series for points in the urban
rural area during August and January. These time series are generated
by running the radiation balance model with the constant input
parameter values presented in Table 15, The results for the month
of Augus- show that the greatest urban~-rural temperature difference

occurs just prior to sunrise (10°F). During the daylight hours, the



URBAN TEMPERATURE

""" RURAL TEMPERATURE
90 .
[
° 85 |-
£
e 80 |
= s
(a) g i
& 70 F
=
o 65 |
-
-
60 1 1 3 A 1 1 1 4
0 6 12 18 24 30 36 42 48
TIME (HOURS)
URBAN TEMPERATURE
—~~m== RURAL TEMPERATURE
—_ 50
P,
. 45 L
£2]
& 40 L
3
(b) E 35 |-
& 30 b+
o =
< 25 |-
20 L A L 1 | '] | [
0 6 12 18 24 30 36 42 48
TIME (HOURS)
Fig. 44, This figure illustrates a two-day time sequence of air temperature simulated for an

urban area and a rural area during August (a) and January (b).



194
urban-rural temperature becomes less significant (2 F), The results
for January also show that the greatest urban-rural temperature difference
occurs just prior to sunrise (10 F), however, during January there is
a temperature excess (+2 F) observed in the rural area from 11:00 to
14:00 1LST. The results simulated by the model are consistent with
field observation of the Urban-Rural Heat Island, The effect of time
of year, cloud cover, and wind speed upon the urban-rural temperature
difference observed at the time of minimum air temperature (6:00 LST)
and maximum air temperature (14:00 LST) is presented in Figure
45, These results are determined by running the radiation
balance model during different times of the year and then varying the
cloud cover and wind speed parameters, The results show that the
urban-rural temperature difference decreases significantly with an
increase in cloud cover or an increase in wind speed, The peak temperature
difference during the early morning hours is observed to occur during
early March while there is a secondary peak observed in the month of
September. The temperature difference in the afternoon hours is shown
to become negative only during December and January, The peak positive
difference during the afternoon hours occurs during the summer months
and is increased by increasing wind speed and cloud cover, During
December and January, increasing the wind does not modify the temperature
difference during the afternoon hours, however, increasing the cloud
cover causes the urban-rural temperature difference to be decreased
significantly, The result: :resented in Figure 45 are very interesting;

however, they have not beec: «lidated by observed data,
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Heat Island Wind Model

The urban-rural heat island wind wmodel is tested by varying the
most important driving parameter in the model, which is the urban-
rural temperature difference. Fig. 46 presents the wind direction field
and wind speed field for a case with an +8C temperature difference,
while Fig. 47 presents the wind direction and speed fields for a case
when the temperaturc difference is +4C. The roughness length field
used to calculate Figs. 46 and 47 increased from a low value of 250 cm
at the edge of the city to 1080 cm at the center of the city. The
urban-rural temperature difference used in Figs. 46 and 47 represent
typical temperature differences observed in the early morning. The
mixing length field used as input for the model increased from the
edge of the city into the center of the city. The top of Urban-Rural
Heat Island dome is specified by a two dimensional sine wave that has
the maximum value of the dome in the center of the city. A comparison
of the two figures shows that maximum wind speed decreases one-third
of the original peak value as the temperature difference is decreased
by one-half, while the wind direction fields do not vary significantly.
The most significant feature of the wind speed fiéld is the increase
of the wind speed from zero in the center of the city to peak value two
miles from the center of the city. The wind spced then decreases con-
tinually out to the edge of the city. A study of the results from the
model did not produce any information about the variation in the mazimum
wind speed belt. The wind direction field shows that the air is moving
directly into the center of the city. The values of wind speed simulated
in the model compare favorably with those indicated by observed data

(Pooler, 1967). An error discovered in the procedure used to calculate
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This figure presents the wind direction field (a) and wind
speed field (b) for a case in which the urban minimum rural
temperature difference is equal to +8°C, The dots with
straight lines connected to them indicate the direction
that the wind blows from.
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that the wind blows from.
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the drag coefficient field caused the estimates of the drag coefficient
to be increased. The effect of error is to decrease wind speeds simu-

lated by the model.
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RESULTS OT THE TELSTIRG SCHLN

t1
=3
t1
g
=
O
]
é

ON THE HYDROLOGY MODEL

The hydrology model is tested by demonstrating the response of
its parameters to the driving atmospheric parameters. This is accomp-
lished by using the data generated from the l4-year simulation of the
evaluation of the ecosystem to determine mean monthly values the hydro-
logy parameters, Some of the factors which influenced the hydrology
model and are kept constant for the whole ecosystem during this simulation
are presented in Table 17. Table 18 presents the monthly flow rates of
water into and out of the lake which are used for the simulation., The
mean monthly value of the parameters are determined for the point in the
central section of the ecosystem where the mean monthly values of atmospheric
parameters are determined (see appendix A), The effect of different soil
types and hydrologic conditions upon storm runoff is presented along with
a 30-day time series that demonstrates the day-to-day response of the
hydrology parameters to the driving atmospheric parameters,

Figure 48 presents the average monthly values of the soil
moisture parameters, The soil moisture from 0-24 inches has its peak
value in March and decrezses to & minimum value in August, The March
peak in the soil moisture is associated with the heavy rainfall during the
spring months, while the fairly rapid decrease in the soil moisture from
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TABLE 17

THIS TABLE PRESENTS THE STATE OF THE CONSTANT HYDROLOGIC

PARAMETERS USED IN THE 14~YEAR COMPUTER SIMULATION

Vegetation Hydrologic Flow Velocity Flow Velocity Height of % of area Soil Time Period
Type Condition of of the of the Vegetation Covered by Type When Transpiration
The Soil Stream River Vegetation Occurs

Pasture Poor 3m/sec 4m/sec 1.5 ft. 70%

Sharkey April-October
Land

Clay

[AV4



TABLE 18

MONTHLY FLOW RATES OF WATER INTO AND OUT OF THE LAKE AND THE AVERAGE MONTHLY LAKE

Flow into
the lake
(CST)

Flow out of
the lake
(CSF)

Average

monthly

lake water
temperature (C )

Jan

9000

8000

WATER TEMPERATURE AT THE AIR WATER INTERFACE

Feb

9000

8000

Mar

9000

8000

Apr

9000

8000 -

12

May

7000

8000

18

June

7000

8000

23

July

6000

8000

26

Aug

6000

8000

27

Sept

7000

8000

25

Oct

9000

8000

20

Nov

9000

8000

18

Dec

9000

8000

15

€02
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Fig. 48. The average monthly values of the soil moisture from

0-6 inches, 0-24 inches and 25-48 inches and the ground
water recharge are presented in this figure.
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Fig. 49, The average monthly storm runoff is shown in this figure.
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March until June is caused by a rapid increase in the potential evapo-
transpiration loss. The low soil moisture during the summer is caused
by lower rainfall amounts and high potential evapotranspiration loss,
The increase in the soil moisture from September until March is caused
by low potential evapotranspiration values which allow the soil mois-
ture to accumulate during this period. Another factor to consider in
studying the soil moisture for 0-24 inches is the fact that from April
until October, (growing season of the grass) the evaporation water loss
from this layer occurs as transpiration by the plants, while during the
remainder of the year, the evaporation water loss from the soil is
limited to the top 6 in, of the soil (evaporation loss from bare soil),
Part of the fairly rapid drop in soil moisture from March to April is
attributed to the fact that evaporation water loss in March is limited
to the top 6 in. of the soil, while in April, plant transpiration is
losing water from the whole soil moisture layer (0-24 inches). The
fairly raéid increase in the soil moisture from November until March

is influenced by the fact that water loss by evaporation is limited

to the top 6 in, of the soil., The soil moisture in the 25-48 inch
layer has its peak values in April and decreases to minimum value in
January, This layer is recharged by drainage from the upper soil
moisture layer ard loscs water by drainage to the layer below 48 inches.,
The April peak in the soil moisture from 25-48 inches is caused by high
values of soil water drai. ge from the upper soil moisture layer during
January, February, March, and April, This drainage is caused by high
values of soil moisture in the upper soil moisture layer, The observed
decrease in the soil moisture of the 25-48 inch layer after March is

associated with a rapid decrease in the soil moisture in the upper layer



206
(0-24 inches). The ground water recharge indicated in Figure 48
is the average monthly drainage out of the soil moisture layer from
24 to 48 inches. As expected, the results show that the drainage is
directly proportional to the soil moisture in the layer. The average
monthly soil moisture from O to 6 inches is less than ,2 inches for
the whole year and reaches its peak value in March., The average soil
moisture in this layer is low because soil water evaporation loss is
confined to the top 6 inches of soil if there is available water in
this layer. Thus, after a rainfall recharges the soil, the soil
moisture from 0-6 inches will be the first layer to lose water due
to evaporation, A programming error in the model that predicts soil
moisture in the layer was discovered. The effect of this error is
to slightly increase the soil moisture from 0-24 inches during the winter
(increase equals .15 inches) and also to decrease the soil moisture from
0-6 inches during all of the months of the year. The greatest decrease
would occur during the late spring and early summer moaths (decrease
equals .25 inches for late spring and summer, while the decrease equals
.15 inches during the remainder of the year).

The average monthly runoff at the control point in the central
section of the ecosystem is presented in Fig., 49. A primary peak in
runoff is observed in July while there is secondary peak in runoff
during April. The July peak in runoff is produced by the high ratio
of runoff to rainfall that is associated with convective shower mechanism
used to distribute rainfall for July and August. The runoff was wuch
lower for the month of August because the average rainfall is lower. The
secondary peak in runoff during April is caused by the heavy rainfall

during the spring. The relatively low runoff during the winter months
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(October, November, January and February) is associated with the low
average monthly rainfall for this time period.

The average monthly values of evaporation parameters are
illustrated in Figure 30, Variation in the lake evaporation rate
and the potential evapotranspiration rate are directly related to changes
in the atwospheric parameters vhile tiie variaticas in the soil evaporation
loss are directly related to potential evapotranspiration rate and the
soil moisture from O to 24 inches. The potential evapotranspiration
rate increase from minimum value in December to a peak value in June,
This increase is caused by increasing average air temperature and
increasing short-wave solar radiation during this period. The potential
evapotranspiration rate generally decreases from June until December.
This is caused by a decrease in the net incoming short-wave solar
radiation and the decrease in the average air temperature after the
month of August. The lake evaporation rate increases from minimum value
in March to maximum value in August, and then decreases until March. The
dramatic increase in evaporation rate from March to August is caused by
increasing lake surface temperatures (see Table 18) decreasing relative
humidity. The decrease in the lake evaporation rate from August to
March is primarily caused by increasing relative humidity. The minimum
evaporation rate occurs in March because the lake surface temperature is
still fairly low with the relative humidity being very high during that month.
The major feature of the soil evaporatiun rate is that it increases from
a minimum valiue in November to maximum value in april, while the rate
then decreases steadily to the minimum value in November. The increase

in the evaporation rate from November to March is caused by the fact that
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The average monthly values for potential evapotrans-
piration, actual evaporation and lake water evaporation
are illustrated in this figure.
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This figure shows the average monthly flow rate at
three points along the River system (point 1 - below
the lake, point 2 - middle of the River system, point
3 ~ southern boundary of the ecosystem.).
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the potential evapotranspiration rate increases throughout that period
while the available soil water for evaporation remains at a high level.
The decrease in evaporation rate after March is caused by a rapid
decrease in available soil moisture for evaporation,

The average monthly flow rate at three points along the river
system are presented in Figure 31. Point 1 (Point 3~Figure 14 in the
main text) is the upstream point just below the dam Point 2 (Point 5~
Figure 14 in the main text) is located in the middle of the ecosystem
while Point 3 (Point 7-Figure 14 in the main text) is the farthest
downstream point still in the ecosystem. The results show that the
flow rate increases dramatically from February to March, decreasing
slightly until June, increasing to a peak value in July and then decreasing
to the base flow level (8000 cubic feet per sec-cfs) in December. As
would be expected, the changes in the average flow rate correspond
directly to the variations in the average monthly runoff (Figure 49).
fhe average flow rate at Point 1 increases, at the most, 1000 cubic feet
per second (cfs) over the base flow rate. This indicates that there is
very little runoff of water into the river above Point 1 with most of
the water at Point 1 flowing from the dam at the constant rate of 8000
cfs (base flow rate). The average flow rate at Point 2 is significantly
higher than the flow rate at Point 1, indicating that a large amount of
water runs into the river between Point 1 and Point 2. The comparisons
of flow rate at Point 2 and Point 3 show that the flow rates continue
to increase significantly because of runoff from the remainder of the
ecosystem., The runoff from particular areas of the ecosystem is equal
to the difference between the average flow rate at consecutive downstream

point along the river. The results from Figure 51 show that on the
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average, the runoff area above Point 1 contributes 10% of the runoff,
runoff area between Point 1 and Point 2 contributes 52% of the runoff,
while the runoff area between Point 2 and Point 3 provide 38% of the
runoff. In this model, the water flowing through a particular upstream
point must necessarily flow through all qf the downstream points along
the river. There is a lag between the peak flow rate at the three points
in the river, however this does not show in the monthly average values
since the runoff for a particular storm will flow completely out of the
ecosystem in less than 6 days.

An error in the computer program caused the runoff into the
watershed areas in Northern part of the grid to be increased while the
runoff into the Southern watersheds was decreased. This error is
responsible for a slight increase in the water flow rates at Points
1 and 2 along the river (¥ 200 cfs).

Figure 52 shows the average monthly lake level (solid line) and
the standard deviation of the average monthly lake level value about the
mean value (dashed line). The standard deviation about the average
monthly lake levels is calculated using the 14 average monthly means
determined from the l4-year time series of simulated data. The lake level
increases from a minimum in December to a peak in May and then decreases
continually to the winimum value observed in December. The peak lake
level occurs in May because of an accumulation of storm runoff from
March, April and May and the fact that lake evaporation rate is at its
lowest value for the three months prior to May. Part of this increase
is also attributed to the fact that water is coming into the lake at
rates greater than the water is leaving the lake for the months from
December to March (see Table 18). The decrease in the lake level after

May is caused by relatively high lake evaporation rate from May until
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Fig. 53, The average monthly soil moisture for 0-24 inches and

the standard deviation about the mean values are
presented in this figure.
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the end of the year and also because water is leaving the lake at a

more rapid rate than it is coming into the lake from May until September.
The standard deviation about the mean monthly lake level is uniform

for all of the months of the year and has an average value equal to + .35 ft.
Figure 53 shows the standard deviation of monthly mean values of soil
moisture from C-24 inches. The standard deviation about the mean

monthly values is calculated by using the 14 average monthly values of
soil moisture determined from the l4-year computer simulation. The
results show a fairly uniform distribution of the standard deviation

for the different months of the year, however, the greatest values

occur during the months of December, January and February. The variations
during these months are caused by non-uniformities in the average monthly
rainfalls,

The influence of different soil types and the hydrologic condition
of the soil upon average storm runoff is determined by running the
hydrology model for two years and calculating the monthly average runoff
values for five different case studies (Table 19). The hydrologic
condition of the soil refers to the ability of the soil to infiltrate
rainfall., Poor hydrologic conditions mean that the infiltration rate
is low. The results show that sharkey clay has greater average runoff
values than commerce silt loam and that the average runoff decreases as
the hydrological condition of the soil changes from poor to fair to good.
The greatest average runoff is observed for a simulated urban area in
which 50% of the area consisted of concrete, blacktop or roofing material.

Figure 54 illustrates a 30-day time sequence in which the soil
moisture from 0-24 inches, the potential evapotranspiration rate, tue
actual evaperation rate and the river flow rate at 3 points in the river

flow system respond to rainfall in the ecosystem.
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TABLE 19

THE AVERAGE MONTHLY RUNOFF1 (INCHES) CALCULATED AS A FUNCTION
OF THE SCIL TYPE AND THE HNYDROLCCIC CCNDITION OF THE SOIL
Dec Mar Jun Sept

Jan Apr Jul Oct
Feb May Aug Nov

Commerce Silt Loam with

#1 Fair Hydrology Condi- 0.0 .016 .057 .0005
tiomns

#2 S:;g‘;j{ogagoz;f}t‘ligzr 015 | 150 | .279 | .068

" S:;‘g‘;j{og}lago:;i‘lgi;r 006 | .069 | .08 | 018

#, Sharkey Clay with Good 0.0 1030 061 1009

Hydrology Conditions

City Area (50% Soil Area
# 70% of the Soil Area has .307 .843 11.11 .684
live vegetation)

1The average monthly runoff values are determined by running
the ecosystem model for two years and calculating average
values for five case studies with different soil types and
hydrologic conditions.



(a)

(b)

(c)

(d)

EVAPORATION RATE SOIL MOISTURE RAINFALL (inches)

FLOW RATE (CFS)

.80
.60
.40
.20

214

A V/\\ AL L /4/A\>\ ;//\\ L

0 2 4 6 8 10 12 14 16 18 20 22. 24 26 28 39

2.60
)
g
©
o
o
0 2 4 6 8 10 12 14 16 18 20 22 24 26 28 30
)
¢
G
[=}
ol
.00 1 1 1 A i 1 | ! 1 1 ! I 1 !
0 2 4 6 8 10 12 14 16 18 20 22 24 26 28 30
20000 _ eece+« RIVER FLOY RATE AT POINT-1
18000 | = =--= RIVER FLCY RATE AT POINT-2
16000 [ — RIVER FLOW RATE AT POINT-3
14000 L
12000
10000 [ 7 / AN
8000 L A I S S| L L0 DI o A j
0 2 4 6 8 10 12 14 16 18 20 22 24 26 28 3D
TIME (days)
Fig. 54. A 30-day sequence of rainfall (a), soil moisture from 0-2-.
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three points in the river system (d) are presented in this
figure (the three points in the river system are the same
three points listed in Figure 51).
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Point 1 is the upstream point just below the dam, Point 2 is
located in the middle of the ecosystem while Point 3 is the farthest
down stream point in the ecosystem. The soil moisture for 0-24 inches
shows a general decreasing trend from the beginning of simulation to
the end of the simulation. The temporal increases in the soil moisture
are all related to rainfall events. The time series of the potential
evapotrancpiration rate shows that it is subject to large day-to-day
variations. These variations are produced by changes in wind speed,
air temperature and cloud cover. A comparison of the potential evapo-
transpiration rate (solid line) to the actual evaporation rate (dashed
line) shows that the ratio of the actual evaporation rate to the potential
evapotranspiration rate is close to 1. at the beginning of the time simula-
tion and decreases to less than .6 at the end of the simulation. The
decrease in this ratio is caused by the fairly continuous decrease in
the available soil moisture for evaporation (soil moisture from 0-24 inches).
The time series of the river flow rate at the three points along the
river system show that the flow rate responds directly to the rainfall
events. The result shows that the rainfall events on day #4, day #21,
and day #25 of the simulation caused significant increase in the flow
rates along the river system. Some of the significant features of the

flow rate time series associated with rainfall events are that

a) peak average flow rate is lagged one day from the rain
event,

b) the flow rate at Point 1 recedes to the base level
(8000 CFS) after one day while it takes two days
for this to occur at Points 2 and 3 along the river
system.

c) the flow rate increases going from Point 1 to Point 3
along the river with the greatest iuncrease occurring
between Point 1 and Point 2.
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The river flow rates at Point 2 and Point 3 take longer to recede
back to the base flow rate because the water continues to flow out
of the upstream watersheds for up to five days after the occurrence of
a rainfall event. The amount of time that it takes for the runoff from
a particular rainstorm to flow out of a watershed is determined by the
unit hydrograph for the rainfall event. Figure 54 shows that the peak
flow rate at the three points on the river occurs at the same time. A
more detailed look at the data shows that the peak flow rate after a
rainfall event occurs earlier at the upstream point along the river.‘
This detail in the flow rates along the river does not show up in
Figure 54 since only daily average values of the parameters are shown.
The results presented in this appendix are determined from a
computer simulation in which the atmospheric and the botany models are
the only ones that interacted with the hydrology model, Specifically,
the atmospheric model simulated the parameters which drive the hydrology
model, while the botany model influenced the results through the effect
of transpiration water loss by the plants. Some of the important
interaction with the rest of the ecosystem not considered in the l4-year
simulation are listed below:

1) Botanv Model - this model utilizes water from the lake
for irrigation of crop land.

2) Zoology Model - the model influences the hydrology model
by emitting water pollution into the river.

3) Urban Model - the urban model uses water from the river
for municipal a:d industrial use and then dumps water
pollution into the river. The expansion of the city
into the rural areas influences rainfall runoff and
evaporation water loss.

The hydrology model considers water pollution in a very elementary
manner. The model determines the amount of water pollution emitted

into the river and then calculates the weight of the water pollution
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material per cubic foot of water in the river. The water pollution
material is carried down the river without considering any sinks for
the pollution material. To a great extent, the influence of the Botany,
Urban, and Zoology models upon the hydrology model is controlled by
the linear program water control model. A detailed discussion of the
influence of the Botany, Zoology, and Urban models upon the hydrology
model is presented in the description of the testing procedure run on
the water control model (Appendix F).

The effect of droughts of different length upon the evolution
of the ecosystem is an interesting problem that is not directly studied
in testing procedures performed on the ecosystem model. However, the
results of the testing procedure performed on the water control model
(Appendix F) give some indication of the possible effect of drought
upon the ecosystem. In a drought situation, the water supply in the
lake would decrease in response to the increased demand for water by
the consumers (agriculture, industry, and the city), to the increase
in the evaporation water loss from the lake and to the decrease in the
amount of water flowing into the lake as runoff. The feedback mechanism
in the model limits the amount of water allowed to flow out of the lake
when the lake level decreases below a certain level. This will result
in a decrease in the water allocated to the consumers. Eventually, the
lake level would stabilize, however, the amount of water allocated to
the consumers would be considerably less than the amount of water needed
for their normal activity. The allocation of water within the city
would be further complicated by the growth of the city and the consequent
increase in water demand by all of the consumers. A long term drought
would cause the growth of the city to be limited by the amount of water

resources available,
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RESULTS FROM THE URBAN MODEL

This appendix presents the results of the scheme used to test the
Urban Model. The testing scheme demonstrates the response of the model
to its four primary driving mechanisms which include boundary movement,
population dynamics, industrial development and suburb dynamics. The
effects of these four forcing functions upon the model are determined
by a series of ten 1l6-year computer simulations in which the appropriate
control parameters are altered individually., These parameters influence
the evolution of the cities external and internal boundaries, the
geographical distribution of the population, industrial development of
the city, and the frequency distribution of the attributes associated
with each suburb, The initial conditions for the frequency distribution
and parameters used in the model are derived from the 1960 census data
for Houston, Texas and are presented in Tables 20-29. Tables 30-32
illustrate the conditional relationships that are used to choose the
attributes of individuals in the suburbs. Table 33 summarizes the values
of the control parameters used in the ten simulations., The 10 case
studies used the frequency distributions of the middle class suburb to
generate the properties of people born in both the poor black and poor
white suburbs.

Case #1 is the control case study, case #2 and #3 are concerned with

219
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TABLE 20

cent of people in the different age categories for the four suburbs
in the city,

Suburbs in the city

Age Poor Poor Middle Rural
Categories Black Vhite Class Rich Farm_
0-5 15,46 14,48 10,73 13,97 9.9
5-10 12,73 12,97 10,49 15.17 11.0
10-15 9.22 19.47 8.30 9.87 11.6
15-20 6.65 7.49 5,93 5.14 9.4
20-25 7,93 6.29 6,91 « 35 4.3
25-30 7.63 6.51 6.94 6.47 4,1
30-35 7.86 7.21 8.20 11.13 4,9
35-40 7.23 . 6.79 8.49 11,11 5.8
40-45 5.86 5.54 7,68 7.99 6.3
45-50 5.25 5.29 6.65 5.61 6.8
50-55 4,33 4,33 5.97 3.5 0,2
55-60 3,66 3.68 4,91 2,16 5.6
60-65 2,48 2.85 3.49 1.39 4,6
65-70 2,01 2,42 2,24 83 3.8
70-75 1.24 1.76 1,46 .61 2,7
75-80 «35 1.06 .88 W32 1.5
80-85 .15 48 W47 16 9
> 85 .10 .22 .19 .08 o5
1007 100% 100% 1007 100%

lThe statistics presented in the table are determined from 1960 census
data for Houston, Texas,
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TABLE 21

Summary of the initial conditions for several attributes of the four
suburbs in the city.1

Su-.rbs in the City

General Poor Poor Middle Rural
Properties Black White Class Rich Farm
No. of 201,561 177,886 450,000 272,495 90,000
People (18.29%) (16.14%) (40.83) (27.72%)
Area Eﬁzt o
(sq. miles) 54 58.5 184.5 135 Ecosystem
Population
Density 3732 3040 2439 2018
(per sq., mi,)
Population
Per Small 457 380 304 252
Grid
% of White 13.4 87.5 93.8 99.10 89.0
% of Non-
White 86.6 12,5 6.2 .90 11.0
1007% 100% 100% 100% 1007%
% of Male 48,27 49,0 49,13 49,13 51,7
% of Female 51.73 51.0 50,87 50,87 48,3
100% 100% 100% 100% 100%

1The data presented in this table is based upon the 1960 census data for
Houston, Texas,
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TABLE 22

Percent of people in_ the different education categories for the four
suburbs in the city.

Suburbs in the City

Education Poor Poor Middle Rural
Categories Black White Class Rich Farm
0-School 5.10 3.74 1.33 .37 2,3
1-4 years 14,65 11,00 4,20 1.21 9.0
5-7 years 22,84 24,38 12,18 4,48 18.6
8 years 12,37 14,67 10,17 4,77 25.1
HS - 1-3 22,50 23.92 22,33 13,51 15.5
4 years 14,32 15,43 26,95 28.0 20,6
College 1-3 5.15 4,56 12,96 21,91 6.1
4 or more 3.11 2,26 9.84 25,71 2.8
100% 100% 1007 1007% 100%

1The data presented in this table are determined from the 1960 census

data for Houston, Texas,
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TABLE 23

Percent of people in the different family income categories for the four
suburbs in the city.1

Suburbs in the City

Family
Income
Categories Poor Poor Middle Rural
(Annual Income)  Black White Class Rich Farm
$1000. < 13,03 4,93 3.27 2,05 19,0
1000.-1999. 16.81 8.22 4,36 1.79 17.3
2000.-2999. 19,05 10.35 5.51 2,66 14,4
3000.-3999, 17.79 13,19 8.0 3.36 12,0
4000.-4999, 13.43 14,94 10.24 4,97 9.7
5000.-5999. 7.38 14,42 12.88 7.76 1.7
6000.-6999, 4,76 11,03 12,96 9.89 5.4
7000.-7999, 3.17 7.21 11.82 9.45 3.7
800C.-8999, 1,57 5,04 8.68 9.15 2,7
9000,-9999. 1,15 4,09 5,73 7,78 1,9
10000,~-14999. 1.56 5,29 12,77 21,91 4,2
15000, -24999, .16 .91 3.15 10.43 1,5
< 25000 .06 .32 .58 8.74 o2

——— e—— co— ——— er———

100% 100% 100% 100% 100%

1The data presented in this table are determined from the 1960 census date
for Houston, Texas.
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TABLE 24

Percent of people in the different occupation categories for the four

suburbs in the city.l

Suburbs in the City

Occupation Poor Poor Middle Rural
Categories Black Vhite Class Rich Farm
Professional 2,07 1,66 5.64 9.06 1.36
Managerial 1.01 2,00 4,44 7.22 .88
Clerical 1.83 5,36 11.35 8.47 1.58
Sales .48 2,11 4,84 5.27 .84
Craft 2,30 7.12 6.87 4,03 2,02
Operators 7.63 10,10 5,43 2,55 3,85
Private Household 7.20 1.39 .69 o45 .66
Service Workers 9,45 4,21 3.78 1.38 1,08
Labor 6.70 3,56 1,59 37 .38
Not-Employable 61,7 62,5 55.4 61,2 63.0
Farmers 0 0 0 0 15.25
Farm Labor 0 0 0 0 5.31
100% 100% 1007% 1007% 1007%

1The data presented in this table are determined from the 1960 census

data for Houston, Texas,
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TABLE 25

The number of housing units and percent of housing units in the different
categories is presented for the four suburbs in the city.

Suburbs in the City

Poor Poor Middle
Housing Black Yhite Class Rich
No. of Housing Units 66,381 63,764 150,000 87,374
% of Underemployed
Housing Units 59,37 70,35 35.74 11,50
% of Vorker
Housing Units 37.59 27,91 54,65 59,51
% of Quality
Housing Units 1.67 .93 8.76 29.10
1007 1007 100% 100%

1The data presented in the table are determined from the 1960 census

data for Houston, Texas,.
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TABLE 26

Percent of people in the different health categories for the four
suburbs in the city,

Health Categories

(Mortality Rate Poor Poor Middle Rural
Per 1000 Population) Black White Class Rich Farn
0-5 1,0 1.0 0 5.0 1.0

5-6 4,0 4,0 2.5 10.0 4,0

6-7 10,0 10.0 25,0 40.0 10.0

7-8 15.0 15,0 50.0 30.0 15.0

8-9 50,0 50,0 20,0 10,0 50.0

>10 20,0 20,0 2.5 5.0 20,0

100% 100% 100% 100% 1007

TABLE 27

The total number of industries in the different categories and the number
of jubs in the different occupation categories is presented in this table,

New Mature Declining
Enterprise Business Industry Total
Number of
Industries 15,000 10,000 5,000 30,000
Number of Managerial 5/ 3/ 1/
and Professional Jobs 75,000~ 30,000~ 5,000~ 120,000
Number of
Worker Jobs 195,00012/ 100,000l9/ 35,0002/ 330,000
Number of 8/ 6/ 4/
Underemployed Jobs 120,000~ 60,000~ 200,000~ 200,000

S5/ . . .
—/Thls symbol indicates the number of jobs in an occupational category
that a particular type of industry will employ.
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TABLE 28

Five year mortality rates1 for the four suburbs in the city.

Poor Poor Middle Rural
0-5 .027 .026 .025 .024 .026
5-8 .006 .005 .004 .003 .005
10-14 .003 .003 .002 .002 .003
15-19 .003 .003 .003 .003 .003
20-24 .008 .007 .006 .005 . 007
25-29 .006 .006 .006 .006 .006
30-34 .008 .008 .007 .007 .008
35-38 011 011 .010 .009 .011
40-44 .015 .015 014 .014 .015
45-49 .025 .024 .023 .023 .024
50-54 .037 .037 .036 .035 .037
55-59 .058 .057 .055 .052 .057
60-64 .085 .084 .081 .080 .084
65-69 .128 .126 121 .120 .126
70-74 .179 .178 174 .170 .178
75-79 .250 <249 o246 <245 <249
80~84 .360 »360 .355 .350 .360
85 -~ 400 .400 2395 .39 .400

1 . . . . .
The five year mortality rate is fraction of people in each age category that
will die in a five year period, data determined from the 1960 census data,

TABLE 29

Birth and death rates for the four suburbs in the city,

Poor Poor Middle Rural
Black White Class Rich Farm
No. of People Born
per 1000 Population 31.5 27.1 22,7 22,7 24,0
. of P i
No. of People that Die 9.9 9.8 9.4 9.3 9.6

per 1000 Population




228

TABLE 30

. . . .1 .
Percent of people in the different occupation categories™ as a function
of their sex and annual income.

Male Income Female Income
Occupation 0-5000 5000-10000 >10000 0-5000 5000-10000 >10000
1.Professional 6.59 14,51 30,18 11.36 43,23 32,22
2.Managerial 6.96 13,30 39.13 2,95 10,11 34,93
3.Clerical 8.4 8.52 2,50 32,07 31.87 12,99
4,Sales 7.52 7.14 12,31 8.27 2,78 8.68
5.Craft 17.29 29,10 10,13 1,26 2,04 1,64
6.0perators 28,98 20,59 3.53 19,06 6,44 2,42
7.Private House .29 .01 .01 9.01 .23 .65
8.Service Vorkers 10,49 3.47 .96 15,37 3.05 5.26
9.Laborers 13,45 3.33 ) 6.20 .21 .15

1Dat:a determined from the 1960 U,S. Census data, Occupation 1 and 2 comprise
the professional-managerial category, occupations 3-6 comprise the worker
category, while 7-9 comprise the underemployed category,

TABLE 31

Percent of people in each age and sex category that are members of
the working force.

Rural Farm Urban
14-17 31.5 10,3 26.8 15,5
18-24 81,6 ©35.0 79.3 48,7
25-34 95.7 25,5 95.4 37.7
35-44 96.3 29.4 96.3 45,2
45-64 91.5 25.3 90.1 45,0
65 - 49.7 7.6 30.4 11.3

1Data determined from the 1960 U.S, Census data,




Percent of people in different income categories as a function of their educational level and age category.

TABLE 32

Undexr 25 Years Old

25-64 Years 01d

> 65 Years 01d

(Education) (Education) —(Education)
Income <8 1-3 4 HS > <8 1-3 4 HS > <8 1-3 4 HS >
Categories Years HS to 3C 4C Years HS to 3C 4C Years HS to 3C 4C
0- 1000 10.8 5.0 2.6 2.7 6,2 2,0 1.4 o7 12.8 6.6 5.9 3.7
1000~ 1999 16.3 10.0 6.5 5.3 8.0 2,9 1.8 1.0 25.3 15.7 13,7 6.0
2000~ 2999 19.8 16.2 12,0 10.1 10,2 5.2 3.5 1.4 18.6 16.9 14,5 7.9
3000~ 3999 18.5 19.1 16.8 14.2 12,1 8.7 6,6 2.5 11.5 13.3 12,0 8.0
4000~ 4999 14.5 17.6 18.7 16,8 13.5 12.3 10.5 4.6 8.2 10.3 9.9 8.3
5000~ 5999 9.4 13.5 16,8 16,2 13.5 15.9 15.4 7.5 6.2 8.5 8.4 7.9
6000- 6999 4.8 8.2 11.4 12.7 10.3 13.9 14.8 9.5 4.6 6.6 7.0 6.7
7000~ 7999 3.0 6.0 7.0 8.0 9.0 14.0 15.0 15.0 3.0 6.5 6.0 7.0
8000~ 8999 1.0 1.8 4,0 5.0 5.0 6.0 7.0 7.0 2.4 3.0 5.0 5.0
9000~ 9999 .8 1.0 3.0 3.6 3.1 5.0 6.1 6.2 2,0 2,5 3.3 4,1
10000-14999 .9 1.3 1.8 4,2 7.2 11.0 13.3 25.2 3.9 6.5 8.8 15.6
15000-24999 .08 .16 . 24 .8 1.2 2.5 3.2 15.0 1,2 3.2 5.0 15.0
225,000 .02 .04 .06 ] o7 o7 1.3 4.3 .5 1.0 1.5 4.8
100% 100% 100% 100% 100% 100% 100% 100% 100% 100% 100% 100%
1

Data determined from the 1960 U.S. Census (HS = high school, C = college, 4C

college completed),

four years of

62T
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TABLE 33

This table presents the control parameter values used in the 10 urban model case stud)’.es.1

Control Boundary Population
Case Movement Dynamics Suburb Industry
Study Case Studies Case Studies Dynamics Development
PARAMETERS #1 #2 #3 fit & & # #8 #9  #10
Critical Boundary Stress 5000 25000
Boundary Stress Eqn, (Eqn.38)
a) Race Factor (C) 40 90
b) Population Facter (B) 2,0
¢) Land Use Factor (A) 100
Livability (Eqn. 51(b))
a) Population Factor (L&) .50 6 -
b) Air Pollution Factor (L1) 0,0 3x100 0
¢) Race Factor (L3) 60
d) Housing Factor (L2) 70
Gradient of Livability (Eqn. 31(c))
a) Population Factor (P3) 6 0.0
b) Air Pollution Factor (2)) 0.0 15x106
¢) Race Factor (P4) 150
d) Housing Factor (?7) 130
Suburb Livability (Sga. S4)
a) Population Ractor (Ry) 1.0
b) Air Pollution Factor (Rp) 0.0 2.0
¢) Race Factor (R3) 130
% of Blacks Moving to Kew
Suburbs (FR) 100
% of People Moving by
Discontinuocus Movement (P) 80% 5%
Industry Model (Rate Parameters)
a) Growth of New
Industries (Hc) 10% 5% 15%
b) Decline of New
Industries (H,) 8%
c) Decline of Mature
Industries (Qq) 5%
d) Death of 0ld
Industries (Qc) 3%

1The control parameter values
different from the values in

for case studies 2-10 are only indicated when the values are
the control case study. The equation nunbers and the symbols mext
to control parameter refer to those used in the main text descripticn of the urban model.

-1,-2,

-3, <4 after a parameter value refer to the parameter value for suburb 1, 2, 3, and 4,
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71 #2 #3 #6 # £  #9  £#10

Suburb byuanics Pe-1 6%

a) Quality Housing gc:g 2.;’ 81

. c A
Construction Rate Po-b 6% -
P d-l 3%

b) Quality Housing gg:g 3;’ 39

Loss Rate Pd"’ 3
We-1 6% 8%
¢) Vorker Housing gc-g g?" g;’

. e fo
Construction Rate Hg-b 67, 87

L Hg-1 5%

d) Vorker Housing 34-5 gé‘

Id- o

Loss Rate wd"‘ 27,

e) Underemployed De-1 % 8

Housi Uc-2 5% 8%
ousing ve-3 1
Construction Rate Uc'[‘ o7
f) Underemployed gd:é g‘;‘
Housing ud 3 1,/"
d- o
Loss Rate Ud"‘ 2

g) Underemployed to I"-é 2;’ IOZ’
Worker Transfer v . 10%
Rate Iy-3 b

I,-4 47,

h) Worker to I"'; 27' 7%
Professional %-3 3;' 7,
Transfer Rate L .

Iy~4 3%
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boundary movement, Cases #4, #5 and #6 study the population dynamics.,
Cases #7 and #8 looked at suburb dynamics, while cases #9 and #10 study
the effect of industrial development. The results for the control case
study (case #1) are presented in a fairly detailed manner, while the
results from the other case studies are compared with these results,
New figures are only presented when the results of the different case
studies are significantly different from the results of the control case
study.

The initial city and suburb boundary configuration and population
density for the control case study (case #1) are presented in Figure 55,
These are the same initial conditions used for the other case studies,
The most important feature to note in Figure 55 is that suburbs #1 and
#2 have much higher population density than suburbs #3 and #4, Figure 56
shows the change in the total suburb populations with evolution of
model, The discontinuous changes in the suburb population every five
years is caused by the fact that every fifth year the model ages the people
five years, allows the population to die as a function of the survival
rate and then adds the people born during the last five years to the
total population of the particular suburb, It is interesting to note that
the population of suburbs #1 and #2 decrease in the five-year periods
that precede each five-year update of the suburb population, This
decrease is caused by the movement of people from suburbs #1 and #2
into the other two suburbs which have better livability conditionms,

The greatest increase in the suburb population is observed in
suburb #4 and can be attributed to the fact that suburb #4 had the best

livability conditions., Figure 57 shows the contoured population field
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Fig. 55, The initial city and suburb boundary field and the initial
population of the small city blocks are presented in this
figure. The particular configuration of the city bourdaries
and population densities are set up to approximate the condi-
tions found in Houston, Texas (1960 census data).
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CONTOURED POPULATION
(number of people per small city block)

BOUNDARY FIELD

Fig. 57, The contoured population field (a) and the city and
suburb boundary field (b) for the last time step
(16 years) in case #1 are illustrated in this figure.
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and the city and suburb boundary field at the end of the time simulation,
The results indicate that the city expanded in area with all of the
suburbs increasing in size, While all suburbs expanded into the rural
areas, suburb #l1 and #2 also expanded into the center of the city at the
expense of suburb #3, Population stress across the boundaries is the
parametexr primarily responsible for the expansion of the city into the
rural area and the expansion of suburb #1 into suburb #2 into the center
of the city. The most significant changes in the boundary configuration
occurred during the first 10 years of the simulation. The population
field shows that the people moved into the rural area as the city
expanded, A comparison of the initial and final population density
(original city boundaries) shows that the population density of suburbs #1
and #2 decreases while the population density of suburbs #3 and 4
increases, The decrease in the population density of suburbs #1 and #2
is caused by the rapid increase in the size of the suburbs, while the
population density in suburbs #3 and #4 is increased because of the
immigration of people from suburbs #l and #2 and the fact that these
suburbs did not expand into the rural areas as fast as local population
increased, The immigration of people from suburbs #1 and #2 is prompted
by the more favorable living conditions in suburbs #3 and 4.

The most important effect of the 16-vear evolution upon the
population field is that the strong population gradients found in the
intital state of ti iwodel are diffused to such an extent that the
population density ia the city is fairly uniform. The predominate
features of the population field are the strong population gradients

that exist at the outer edges of the city and the gradual population
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density decrease that is observed going west from suburb #3 into
suburb #4.

Fig, 58 presents the initial (dashed line) and final (solid
line) race distributions for the four suburbs. At the end of the 16-
year simulation, the percentage of the non-white population of suburb
#1 decreased, while the percentage of non-white population increased in
the other three suburbs, with the greatest increase occurring in suburb
#2 and suburb #4., The decrease in the percentage of non population
in suburb #1 is caused by the movement of rich non-vhite people into
the other suburbs and the slow movement by diffusion of white people
from suburb #2 into suburb #1. This movement of people from suburb #2
into suburb #l occurs in the last 8 years of the simulation, after the
livability of the suburb #1 has improved because of the decrease in the
population density (see Fig. 57). The increase in the non-vwhite
population in suburb #2 is caused by movement by diffusion of middle-
class black population in suburb #1 into suburb #2. The increase in the
black population in suburbs #3 and #4 is caused by discontinuous move-
ment of the very rich non-white population from suburb #1 into these
suburbs. As people move from one suburb to another, they take with them
attributes selected from the frequency distribution of attributes asso-
ciated with the suburb they are moving from. This selection process
promotes the integration of the city since the race attribute of the
people moving away from the poor livability conditions in suburb #1 is
selected from a frequency distribution in which over 80% of the people
are non-white, The poor livability conditions in suburb #1 is the factor
which initiates the movement of people cut of this suburb and thus pro-
motes the racial integration of the city. The net effect at the end of

of the time simulation is that the city is more integrated with respect
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to racial distributions in the suburbs.

The initial (dashed line) and final (solid line) occupation fre-
quency distributions for the four suburbs are presented in Fig. 59. The
results show that in all of the suburbs the relative frequency of the
higher occupational levels increase significantly. This is produced
because the occupation submodel assumed that 4% per year of the people
in the under-employed category are upgraded to the worker category
while 3% 6f the people in the worker category are upgraded to the managerial-
professional category. The above assumptions are only valid if money
for the job training programs is available and if there is an increase
in the number of jobs in the worker and managerial-professional occupa-
tion categories., In reality, the money for the education programs is
not available and the jobs do not exist. This case study is designed to
demonstrate the influence of a job training program upon a city that has
a growing job market in the worker and managerial-professional categories.
When people are upgraded to a higher occupational level, their family
income could be generated by an increase in industrial activity. A com-
plete ecosystem model of an urban-rural ecosystem requires a detailed
economic model that is capable of handling the monetary problems asso-
ciated with the industrial growth and the utilization of capital for
projects such as job training programs. The effect of increasing the
number of people in higher occupational levels upon the initial (dashed
line) and final (solid line) family income and educational level frequency
distribution is shown in Figs. 60 and 61. The results show that for all
of the suburbs the relative frequency of higher income and higher educa-

tional levels are increased significantly. The family income distribution
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for suburbs #3 and #4 show that the family income in the $10,000 to
$15,000 category increases much more rapidly than the family income in
this category for suburbs #1 and #2. This is caused by the movement of
high income families from suburbs #l and #2 into suburbs #3 and #4,

Fig. 62 illustrates the initial and final housing frequency
distributions for the differenc suburbs. A comparison of the initial
and final frequency distribution for suburbs #1 and #2 show that there
is a significant increase in the relative frequency of the underemployed
housing. This is caused by a fairly high construction rate for new
underemployed housing and a high transfer rate of worker housing into
underemployed housing., This transfer rate can be considered as an
again process in which houses deteriorate with age and thereby lose
value. The housing distribution for suburb #3 shows that there is a
significant increase in the percentage of worker housing. This is attri-
buted to a fairly low transfer rate of worker to underemployed housing.
The use of a lower transfer rate of worker to underemployed housing in
suburb #3 than in suburbs #1 and #2 simulates the situation in which a
middle-class neighborhood would take better care of its houses than the
lower income level neighborhood. A comparison of the initial and final
housing distribution for suburb #4 showed that there is an increase in
the percentage of the worker housing and a fairly sharp decrease in the
percentage of quality housing. This decrease in the percentage of quality
housihg resulted from a higher transfer rate from quality housing to
worker housing in suburb #4 than in suburb #3. The increase in the
percentage of the worker housing in suburb #4 is produced by the higher

transfer rate of quality housing to worker housing and the fact that
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the transfer rate from worker housing to underemployed housing is fairly
low in comparison to the new construction rate for worker housing. A
comparison of the initial and final percentage of area occupied by
housing units show that in suburbs #1 and #2 there is a decrease in
the percentage of area occupied, while in suburbs #3 amd #4 there is a
sharp increase in the percentage of area occupied by housing units.
The decrease in suburbs #1 and #2 is caused by the fact that these
suburbs increase in area much more rapidly than the growth of new hous-
ing facilities, while the increase in the percentage area occupied
by housing units in suburbs #3 and #4 occurs because the number of hous-
ing facilities increased more rapidly than the area occupied by the

suburbs,

Boundary Movement

Case studies #2 and #3 are designed to demonstrate the effect of
the boundary movement mechanisms upon the evolution of the urban model.
In particular, case #2 demonstrates the influence of the critical boundary
stress parameters, while case #3 demonstrates the effect of the race
factor in the boundary stress equation, Specifically for case #2, the
critical boundary stress values are increased to such a level that the
city boundaries are not allowed to expand during the time simulation.
The model is set up so that the critical boundary stress values between
the city and rural areas must be exceeded before the city can expand
into the rural areas. The boundary configuration and contoured population
field at the end of the 16 years of evolution for case #2 are presented
in Fig. 63. The city boundaries did not change from the initial condition,

however, the suburb boundaries within the city changed significantly.
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Suburb #1 and #2 expanded in area by 11% and 7% respectively while
suburbs #3 and #4 decreased in area by 2% and 5% respectively., Suburbs
#1 and #2 took on new area because of the very poor livability con-
ditions that initially existed in these suburbs. A comparison of the
suburb boundaries in the center of the city area with the suburb boun-
daries in the same region for case study #1 shows very little difference;
however, a comparison of the population field for case study #1 and #2
indicates a significant difference. The most striking feature is that
the population densities for all suburbs are greater in case study #2,
This would be expected since the overall area of the city is not expand-
ing during the 16-year simulation. A comparison of the population den-
sity between the different suburbs for case #2 shows that suburb #1 and
#2 have higher population densities, however, the difference between
the population density in suburbs #1 and #2 and the population density
in suburbs #3 and #4 decreases significantly from the difference ob-
served at the beginning of the time simulation. Stopping the city
growth into the rural area has little effect upon the education distri-
bution, income distribution, occupation distribution, and the housing
distribution for the suburbs; however, it did influence the race distri-
butions for the two case studies. The results for suburb #1 show that
the percentage of the non-white population decreases more rapidly in case
#2. This decrease associated with a more rapid increase in the percentage
of non-white population in suburbs #2, #3 and #4. The net effect is to
cause the city to become more racially integrated. This occurred because

the number of people moving within the city is greater than in case #1. The
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increase in movement within the city is prompted by the lower level
livability which occurred in case #2 because the population density is
.uch greater, The percentage of land occupied by housing units in the
different suburbs increases significantly for case #2 since the area
occupied by the suburbs is smaller than is case study i1,

Case #3 is organized to demonstrate the effect of the race factor
in the boundary stress equation (Equation 38 of the main text) upon the
evolution of the model, Specifically, in this case, the race parameters
"C" ("C" refers to the race parameter used in Equation 38 of the main text)
is increased from 40 to 90 (see Table 33). ‘Increasing the race parameter
causes the boundary stress between two suburbs to be increased when
the percentage of non-white population in one of the suburbs is
significantly different from the percentage in the other suburb, TFigure 64
shows the contoured population and boundaries for the end of the l6-year
period in case study #3. A comparison of boundaries for case #l with
the boundaries for case #3 shows that the most significant difference
between them is that the area closed within the boundary of suburb #
is considerably larger for case study #3. The area enclosed within
boundary of suburb #1 increased 95% in case #3 while the area only
increased 74% for case study #1. The increase in area for suburb #2
is lower for case #3, while suburbs #3 and #4 are not influenced by the
change in the race parameter, These results could be expected since the
increase in the race parameter in the boundary stress equation caused
the boundary stress along the boundary of suburb #1 to increase because
of the large non-white population in this suburb, The increase in the

boundary stress around this suburb causes it to expand more rapidly



(a)

CONTOURED POPULATION
(number of people per small city block)

BOUNDARY FIELD

Fig. 64, The contoured population field (a) and city and suburb
boundary field (b) for the last time step in case #3

are presented.
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because the critical boundary stress required for its movement is
exceeded more often, The significant difference between the contoured
population fields for case #1 and case #3 is that the population
density in suburb #1 is significantly lower for the latter, In fact,
the population density for suburb #1 is lower than for suburbs #2 and
#3, while in case #1 the population density is greater in suburb #1,
The decrease in population density of the suburb #1 is primarily
attributed to the increase in the area of the suburb,

Modifying the race parameter does not significantly affect the
frequency distributions for the attributes of the people in the different
suburbs, The most noticeable effect is that there is a slight decrease
in the percentage of non-white population in suburb #2, This decrease
is caused by a decrease in the number of people moving from suburb #1
to suburb #2, The movement between suburbs is decreased because the
population density in suburb #2 is greater than the population in

suburb #1.

Population Dynamics

The influence of population dynamics upon the evolution of the
model is demonstrated by case studies #4, #5 and #6, Case #4 demonstrates
the influence of an air pollution field upon the movement of people in
the city, Case #5 shows the effect of setting the population density
parameters "L1" and "P3" (see Table 33) equal to zero, while case #6
illustrates the effect of decreasing the percentage of people who are
allowed to move in the discontinuous model (see Table 33).

Urban case study #4 is set up to demonstrate a possible effect of

an air pollution field upon the evolution of a city, The model assumes
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that high air pollution level creates poor livability conditions and
that as a consequence, people try to move away from high concentrations
of air pollution. The air pollution field used in this simulation is
presented in Figure 63 and shows that the highest pollution level is in
the center of the urban area., The rectangular box in the figure
represents the initial location of the boundary between the urban and
rural area, TFigure 66 presents the contoured population field and city
and suburb boundary field for the last time step in case study #4, A
comparison of the city and suburb boundary field for case study #1 and
#4 shows (see Figures 57 and 66) only very small differences, A more
detailed analysis indicates that suburbs #1, #2 and #4 expanded more
rapidly in case #4 than in the control case. The increase in the area
of the suburbs is caused by an increase in the stress along the outer
city boundaries. The outer city boundary stress is greater because of
people moving away from the highly polluted areas in the center of the
urban area, The areas of low population density correspond very well
with the maximum concentration of air pollution (see Figures 63 and 66);
Another important feature of the population field is that the regions
of high population density surround the heavily polluted air in the center
of the city, In this experiment, it is clear that the air pollution
field is the most influential parameter in determining the population
density distribution across the city, The addition of this pollution
field did not appreciably modify the evolution of the education, housing or
occupation frequency distributions for the different suburbs; however,
it did modify the income and the race frequency distributions., A

comparison of the race distribution for case studies #4 and #1 show
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(g
AIR POLLUTION CONTOURED EVERY 30 g/m3

Fig. 65, This figure presents the contoured average annual SO, air
pollution field determined by using the atmospheric =iodel to
drive the air pollution submodel for a two-year simulation,
The location of the air pollution sources and the air
pollution emission rates simulate the air pollution in
Houston, Texas.



(a)

CONTOURED POPULATION
(number of people per small city block)

(b)

BOUNDARY FIELD

Fig. 66, The contoured population field (a) and the city and
suburb boundary field (b) for the last time step in
case study #4 are illustrated.
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that the percentage of non-white population in suburb #1 decreases
more rapidly in case #4 while the non-white population in suburbs #2,
#3 and #4 increased more rapidly in case #4, The change in the race
distribution suburbs #2, #3 and #4 are caused by the increase in the
immigration rate of people from suburb #1 to these suburbs, The high
air pollution levels observed in suburb #1 lowered the already poor
livability conditions in this suburb and thus increased the percentage
or people in the suburb that are allowed to move out by discontinuous
and diffusion movement, The diffusion movement of people from this
suburb is increased by the fact that the air pollution field decreases
going from the eastern part of the suburb to the western part (compare
Figures 65 and 66) and thus causes livability gradient in which the
people are moving away from the suburb #1 into the western part of
suburb #2 which is predominately white. The decrease in the air pollution
concentration from the center of the city to the outer boundaries of
the city sets up a livability gradient such that livability improves
going away from the center of the city and thus causes the people to
move by diffusion in all directions away from the center of the city,
The northward movement of white people from the center of the city is
responsible for the increase in the white population in suburb #1
which is predominately non-white and is located in the northern part
of the city., A comparison of the income distribution for case studies
#1 and #4 show that for case #4 the relative frequency of the average
annual family incomes greater than $10,000 increased more rapidly for
suburbs #2 and #4 because these two suburbs have the best livability

conditions and thereby attract the high income families whose inilux is
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the result of both continuous and discontinuous movement, The best
livability conditions are found in suburbs #2 and #4 because of the
location in reference to the air pollution field, Suburb #: is in the
western part of the city where the air pollution concentration is low,
while suburb #2 is located to the North of the center of the maximum
air pollution, Suburb #3 has poor livability conditions because the
center of maximum air pollution is located in this suburb,

For case study #5 the population term and the air pollution term
in the livability equation and the livability gradient equation are set
equal to zero. This leaves the race factor and housing factor as the
only terms that influence the gradient of livability of the city, This
gradient is critical to the population dynamics of the model since it
directs the diffusion of people to better livability conditions, The
race and housing factor in the livability equation will cause people
to move toward an area that has the lowest percentage of underemployed
housing, the lowest percentage of non-white population, The contoured
population field and city and suburb boundary field for the last time
step in case #5 is illustrated in Figure 67, A comparison of boundary
field for case #1 and case #5 shows very little difference, It also
shows that the increase in area for the four different suburbs is almost
identical for these two case studies, A significant feature of the
population field for case #5 is that just outside the boundary between
suburbs #1 and #2 there is a distinct minimum in population density.
This is caused by the diffusing movement of people in suburb #2 away
from the poor livability conditions in suburb #l. The large non-vhite

population in suburb #1 is responsible for the poor livability conditions



255

(a)

CONTOURED POPULATION
(number of people per small city block)

(b)

BOUNDARY FIELD

Fig. 67, The contoured population field (a) and the city and
suburb boundary field (b) for the last time step in
case study #5 are shown.
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in this suburb, The loss of people in suburb #3 and the gain of people
in suburb #4 is caused by the movement of people to find better
livability conditions, In suburb #4, immediately along its border

with suburb #3, the livability condition improves because suburb #4

has a lower percentage of underemployed housing., The race factor is

not significant along this boundary since neither suburb #3 or #4 has

a large non-white population. The population field shows that the

most significant changes in the population density feature occurs just
along the boundary between the different suburbs, This would be expected
since the livability gradient which directs the diffusive movements of
people in the City is only influenced by parameters that are characteristic
of a whole suburb and thus only change across the boundaries between
suburbs, In the previous case studies, the population density air
pollution fields are the predominant factors that influence the diffusive
movement of people in the city, A comparison of the characteristic
frequency distributions for the different suburbs in case #1 and #5

shows only small differences.,

Case study #6 is set up to demonstrate the effect of limiting the
number of people moving within the city by discontinuous technique,
Specifically, for this case the percentage of people allowed to move
by discontinuous movement of people within the city is limited to move-
ment by diffusion. The contoured population field and boundary field
for the last time step in case study #6 is presented in Figure 68, 1In
case #6, the area within all of the suburbs did not expand as rapidly
as it did in case #l. A comparison of the population fields for case #1

and #6 shows that in case #6, the average population density in suburbs
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#3 and #4 are slightly lower, while the population demsity in suburbs #1
and #2 is significantly higher. It is also observed that in case
study #6, the total population for suburbs #3 and #4 decreases while
the total population in suburbs #1 and #2 increases significantly, The
change observed in the local population density and total population of
thg suburbs are caused because the number of people allowed to move
by discontinuous movement is decreased to a very small number of people,
The primary effect of the discontinuous movement technique would be
to take people from the poor livability suburbs which are suburbs #1
and #2 and place them in suburbs #3 and #4 which have better livability
conditions, By drastically limiting the use of discontinuous technique,
the primary mechanism for causing racial integration of suburb #3 and
#4 is limited, This is demonstrated by comparing the racial frequency
distribution for suburbs in case study #6 and #1., The comparison showvs
that in case #6, (Figure 69), the percentage of the non-white popu-
lation in suburbs #3 and #4 increased very little compared to the in-
crease observed in case study #1, The comparison for suburbs i#l and
#2 shows that in case #6, there is a slight decrease in non-vhite
population in suburb #1 and slight increase in the percentage of the
non-white population in suburb #2, This means that the increase in
the movement by diffusion between suburbs #1 and #2 caused an increase
in rate at which suburb #1 and #2 are racially integrated. The net
effect of suburb #1 and #2 to be more racially integrated while in
suburbs #3 and #4 the racial integration is slowed down, A comparison
of the other frequency distribution for case #1 and #6 shows that

there is very little difference between them,
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Suburb Dynamics

Case studies #7 and #8 are organized to demonstrate the effect
of the suburb dynamics subsection upon the evolution of the model, 1In
case #7 the underemployed to worker transfer rate is increased from
47 to 10% for suburbs #1 and #2 and similarly the worker to professional
transfer rate is increased from 37 to 7%. The transfer rates for the
other suburbs are not changed, In case study #8, the transfer rate
that influenced the housing distributions are modified so as to increase
the new construction rate for quality housing, worker housing and
underemployed housing.

Case #7 is run in order to demonstrate the effect of increasing the
rate of transfer of lower class (underemployed people) in suburbs #1
and #2 into the upper class categories (worker and professional). A
comparison of the boundary field and population field in case #1 and
#7 show that there is very little difference between them. In comparing
the results between the two cases, the significant differences are seen
in the occupation, family income and education frequency distributionél
for suburbs #1 and #2 (Figures 70, 71 and 72), A comparison of the
occupation frequency distribution for case #1 and #7 (Figure 59 and 70)
shows that in case study #7, there is a much higher percentage of people
in the higher level occupational categories. A similar comparison of
the family income and education level frequency distributions (Figure 60,
61, 71 and 72) shows that in case study #7 there is a much higher
percentage of people in the upper income categories and the more advanced
educational levels than in case study #1. This result is expected since

an increase in the transfer of people from the lower level occupation
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categories to the higher level categories is associated with an increase
in their educational level and family income, A comparison of the
occupational, family income and educational level frequency distribution
in the different suburbs shows that at the end of the last time step
in case study #7 the frequency distributions for all four suburbs are
very similar., The net effect of running case study #7 is to produce a
city in which the attributes of the people in the different suburbs are
very similar, except for the racial segregation that exists in the
city. It is interesting to note that increasing the educational level,
occupational level and family income of the non-white minority in the
city did not significantly increase the rate at which the city is
racially integrated: clearly no mechanism is provided to bring this
integration about as simple consequence of increased education level.
Case study #8 demonstrates the influence of increasing the con-
struction rate of the different types of housing upon the evolution of
the model, Specifically, the new construction rate for quality houses
is increased for suburb #3 and #4, the worker housing construction réﬁe
is increased for suburbs #1, #2, #3 and #4, while the underemployed
housing construction rate is increased for suburbs #1 and #2. A comparison
of the housing frequency distributions for case study #1 and #8 (see
Figures 73 and 63) show that for case #8 the relative frequency under-
employed housing increases in suburbs #1 and #2, while in suburbs #3
and #4 the relative frequency of the worker housing increases, The
most important influence of increasing the new construction rates for
the different categories of housing units is to increase the total

number of housing units in the city and thereby decrease the amount of
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open land area in the city,

Industry Model

The effect of the industry model upon the evolution of the urban
model is demonstrated by running case studies #9 and #10, In case #9,
the rate of growth of new industries is decreased from 10% to 5%, while
in case #]0, the rate of growth of new industries is increased from
10% to 15%., The effect of the different case studies upon the output
parameters of the industry model are summarized in Table 34, which
presents the output parameters at the end of the time simulation for
case studies #1, #9 and #10. Comparing the results from case #9 with
the results for case #1 show that decreasing the rate of growth of new
industries causes a decrease in the number of industries in all of the
categories with a particular decrease in the number of new industries,
This decrease also causes a significant decrease in the number of jobs
sustained by industry. The comparison of case #10 with case #1 shows
that increasing the rate of growth of new industries produces a
significant increase in the number of industries in all of the cate-
gories with a particularly large increase in the number of new industries,
As would be expected, the total number of people employed by industry
also increases, It is interesting to note that for case #1, #9 and
#10 there are approximately 600,000 people available for working the
different industries, A comparison of the number of people needed by
industry and the number of people available shows that in case #1 there
are twice as many jobs as there are people to fill these jobs, while in
case #10, there is almost three times as many jobs as there are people

available for work, Case #9 is the only one in which the number of jobs



TABLE 34
This Table Presents The Industry Model OQutput Parameters

At The End Of 16-Year Simulation For Case Studies #1, #9, and #10

Number of
Number of Number of Number of Prof,.~- Number of Number of Total
New Mature Declining Managerial  Worker Underemployed Number of

Industries TIndustries TIndustries Jobs Jobs Jobs Jobs
Case #1
(Control Case) 20,591 20,389 12,965 177,093 562,347 338,933 1,078,373
Case #9 9,213 14,848 11,701 102,317 350,178 209,609 662,104
Case #10 44,282 29,521 14,760 324,738 974,214 590,432 1,899,384

(92
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available and the number of people looking for work are comparable,
This indicates a 5% growth rate for new industries is sufficient to
provide enough jobs for the people in the city, while growth rates
greater than 5% create an excess of the number of jobs which only
could be filled by importing people into the city. In case #9, a
comparison of the number of jobs in the particular job categories with
the number of people in the city who are trained for that job category
shows there are twice as many people looking for professional managerial
jobs than are jobs available, while there are three times as many
underemployed jobs available in comparison to the number of people
looking for underemployed jobs. The discrepency between the number of
people looking for jobs and the number of jobs available in the under-
employed professional managerial categories is caused by the fact that
each year during the 16-year simulation, 47 of the people in the under-
employed category are upgraded to the worker category and 3% of the
people in the worker category are upgraded to the professional managerial
categories, These results show that job training programs that improve
the occupational level of the people in the city must proceed along with

the changes in industry manpower needs,
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APPENDIX D

RESULTS OF THE TESTING SCHEME PERFORMED

ON THE BOTANY MODEL

The detailed results of the testing procedure performed on the
botany model are given in this appendix. Validation of the model is
performed by comparing simulated results with the 1970 grassland data
for the IBP Osage site (Risser, 1971), while a sensitivity analysis
demonstrates the response of the model to the driving abiotic variables,
In particular, the sensitivity of the primary state variables (above
ground live biomass (ABM), standing dead (SD), and litter(LIT)) to
variations in soil moisture, air temperature, wind speed, and solar
radiation is demonstrated by running a numerical experiment that shows
how these parameters influence the primary state variables, The numerical
experiment comprised several one year time simulations using different
data sets for the driving variables, 1In addition to the sensitivity
analysis and validation, the botany model is tested by running a ten-
year simulation of the overall ecosystem model, A summary of the
results from this simulation is presented, in order to demonstrate the
feedback loops between the botany model and the rest of the ecosystem.
The values assigned to the constant parameters in the botany model for
this simulation are presented in Table 35. For this simulation the

model assumed that vegetation height remained constant (1.5 ft.).

270
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TABLE 35

CONSTANT VALUES USED FOR THE VARIOUS PARAMETERS
IN THE BOTANY MODEL

Parameter Constant Value Parameter Constant Value
CPH .5 PIC2 .20
HAR 0.0 PMS1 .166
HS 0.0 PMS2 .10
HL 0.0 ARM1 .026
HM 0.0 ABM?2 024
HB 0.0 M1 7.1
NS .8 M2 .90
1A 1.0 PRP10 .5
CR 1.0 PBT1 4x10”’
PPHL 3.36x10™ PBT2 1x10”°
PPH2 59 PBTS4 1.0x10”7
PRP 1.70x107 PBTS 5x1071 |
PTC b4 PDA1 .43x107°
PPH3 125 PDA2 35.0
z1 2.10 PDA3 42,0
2 1.12 PDA4 7.1
PPH4 6.94x10" PDAS .3
PPH5 40 PRB 1.5%10"°
PPH6 50
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Validation Process

Figure 74 presents the observed and simulated time series for
above ground biomass (ABM) and below ground biomass (BBM), while
Figure 75 gives the observed and simulated time series for the litter
(LIT) and standing dead (SD)., A comparison of the observed and simulated
time series of ABM, BBM, SD and LIT is satisfactory. The most apparent
deviation between the observed and simulated time series of ABM is that
at the end of the growing season the observed ABM decreases much more
rapidly than the simulated ABM. The importance of this deviation is
questionable since a comparison of the observed ABM and SD time series
at the end of the growing season shows that the sharp decrease in ABM
is not consistent with the slow increase in the SD bjomass. It is
generally observed that the ABM that dies is transferred into SD biomass,
The simulated BBM curve predicts the observed maximum and minimum values
of BBM; however, there appears to be a phase lag between the observed
and simulated peak and minimum, The simulated litter time series does
not show the two distinct peaks indicated by the observed data and also.'
indicated a trend towards increasing litter in the fall, while the
observed data indicates that litter decreases in the fall, The significance
of these deviations is difficult to determine because of the experimental
error in observing the data and the fact that some of the physical
processes which influence the transfer of SD to LIT are not taken into
account by this model. Heavy rainstorm and hailstones are two such
physical processes that can have a significant influence upon transfer
of SD to LIT.

A comparison of the observed and simulated time series is made on
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trends indicated by the time series, A point to point comparison of
the observed and simulated data is unrealistic when the experimental

error in observing biological samples is considered (Francis, 1971;

Cochran, 1963),

Sensitivity Analysis

A sensitivity analysis of the model is performed in order to
validate the model subjectively. This type of analysis is considered
necessary because only one year of observed data is available for the
validation process, A numerical experiment is set up to test the
ability of the model to respond to variation in four critical abiotic
parameters (wind speed, solar radiation, precipitation, and soil moisture).
The numerical experiment varies the observed time series for each of
the abiotic parameters in an organized manner and observed the influence
of these variations upon the simulated time series of the primary state
variables, The simulated response of the primary state variables is
compared to the expected response anticipated for a particular time
series of abiotic parameters,

The sensitivity of the model to soil moisture is demonstrated by
running five different case studies that used different soil moisture
time series (see Figure 76), The influence of the different soil
moisture time series upon the simulated time series of ABM, and SD are
summarized in Figure 76 and 77, 1In general, the results show that
increasing the soil moisture causes ABM to increase significantly, This is
particularly true when the soil moisture is added in the spring and early
summer, As would be expected decreasing soil moisture in the spring

causes a large decrease in the peak value of ABM, The simulated results
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for the case studies compare favorably with the expected results
anticipated for the different moisture time series. It is interesting
to note that the ABM time series generated by case #3 (Moist yearly
growing season) and case #4 (Dry spring growing season) form an envelope
that contains the ABM time series for all other time series, An
unanticipated result is the fact that case #2 (Moist July and August)
generated the greatest amount of SD in comparison witﬁ the other case
studies, This fact is surprising since case #3 (Moist yearly growing
season) generated a significantly greater amount of ABM than case
#2 (Moist July and August), The testing procedure demonstrated that the
Botany model is extremely sensitive to variation in soil moisture
content,

The influence of the surface air temperature upon the model is

demonstrated by running three case studies that use different time
series of maximum air temperature, Case #1 uses the observed values

for the abiotic parameters, while Case #2 and Case #3 modify the maximum
air temperature by adding and subtracting 5 F respectively to the
observed values of the maximum air temperature, The simulated time
series of ABM and SD are presented in Figure 78, The computer results
show that increasing the temperature causes ABM to peak earlier in the
year and decrease more rapidly in the summer, while decreasing the air
temperature caused the peak in ABM to occur later in the year, with ABM
decreasing more slowly in summer, These results agree with the expected
results associated with increasing and decreasing the mean air temperature.
It is interesting to note the phase lag of the maximum value of ABM

for the three cases and the fact that the case with coldest mean air
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temperature (Case #3) produced the greatest amount of standing dead
biomass at the end of the growing season,

The response of the model to different wind speed constants is
demonstrated using three case studies, Case #1 will use the unaltered
observed data for the abiotic parameters while Case #2 and Case #3
assign the average wind speed to be zero to 5 kts and 6 to 10 kts
respectively for the complete growing season, The time series of primary
ABM, SD and LIT for the different cases are presented in Figure 79.

The simulated computer results agree with expected results associated
with changes in the average wind speed, The most important observations
from the results are the facts that, a) increasing wind speed causes the
same effect on the ABM time series as decreasing the surface air
temperature and, b) that increased wind speed will cause more standing
dead to be transferred to litter,

The influence of different solar radiation conditions is demonstrated

by running three case studies in which Case #1 used the observed data
while Case #2 and Case #3 increase and decrease respectively the
observed maximum solar radiation by 20%. The simulated time series of
ABM and SD are illustrated in Figure 80 and show that decreasing solar
radiation decreases the peak in ABM, while increasing solar radiation
increases the peak in ABM. The simulated time series correspond fairly
well with expected time series for the different cases, An interesting
observation is that decreasing the maximum solar radiation by 20%
causes a greater change in the peak values of the ABM curve than a 20%
increase in the maximum solar radiation.

A preliminary time step sensitivity analysis for this model indicated



AB¥-LIT-SD

700 )

600 T

400

—_—1 ’

/ P .
m———= 2

ee o0 v e e 3

AP

Fig.

R

79.

MAY JUNE JULY AUG SEP oCT NOV

Simulated time scries of above-ground biomass (ABM), litter biomass (LIT),
and standing dead biomass (SD) for the three wind specd case studies:
case #1, obscrved wind data; case #2, lighter winds; casc #3, stronger winds.

18¢



ABM-LIT-SD

400
o~
£
S 300

700 —

600 —

500

200

100

1 P I

— e = e l
- 2 ,

ceee s me s23

Fig. 80.

T T T | 7 ! T =
MAY JUNE JULY AUG SEP oCT NOV

Simulataed time scerics of above-ground biowass (ABM) and standiny dead (8D)
for the three solar radiation case studies: case #1, observed solar
radiation data; casc #2, increased solar radiation (+20%); casc #3,
decreased solar radiation (-20%4).

€8¢



283

that one hour steps are optimal, The optimality criterion is based
upon the numerical stability of the model and the amount of time re-
quired to run the model on the computer. The results also indicated
that a more sophisticated finite difference scheme, such as the
Runge-Kutta Method, should be used to increase numerical stability.
The results of the sensitivity analysis and validation procedure
provide a preliminary validation of the model, A more convincing
validation of the model would require a much longer time series of
observed data and an extended sensitivity analysis. A more thorough
sensitivity analysis should include numerical experiments in which more
than one of the parameters is varied simultaneously in the experiment
and a sensitivity analysis in which varying an abiotic parameter
influences both the primary state variables and the other abiotic

variables,

Simulation Results

A ten-year simulation of the botany model in conjunction with the .
whole ecosystem model is run in order to show the interacting feedback
loops between them, These feedback loops are demonstrated by simulating
the above ground live biomass, (ABM), standing dead, (SD), litter and
below ground live biomass, (BBM) for four separate grass fields that are
subject to different management practices. Field #1 is irrigated and
not grazed by cattle, field #2 is not irrigated and not grazed, while
field #3 and #4 are not irrigated and alternately grazed during the
spring and summer., The decision to graze either field #3 or field #4
is decided by the decision theory process in the executive management

submodel, Fields #1 and #2 are harvested at the end of each growing
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season (day 300), while the resulting forage is used to feed the cattle
in the feed lot. The detailed day-to-day variations of the state
variable (ABM, LIT, BBM, and SD) and the average soil moisture for the
four fields are presented for the first two years of the ten-year
simulation, These detailed graphs demonstrate the effect of different
management practices and growing condition upon the state variables for
each of the fields, The long-term effect of the management decision
and growing conditions upon the different fields is demonstrated by
presenting the average monthly values for the state variables in the
four fields,

Figure 81 and 82 present the two-year time series of the above
ground live biomass, standing dead and litter for the four different
fields, ABM in field #1 increases very rapidly in the spring, reaches
a peak values in early September and then decreases very rapidly in
the fall. The spring increase in ABM is caused by good growing conditions
in the spring, while the leveling off of the ABM in mid summer is caused
by the biological limitation upon the peak value for ABM. The growth
of grass in field #1 is never limited by soil moisture because of
irrigations and thus is permitted to grow to its peak value. The fall
decrease in ABM is caused because of the aging process where ABM is
transferred to standing dead (SD) (simessence). The standing dead for
field #1 curve shows that SD decreases from the start of the simulation
until the beginning of September, when it increases dramatically for
a month and then decreases discontinuously to 25 gm/m2° The decreased
SD through August is caused by the loss of standard dead material into

the litter category, while the dramatic increase in the SD in September
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is caused by the transfer of ABM into SD. The discontinuous decrease
in SD is produced by harvesting the grass for utilization by the feed
lot cattle, The litter curve shows very little variations through the
year, except for the dramatic decrease in the fall which is caused by
harvesting the grass, Comparing the time simulation for the first

year and second year for field #1 shows that the major difference is
that in the second year ABM peaks at a higher level. The increase in
ABM for the first year to the second is caused by the increase in the
below ground biomass (see Figure 83), Increasing below ground biomass
allows above ground biomass to maintain higher peak values by lowering
the rate of translocation of photosynthetic material to BBM. The

major difference between field #1 and field #2 is that field #1 is
irrigated when the soil moisture starts to limit growth, while in field
#2 no moisture is added when soil moisture becomes a limiting factor,
The overall characteristics of the response of the state variable in
field #2 is the same as field #1, except for the fact low soil moisture
values limit growth of ABM during the summer., Thus the most significant”.
difference between field #1 and #2 is that the value for ABM is much
lower in field #2, A comparison of the time simulation for the first
and second year for field #2 shows that the peak in the ABM curve is
almost twice as high in the second year., This increase is caused by a
significant increase in the available soil moisture during the early
summer (see Figure 84 , The herbage dynamics in fields #3 and #4 are
identical to the dynamics in field #2, except for the fact that cattle
alternately graze field #3 and #4, Figure 82 demonstrates that the

effect of grazing on the herbage dynamics is significant. In the first
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year simulation the cattle are placed on field #3 at day 90, The

amount of standing dead and litter began to decrease as soon as the
cattlewere placed on field #3, and by day 160 there is insufficient

grass for the cattle and a decision must be made to relocate the cattle,
The management decisions process decided to move the cattle to field #4,
The total above ground forage in field #3 then starts to decrease rapidly.
After the cattle leave field #3 ABM and SD increase to peak values

which are much less than the peak values found in field #2, 1In the
second year the cattle are again placed on field #3 in April and

promptly start eating the standing dead and litter in field #3, Within
two months the amount of grass is insufficient for grazing and a decision
must be made to relocate the cattle, In checking field #4 the decision
process notes that the total above ground forage is less than 150 gm/m2
and decides to move the cattle to the feed lot, permanently, After
putting the cattle in theréeed lot, fieids #3 and #4 respond to the
available soil moisture and grow peak values of ABM similar to the

peak ABM observed in field #2 for that year, This discussion demonstrates
how grazing management policies decisions dramatically influence the
herbage dynamic in fields #3 and #4.

Figure 83 presents the time simulation of live below ground biomass
(BBYM) for the different fields, The BBM time series for fields #2, #3
and #4 decreases significantly for the first year, and continue to
decrease slowly during the second year. The below ground biomass increase
for a short time period in the late spring and early summer and also in
the early fall, The increase in early summer and early fall is caused

by an increase in the transfer of above ground photosynthate material
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to the below ground biomass. The below ground biomass in field #1
increases dramatically the first year and then stabilizes by the end
of the second year., After stabilizing the BBM for field #1 tends to
increase during the spring and summer and decrease during the remainder
of the year. This increase is caused by high translocation rates of
above ground photosynthate material to below ground biomass during the
spring and summer., The decrease in BBM during the fall and winter is
caused by net respiration (translocation minus respiration is negative)
during this time period, Comparison cf the BBM curves for the different
fields shows that field #1 has the highest biomass. The BBM time
series in field #2, #3 and #4 is very similar, however, the biomass
in field #2 is significantly greater than fields #3 and #4. This is
expected since grazing of field #3 and #4 reduces the translocation of
photosynthate material to the below ground biomass, Figure 84 presents
the average soil moisture for the four fields, The most important
feature observed in comparing the time series is that field #l has the
higher average value of soil moisture during the summer, This is
expected since field #1 is irrigated when the available soil moisture
from 0-24 inches gets below 1.5 inches, A comparison of the average
soil moisture for fields #2, #3 and #4 shows that there is very little
difference, Comparing the first year with the second year shows that
the soil moisture in the early summer is much higher in the second year,
and causes the increased growth observed in fields #2, #3 and #4, The
low soil moisture during the summer months limits the growth of grass
in fields #2, #3 and #4.,

Figures 85, 86 and 87 present the average monthly values of ABM,
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SD, LIT and BBM for fields #1, #2, #3 and #4, A comparison of the peak
values of the above ground biomass for the different fields shows that
fields #1 and #2 has the highest peak values of ABM, with the highest
values of ABM observed in field #1, This is expected since field #1 is
irrigated during low soil moisture conditions. A comparison of the peak
value ABM in fields #3 and #4 shows that field #4 has a significantly
higher peak value, This results because at the beginning of each year
the cattle are first put on field #3, and are not moved to field #4
unless the forage is insufficient in field #3, The most important
herbage dynamics demonstrated for all four fields is that the ABM
increases to a peak value in mid summer and decreases rapidly in the
fall with the transfer of ABM to standing dead., The transfer of standing
dead to litter during the winter months in field #3 and #4 is shown by
the fact that the peak value of litter lags the peak value of standing
dead by four months. The average monthly below ground biomass curves
for the fields show that BBM in field #1 is distinctly greater than
BBM in the other fields. The below ground biomass for fields #2, #3
and #4 are very similar, with the average below ground live biomass
decreasing from field #2 to field #4 to field #3., The fact that field #3
has the lowest average biomass is caused by the fact that it is grazed
more often than the other fields, The relative difference between

field #1, #2, and #4 are explained using arguments previously discussed,
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APPENDIX E

RESULTS OF THE TESTING PROCEDURE PERFORMED

ON THE ZOOLOGY MODEL

This appendix presents the resultsvof the testing procedure
performed on the zoology model, The testing demonstrates the response
of the model to the input variables and the decision making process
that controls the movement of cattle, This is accomplished by using
the results from a ten-year simulation of the total ecosystem model to
demonstrate the feedback loops between the zoology model and the overall
ecosystem, The month-to-month variation of the zoology parameters
are shown for the first 4 years of the time simulation in order to
demonstrate the detailed workings of this subsystem, The average monthly
values of zoology parameters are presented to illustrate the long-term
influence of the range management practices upon the model,

Figure 83 presents the four-year time series of the number of
grazing and feedlot cattle, weight of the yearling and feedlot cattle
at the end of each month and the amount of forage available (4BM, SD,
and LIT) in fields #3 and #4., The grazing cattle herd consists of
breeding cattle herd (15,000) and yearliné cattle that are born each
spring., The breeding cattle are older than two years old and are mated
during the summer months of the previous year. The herd is located in
the grazing field each spring and calving proceeds to provide 15,000
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A four-year simulation of the number of grazing and
feedlot cattle (a), the weight of the yearling and
feedlot cattle at the end of each month (b), and the
amount of available forage (LIT, ABM, and SD) for
grazing (c) is presented in this figure.
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yearling cattle (range cattle) during the first three months of the
spring (April, May, and June). By the end of September the grazing
cattle herd is taken off the range. The yearling cattle are transferred
to feedlots and the breeding cattle are transferred to temporary storage
location§ until the spring, The time series of the grazing cattle
(Fig. 88(a)) shows this sequence with the number of grazing cattle
increasing in the spring, stabilizing in the summer months and then
decreasing to zero at the end of September, The transfer of yearling
cattle to feedlots shows up as the discontinuous increase in the number
of feedlot cattle at the end‘of September, The feedlot cattle gain
weight and age in the feedlots and are slaughtered if they get older
than 21 months or if they reach the critical age for slaughtering. By
the end of September the number of cattle increased in response to
the transfer of yearling cattle into the feedlot., During the second
year of the simulation, the number of feedlot cattle doubled in May
with the early transfer of yearling cattle into feedlots, The transfer
is initiated by the lack of sufficient forage in field #3 and #4 (see
Figure 88(c))., Six months later the number of feedlot cattle decreased
by 15,000 as the first year yearling cattle reached critical weight for
slaughtering. The continuous time series of the number of feedlot
cattle is a function of when yearling cattle are located in the feedlot
and when the yearlirg cattle placed in the feedlot reach their critical
weight or age for slaughtering. The number of cattle in the grazing
herd follow the same pattern for every year of the four-year simulation
except for the second year when there is insufficient forage in fields
#3 and #4 to support the grazing cattle, The chart of the average

weight of the feedlot cattle shows a series of time segments with
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increased average weights that are periodically interrupted by discontinuous
decreases in the average weight, These decreases in the average weight

are caused by the addition of light weight yearling cattle to the

feedlot or by the slaughtering of full-grown feedlot cattle. The decrease
due to the addition of yearling cattle is demonstrated by the dramatic
decrease in the average weight during Séptember of the first year
simulation., The decrease in the average weight of the feedlot cattle

in October of the second year of the simulation is caused by slaughtering
of the yearling cattle from the first year, Similarly, the remainder

of the discontinuous decrease in the average weight can be attributed

to changes in the number of feedlot cattle. Increases in average weights
of the feedlot cattle are caused by the continuous weight gain of cattle

in the feedlot (50 lbs. per month). The average weight of the yearling
grazing cattle for each year show a continuous increase for the 6-month
period of time they are on the grazing fields (50 1lb./month). While the
grazing cattle are on a grazing field (16 x 16 sq. mi. field) they consume
31 1bs, of grass per lb, of weight gain, Similarily the feedlot cattle
consume 31 1bs, of grass per 1lb, of weight gain, The water comsumption

by feedlot cattle and grazing cattle is not considered in this model, The
weight gain pattern of the yearling cattle is identical for each year of
the four-year simulation except for the second year in which the yearling
cattle are prematurely transferred into the feedlot, The effect of the
cattle on the available forage in field #3 and #4 is demonstrated in Figure
88(c). 1In the spring of the first year the forage in field #3 decreased
until the beginning of June when the cattle have eaten all of the available
forage. The cattle are transferred to field #4 and the available forage
started to decrease in that field until the end of September. 1In the second

year when the available forage is insufficient, the cattle are not
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transferred to field #4 because there is not sufficient forage in field

#4 (less than 150 gm/mz). Since the cattle are in the feedlot both

field #3 and #4 respond by increasing their available forage. The

changes observed in the available forage for year 3 and 4 are very similar
to the changes observed in year 1, It is interesting to note that in the
years after year #2 the average available forage in both fields decreases
freow year to ycar, If thiis forage decrease continued into year 5 the
available forage would reach the critical level that forces the cattle to
be prematurely transferred to the feedlots.,

Figure 89 shows the average monthly number of feedlot cattle and
grazing cattle and the average monthly weight of the feedlot cattle and
yearling cattle at the end of each month, The results show (Figure 89)
that the month of May has the highest average number of yearling cattle,
The premature removal of the grazing cattle because of insufficient
forage causes the average number of yearling cattle in the grazing fields
to decrease after May. The average monthly number of feedlot cattle
shows a peak in June and one in October., The peak in June is caused by
the early transfer of grazing cattle into the feedlots while the peak in
October is caused by the normal transfer of the yearling grazing cattle
into the feedlot. The sharp decrease in the number of feedlot cattle in
December is caused by the slaughtering of yearling cattle that are trans-
ferred to the feedlots in October of the previous year, The second minimum
value of the number of feedlot cattle observed in August and September is
produced by the slaughtering of the yearling feedlot cattle prematurely
placed in the feedlots during the early summer months. The average monthly
weight of the feedlot cattle shows an increase in weight from November

until the early summer months, with a sharp decrease observed at the end
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The average monthly number of grazing cattle and feedlot
cattle (a) and the avcrage monthly weight of the yearling
cattle and feedlot cattle at the end of each month (b)
are illustrated.
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of September and November. The sharp decrease at the end of September
is caused by the transfer of yearling grazing cattle into the feedlots,
while the sharp decrease at the end of November is caused by the
slaughtering of the yearling cattle from the previous year. The increase
from November to April is produced by the continuous weight gain by
cattle in the feedlots, The average wéight of the yearling cattle
increases vhile they are on the grazing fields (April through September),
A minor error in the computer program caused the total number of yearling
cattle to be low by 5,000 for year #7 of the ten year simulation. This
error does not significantly influence any of the results presented in
this section,

The breeding cattle consume 1,550 lbs, of grass per month
vhile they are grazing with the yearling cattle, They consume 930 1bs,
of cut grass per month during the remainder of the year. The 1,000
milk cattle in the milk cattle herd consume 300 lb. of cut grass per
month from January to December, Each milk cow produces 75 1lb, of milk

per month,
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APPENDIX F

RESULTS OF THE TESTING SCHEME PERFORMED

ON THE EXECUTIVE ROUTINE

This appendix is concerned with the testing procedure performed
on the decision making executive model. The executive model consists
of three submodels which include an air pollution control submodel,
water control submodel and a range management submodel, These sub-
models are examined by running sensitivity analyses on them and by

demonstrating the influence of the submodels on the overall ecosystem,

Air Pollution Control Submodel

The air pollution control model demonstrates sensitivity of the
model to wind direction, maximum air pollution levels permitted at
the monitoring points and objective function coefficients. It also
considers the long term effect of the air pollution control model upon
the resulting average annual air pollution field. The sensitivity of
the submodel to the three parameters mentioned above is demonstrated
by altering these parameters separately and observing their influence
upon the production level permitted for each factory and on the total
industrial production, It is important to note that this model assumes
that factory production is directly proportional to the air pollution
emitted, The initial condition for all of the parameters that are set
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in the air pollution model are summarized in Table 36 and 37. These
tables show the maximum air pollution levels permitted at air pollu-
tion monitoring points, the values assigned to the objective function
coefficients for each factory, the maximum air pollution emission rates
and the minimum profitable air pollution emission rates for each factory.
The sensitivity of the model to wind direction, maximum level of air
pollution allowed at the monitoring points and the objective function
coefficients is shown by running 9 case studies in which the parameters
were varied and the effect upon the production levels of the individual
factories and the total system is observed and presented in Table 38,
Specifically Case #1 is the control case, Case #2-5 demonstrate the
effect of wind direction, Case #6 and #7 show the effect of altering
the maximum air pollution level permitted, while Case #8 and #9 show
the effect of changing the objective functions coefficients., The
objective function coefficients are a measure of relative worth of
the products produced by the individual factories,

The results from case studies #2 through #5 show that by changing.
the wind direction the production levels of the individual factories
vary significantly. As the wind direction shifts from 150 to 19C the
total production of the factories increases from 687 to 91%. The
variations observed in the production levels with the different wind
directions are caused by the specific location of the air pollution monitor-
ing points relative to the air pollution source, For example, with
case #5 the production level is highest because the air pollution for
most of the factories does not flow over the air pollution monitoring

points with the wind direction from 190, while with the wind direction



TABLE 36

Maximum Air Pollution at the Air_Pollution

Monitoring Points (mg/m”)

Objective Function

Coefficients

Maximum Production

level for the ith
factory

(P?X- units/sec)

Minimum Production

level for the ith
factory

(P?h— units/sec)

#1 #2  #3 #4  #5  #6  #7 #8  #9 #10
50 50 50 50 50 50 100 100 50 50
TABLE 37
Aixr Pollution Sources1

#1  #2  #3  #4  #5  #6  #7  #8  #9  #10  #11  #12  #13  #14  #15  #16
2 2 2 2 2 2 2 2 2 2 4 4 - 2 2 2 2
25 25 25 25 25 180 180 180 80 80 460 460 70 70 70 70
11.25 11.25 11.25 11.25 11.25 81 81 81 36 36 207 207 31.5 31.5 31.5 31.5

1The value of X3

(see air pollution control model) is set equal to one.
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100
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from 150 the air pollution from the factories is advected toward some
of the air pollution monitoring points, Thus it is important to note
that the location of the monitoring points relative to the air pollution
sources and the prevailing wind direction will have a significant
influence upon the effect of the air pollution control model upon
production level permitted and the resulting air pollution field.,

Case study #6 demonstrates the effect of increasing the maximum
air pollution level permitted at the monitoring points by 30 ug/m3,
while case study #7 shows the effect of decreasing the maximum air
pollution level by 30 g/m3. The results show that increasing the
pollution level causes the total production to increase from 85% to
97% while decreasing the maximum air pollution level causes the total
production level to decrease to 52%. The fact that decreasing the
maximum allowable air pollution concentration by 60 g/m3 produces a
45% decrease in total production, emphasizes the economic importance
of determining realistically, the maximum air pollution levels for
urban areas,

Case #8 demonstrates the effect of decreasing the objective func-
tion coefficients for factory #12, while case #9 shows the effect of
increasing the objective function coefficient of factory #6., Decreasing
the coefficient for factory #12 causes the production level in factory
#12 to go from 100% to 0% while the production levels in factories #
and #6 increased from 0% to 100%. Increasing the objective function
coefficient for factory #6 enabled the production level to increase
from 0% to 100% while the production level at factory #7 is lowered

from 100% to 82%. It is interesting to note that decreasing the
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objective function coefficient of factory #12 causes the total produc-
tion to decrease to 71% while increasing the objective function co-
efficient for factory #6 caused the production level to increase to
92%. 1In a real life situation, the effect of increasing or decreasing
an objective function coefficient is equivalent to making the value
judgment that the product produced by a factory is either worth more
or less, If one factory has higher value for its objective function
coefficient than another factory, then an equivalent statement is that
the air pollution from one factory is more critically associated with
the economy of the community than the air pollution from the other
sources, Thus factories that produce products of high relative walv~
have preference in the allocation of air pollution emission rates,
In case #8, the decision that the product produced at factory #12 is
of low relative value causes the air pollution control model to determine
that the product volume produced at factory #12 is decreased in preference
to production by factories #5 and #6, This decision causes the total
production for the city to decrease from 857% to 71%, with the justifi-
cation that the products of factories #5 and #6 are more valuable to
the total system than the products of factory #12, Cases #8 and #9
demonstrate the importance of assigning relative economic values to the
different factories.

The effect of the air pollution control model upon the average
air pollution level in the city is shown in Figure 90, which illustrates
the average annual air pollution field generated with all the factories
in operation at 1007 production and the average air pollution field

when the production levels are controlled by air pollution control model.
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ATR POLLUTION CONTOURED EVERY 30 gm/m3

A comparison of the average annual SO, air pollution fields for
uncontrolled (a) and controlled (b) air pollution emission rates
are presented. The uncontrolled air pollution field is
determined by using a two-year simulation of the air pollution
submodel in which the air pollution emission rates are constant.
The controlled air pollution field is determined by using a two
year simulation in which the air pollution control model
influences the air pollution emission rates. The location of the
air pollution sources and the air pollution emission rates
simulate the 50, air pollution in Houston, Texas.
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The most important effect observed in comparing the two air pollution
fields is that the air pollution field directly to the north and south
of the center of maximum air pollution concentration is lower for the
case where the air pollution control model is used, This indicates
that when the wind direction is from the north or south some of the
factories have their production levels decreased because of excessive
air pollution levels, When the wind direction is from the east or
the west, the air pollution control model does not significantly reduce
the production levels of the factory. These results are explained by
the particular location of the air pollution monitoring points and
climatology wind rose for Oklahoma City.

Seasonal effects upon the production level of the factories
regulated by the air pollution control model is demonstrated by a
two~year simulation in which the average monthly production level for
the city is determined (see Table 39), The results show that the lowest
production levels are observed in February, March and April, while the
maximum production levels are observed in May, June and July, Interpré:
tation of these results is difficult because there are many factors
that could influence the results., Two of the most important factors
are 1) that the atmospheric stability changes as a function of the time
of year and 2) that climatology wind rose changes as a function of
the time of year. Stable atmospheric conditions force the production
level to be decreased because of higher air pollution levels, while
unstable atmospheric conditions enable production levels to be high
because the air pollution is dispersed over a much larger volume

(reduce air pollution level). The effect of changing wind direction



TABLE 39

Average monthly production levels for the cityl (% of total production capacity)

Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec

Production
Level (%) 1-Yr. 85 76 81 77 85 87 84 85 79 79 78 87

Production
Level (%) 2-Yr 83 86 79 76 89 86 89 76 86 88 84 84

2-Year
Average 84 81 80 77.5 87 86.5 86.5 80.5 82.5 83.5 381 85.5

1The results are determined from a two-year simulation of the air pollution control model.

€1¢
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upon production levels has already been demonstrated. In interpreting
these results it is most likely that the low production levels in
February, March and April are caused by the relatively stable atmospheric
conditions, while the high levels of production in May, June and July
are caused by a high frequency of unstable atmospheric conditionms.

The implication of such knowledge for industrial planning would seem

to be important,

Water Control Submodel

The water control model is tested by running a sensitivity
analysis and demonstrating the effect of water management decisions
upon the overall ecosystem. The sensitivity of the model to the objective
function coefficients and maximum amount of water permitted to flow
out of the lake is demonstrated by changing these parameters separately
and observing their influence upon the ratio of the water allocated to
the consumers to the water desired by the consumers (industry, city and
agriculture), the agriculture water pollution level and the actual
water flow from the dam, The results are summarized in Table 40, while
the values for the control parameters in the water control model are
presented in Table 41, The sensitivity analysis is performed by running
six case studies in which case study #1 is the control case, case study
#2 through #4 vary the maximum water flow from the dam, while case
studies #5 and #6 change the objective function coefficients. The
results for case #2 show that with maximum flow rate from the dam set
equal to 7000 cfs the water demands of the consumers and the water

pollution emission rates desired by the consumers are allowed without




TABLE 40

Results from the Sensitivity Analysis of Water Control Model

Ratio of the water allocated

to the water desired for Water Water
J— A from Flow
Municipal Agricultural Industrial Pollution the Below the
Case Studies Use Use Use (1b/sec) Dam (CFS) City (CFS)
#1 - Control Case
Max "IFD = 5000 CFS 1. 1o .73 470 5000. 36450
#2 - Max WFD = 7000 (CFS) 1. 1. 1. 70, 6865, 5400,
#3 - Max WFD = 6000 (CFS) 1. 1. 1. 43,4 6000. 4535,
#4 - Max WFD = 4500 (CFS) 1. 1. .58 47,0 4500. 3203,
#5 - Decrease Objective
Function Coef., for
Agricultural Use (-1.) 1.0 .33 .86 47,0 5000, 4035,

#6 - Increase Objective
Function Coef, for
Industrial Use (+2.) 1.0 .33 .86 47.0 5000, 4035.

1782




TABLE 41

Values for the Linear Program Control Parameters Used in the
Sensitivity Analysis of the Water Control Model

Municipal Agricultural Industrial Municipal Agricultural Industrial Water Flow Water Flow
Water Viater Water Water Water Water Below From the
Use Use Use Pollution Pollution Pollution The City

Objective Function

Coefficients 3 2 3 1 1 1 0.0
Maximum Water

Utilization Rate

and Water Pollu- 2000 1000 2000 50 70 50

tion Rates (CFS) (CFS) (CFS) (1lbs/sec) (1lbs/sec) (1bs/sec)
Minimum Water

Utilization Rate

and Water Pollu- 700 233 500 25 23.3 50 3000

tion Rates (CFS) (CFS) (CFS) (1lbs/sec) (lbs/sec) (lbs/sec) (CFS)
Percentage of

Water Returned

to the River 80% 5% 80%
Maximum Water

Pollution .05 3 .05 3 .05 3

Allowed (1b/£ft7) (1b/£ft7) (1b/£ft™)

91¢
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any restrictions. The results also show that 6865 cfs of water is

all of the water that is needed to satisfy the demands of the consumers.,
This fact is verified because the water management model only needed
6865 cfs of the 7000 cfs of water that is available from the lake to
satisfy the water demands for all the consumers, Comparing this with
case #1 shows that in case #1 the industrial water use is limited and
the agricultural water pollution rate is reduced, The difference
between case #1 and #2 is attributed to the fact that in case #1 there
is insufficient water flowing from the dam to satisfy the water needs
of all of the consumers, Similarly, a comparison of the case #2 with
cases #3 and #4 shows that the agricultural water pollution rate is the
first parameter to be reduced by a reduction of the water flow from

the lake, while with further reduction of the water allocated to indus-
try is limited,

Comparing the results for case #5 with case #1 shows that by
decreasing the value of the objective function for agriculture water,
the water allocated to agriculture is reduced from 100% to 33%, while
the water allocated to the industry is increased, For case #6 the
objective function coefficient for industry is increased, Making this
change produced results that are identical to the results in case #5,
It is not surprising that increasing the objective function coefficient
for industry has the same effect as decreasing the coefficient for
agricultural water use, Studying the results for the six case studies
shown that for all of the case studies the use of water by the city
remained at the peak rate, This shows that the city water use is

least sensitive to variations of the parameters altered in this sensiti-
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vity analysis, This occurs because municipal water pollution rates
are low enough such that they do not require as much excess water to
dilute the water pollution that is emitted by the city, The sensitivity
analysis shows that changing the relative values of water utilization
can cause dramatic shifts in the allocation of water to the consumer.
Choosing values for the objective function coefficients in the water
management model is equivalent to the real life problem of deciding
which consumers contribute more to the total system through their

utilization of water resources.

Simulation Results

The effect of water control model upon the overall ecosystem is
demonstrated by presenting the results from a ten-year simulation of
the overall ecosystem model, The parameters that are studied include:

1) the average monthly values of water desired by the consumers

and the average monthly water pollution emission rates
desired by agriculture,

2) the average monthly values of ratio of the water received

by the consumers to the water desired by the consumers and
the ratio of the water pollution emission rate ailowed to
the water pollution emission rate desired by agriculture,

3) the ten-year trend of the desired water consumption by

consumers,

4) a ten-year trend in the ratio of the water consumption

to water demand and the ratio of the water pollution received

by agriculture to the water pollution desired by agriculture,
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5) the average monthly lake level and a ten-year trend in the

yearly average lake level,

6) average monthly values of water flow from the lake and a

ten-year trend in average annual water flow from the lake,
The ratio of the water pollution rate received by the city and industry
to the water pollution rate desired by them is not presented because
this ratio has the same value as the ratio of the water received to
the water desired by the city end industry. Tables 41, 42 and 43
present the values for the control coefficients that are used in the
ten-year simulation. The maximum water utilization rate for the
consumers and water pollution rates by the consumers changed in
simulation with time, however, the minimum values for these coefficients
are the same as those presented in Table 41 (minimum water pollution
emission rate and water demand by agriculture is set equal to 1/3
the desired rate).

Figure 91 shows the average monthly values of the water demand
by the consumers and the desired water pollution emission rate by
agriculture, The results show the flow rate desired by industry and
the city in this test are constant throughout the year, while the
irrigation water need by agriculture increases in the spring to a peak
value in July and then decreases in the fall. The vater demand for
irrigatior peaks in the summer since this is the time of year when
soil moisture depletion is the greatest., The water pollution needed
by agriculture has two peaks with one in June and July and the other
in October and November, The water pollution generated by agriculture

comes from the feedlots adjacent to the rivers and thus the water




The Maximum Flow Rate from the Dam as Function of Lake Level

TABLE 42

LK >60 60>1LK>58 5821K>56 5621LK>54 S54ZTK>52 5221K-48 4821K

Maximum

Water Flow 9000 8000 7500 7000 6500 5500 4500

from the Dam

(cfs)
(W8]
r~y
>

TABLE 43
Controlled Flow into the Dawn (cfs)
Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec
9000 9000 9000 9000 7000 7000 6000 6000 7000 9000 9000 9000
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Fig. 91. This figure presents the average monthly water [low rates
desired by the city and industry (a), and agriculture (b)
and also the desired water pecllution cmission rate for
agriculture (b).
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pollution level is a direct function of the number of cattle in the
feedlot, Comparing these results with the results in Figure 38
(Appendix E) show that the peak values of water pollution correspond to
the peak values in the average number of cattle on the feedlots.

Figure 92 presents the average monthly ratio of the water received
by the consumers and also the similar ratio of the water pollution
rates allocated for agriculture to the water pollution desired by
agriculture, The results for water consumption by the city and
agriculture show that the ratio is equal to 1 for the complete year,
This indicates that the water received by the city and by agriculture is
always equal to the water desired by them, The average monthly ratios
of the water received by industry to the watef desired by industry and
ratio of water pollution rates allowed for agriculture to the water
pollution rates desired by agriculture show that they are less than
one for the whole year and changes significantly within the year, These
results show that the water allocated to industry is at its peak value
in the winter and spring months and reaches minimum values in September,
October and November. Changes in the water allocation for industry
are related to the availability of water which is a direct function
of the average lake level (at lower lake levels the water flow from
the dam is reduced). During the spring months the average lake level is
at its peak and the availability of water is increased, while during the
fall the lake level is lower and water flow from the dam is reduced,

The ratio of actual water pollution rate to the water pollution
rate desired by agriculture is at its peak value in the spring and

decreases to its minimum values in October and November. Changes in
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This figure presents the average monthly values of the ratio

of the water received by the city, industry and agriculture
to the water desired by the city (a), industry (b), and
agriculture (c) and also a similar ratio of the water
pollution emission allowed for agriculture to the water
pollution emission rate desired by agriculture (d).
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the ratio are attributed to variations in the lake level and the fact
that the average agriculture water pollution rate is at its peak value
in October and November,

Figure 93 shows the average monthly flow rate of water from the
dam, The peak values occur during June and October and November, These
two peaks occur because of increases in the water demand by agriculture
during these time periods., The June peak is caused by an increase in
the water pollution emission rates by agriculture and an increase in
the irrigation water demand, Increasing water pollution rates requires
an increase in the river flow rates so that the water pollution
concentration level will not exceed the critical level. The October
and November peak values in flow rate are caused by the increase in
the water pollution emission rate desired by agriculture during October
and November, Comparing the average monthly water pollution flow rates
desired by agriculture with the average monthly flow rates from the
lake shows that there is a one-to-one correlation between changes in
the water pollution emission rate and changes in the flow rate from
the lake,

Figure 94 shows the average monthly lake level for the ten-year
simulation, The results indicate that the peak lake level occurs in
May while the minimum lake level occurs in November, The lake level
is highest in the spring because of an accumulation of runoff from the
spring rainfall, low lake evaporation rates until June and the fact
that water is coming into the dam at a faster rate than leaving the lake
during the late winter and spring months (compare Figure 93 with Table 43),

The decrease in the lake level from May until November is produced by
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high lake evaporation rates during the summer, relatively low rainfall
during the period, and an increase in the water demand by agriculture,

Figure 95 presents the average yearly demand for water by the
consumer and water pollution by agriculture, The water demand by
industry and the city shows a continuous increase with time, The
increase in the water demand by the city is produced by a 20% increase
in the population of the city, while the increase in the industrial
water needs is caused by a 50% increase in the number of industries,
The increase in the city population and the number of industries are
estimated by looking at the results of the control case study for the
Urban Model presented in Appendix C. The demand for agriculture irri-
gation water shows minor ossilation within the ten-year period. Years
with relatively low demand for irrigation water have more favorable
soil moisture conditions, The ten~year trend for desired water
pollution emission rates by agriculture shows significant year to year
variation which are caused by changes in the average number of cattle
in the feedlots, 1In particular, years #2, #6 and #9 have the highest
average number of cattle because the e are years when the grazing
cattle are prematurely removed from the grazing area and put in the
feedlots (see Table 47).

The ten-year trend in the lake level (Figure 96(b)) shows that the
lake level decreases continually with greatest decrease occurring from
year 4 to year 7. The lake level then stabilizes in the ninth and tenth
year, The decrease in the lake level is caused by an increase in the
water demand by the city and industry and also because the lake is

loosing more water by evaporation than it is gaining from storm runoff.,
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The sharp decrease in the lake level from year & through year 6
corresponded very well with the sharp increase in the flow of water
from the lake (see Figure 96(a)). The increase in the water flow from
the dam is to a greater extent caused by the increase in the water
demand by the city and industry. The leveling off of the lake level
after year 7 is produced because a continued decrease in the lake level
triggers a mechanism in the water control model that limits the amount
of water allowed to flow out of the dam, Thus, by the tenth year, the
water permitted to flow from the dam is limited to such an extent that
the lake level is stabilizing,

Figure 96 (a) presents the average flow rate of water from the
lake, 1In the first 6 years there is a general increasing tendency in
the vater flow from the dam. This increase is caused by the steady
increase in the water demands by industry and the city (Figure 95).
There is a temporary decrease in the water flov from the dam in year
3 which is caused by a significant decrease in the annual water pollu-
tion rate desired by agriculture (see Figure 95). The decrease in the »
flow rate from the dam after year 6 is produced by the decrease in the
lake level that automatically limits the amount of water permitted
to flow out of the dam, The interaction between the flow rate from
the dam and the lake level tends to stabilize the flow rate from the
dam and the lake level,

Figure 97 shows the ten-year trend in the average annual ratio
of the water received by the consumers to the water desired by the
consumer, and the ratio for the water pollution emission rate permitted

by agriculture to the water pollution rate desired by agriculture,
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to the water pollution desired by agriculture (d) is
presented for the ten year simulation.
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The results show the ratio of the water used to the water desired for
city use and agricultural irrigation remains at 1 for all ten years,
Thus during the ten-year period the water needs for the city and
agricultural irrigation are completely satisfied. The ratio for industrial
water demand is one for the first seven years and then continued to
decrease steadily for the next three years. The reduction of available
water flow from the lake is responsible for this decrease., The ratioA“
of the water pollution emission rate permitted to the water pollution
emission rate desired by agriculture stay at 1 for the first four years
and then decreases to .55 by the tenth year, A temporary increase in
the ratio during year 8 (see Figure 95) is caused by a significant
reduction in the average number of feedlot cattle for that year. It
is interesting to note that the ratio of the water pollution received
to the water pollution desired by agriculture is the first ratio to
be affected by limiting the water supply, while the ratio of the water
received to the water desired by industry is the second ratio to be
influenced.

In a real life situation, the fact that industry is not allowed to
have the water supply needed, would possibly cause industry to close
down some operations and to move to a more favorable area, This could
have a devastating effect upon the economy of the city. Similarly,
not permitting the feedlot to pollute the water at the desired rate
would cause the feedlot to reduce the number of cattle maintained in
the feedlot or to develop a technology for reducing the water pollution

caused by the feedlot,
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Range Management Submodel

The range management model is tested by performing a rudimentary
sensitivity analysis on the decision theory part of the submodel and
also by observing the influence of the range management decisions
upon a ten-year simulation of the model, " The sensitivity of the deci-
sion theory aspect of the range management model is performed by
running numerical experiments in which different cost matrices and the
climatology matrices are used to determine optimal strategies, Five
different case studies are run in the numerical experiment, with case
study #1 being the control case study, Case study #2 shows the effect
of increasing the cost of moving the cattle, case study #3 demonstrates
the effect of increasing the cost of not moving the cattle, case
studies #4 and #5 illustrate the effect of changing the climatology
matrix, The parameter values and the matrices used by the decision
theory process are illustrated for the different case studies in
Tables 44 and 45, The cost matrix, climatology matrix, the probability
matrix presented for case study #1 are used for the running version of
the total . -:system model. Table 46 shows the optimal decision theory
strategies - a function of soil moisture categories for the 5 different
case studics, The results for case study #1 show that for soil less
than 1,25" the optimal strategy is to move the cattle while with soil
moisture greater than 1.25" the optimal strategy is to keep the cattle
in the same 1oéation. This means that with soil moisture greater than
1,25 inches the grass field grass is likely to grow enough grass to
provide food for the grazing cattle, With the soil moisture less than

1.25" this is not likely, The decision to move or not to move the




TABLE A4

The cost, climatology and probability matrices used in the sensitivity
analysis of the range management model are presented,

COST MATRIX CLIMATOLOGY MATRIX PROBABILITY MATRIX
For the States of Nature

Soil Moisture for
the Following Month
1 2 3 4 5

.10 .15 .20 .35 .20
.10 .15 .30 .30 .15
.10 .25 .30 .20 .15
20 .30 .30 .10 .10
25 .30 .30 .10 .05

Decision
1 2

0 20
110
15 10
20 10
30 10

.20
«20
20
«20
.20

CASE {1
Control Case

States of Nature

LHhwNe

States of Nature

(S R S
U PHwNe

Decision

1 2
0 30
1 20
15 20
20 20
30 20

CASE 2
(Increase cost
of moving)

States of Nature| States of Nature

nNHrwNne

Decision

1 2
0 20
10 10
20 10
30 10
40 10

CASE #3
(Increase cost
of not moving)

States of Nature

VPHwpNne




TABLE 44 continued

Soil Moisture for
the Following Month

1 2 3 4 5

1 .10 .20 .25 .25 .20
CASE 4 2 ,10 .15 .25 ,25 ,25
(Less diagonal 3 .10 .25 .25 .25 ,15
climatology 4 .20 .25 .25 .20 ,10
matrix) 5 .25 .25 ,20 .20 .10
Soil Moisture for
the Following Month
1 2 3 4 5
1 .10 .15 .20 .25 .30
2 .10 .10 .25 .35 .20
Eﬁige#giagonal 3 .08 .25 .34 .25 .08
4 .25 ,30 .25 .15 .05
climatology 5 .35 ,25 .15 .15 .10
matrix) ° ° > ° *
Decision #1 Categories of Soil Moisture
Do not move the cattle (inches of water in the top 24')
Decision #2 #f1 SM 5"
Move the cattle #2 .75 SM .5

#3 1.25 SM .75

#4 2,00 SM 1.25
#5 SM 2.0

lthe matrices presented for the control case study are used for the other case studies unless another matrix
is presented in this table.



TABLE 45

The Average Monthly Change in Soil Moisture from the Beginning of the
Month to the End of the Month

Jan Feb Mar Apr May Jun Jul Aug Sep Cct Nov
+.4 +.6 +.6 +.4 +.4 -4 -.8 -.6 +.6 4.4 4.4

The values presented in this table are used to estimate ASML in Equation 75 in the main text.

e



Case #1
Control Case

Case #2
(Increase cost
of moving)

Case #3
(Increase cost
of not moving)

Case #4
(Less diagonal
climatology matrix)

Case #5
(more diagonal
climatology matrix)
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TABLE 46

Optimal Strategies

Soil Moisture During
the Next Month

=

1 - No Movement of Cattle

2 - Move Cattle

Categories of Soil Moisture

#1
#2
#3
#4
#5

SM < 5"
J5> SN > .5
1.25> M > .75
2,00 > M > 1,25
SM= 2.0

2 3 4
2 2 1
1 1 1
2 2 1
2 2 1
2 2 1

S,
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grazing cattle is made when there is insufficient grass for grazing
in the field where the cattle are located, A decision to keep the
cattle in the field means that the grass field where the cattle are
located is able to grow enough grass to support the herd if it is left
ungrazed for a month, vhile the cattle are fed cut grass in a closed
area within the grass field., A decision to move the cattle means that
the grass field is unlikely to grow sufficient grass to support the
cattle and therefore should be moved. The effect of increasing the
cost of moving the cattle is simulated in case study #2 and the results
show that the optimal strategy is to keep the cattle in the field they
are located for any soil moisture conditions, The optimal strategy
indicates that it costs less to keep the cattle in the present grazing
field and feed them cut grass if there is sufficient grass for grazing.
Case study #3 simulates the effect of increasing the cost of keeping
the cattle in a field vhen there is insufficient grass for them to eat,
The results show that for all of the soil moisture categories, except
#4, the optimal strategy is to move the cattle from the field they are
grazing. In cases #& and #5 the climatologic matrices are changed to
see if the optimal strategies are sentitive to variation of this matrix,
In case #4 the probability for the states of nature is independent of
soil moisture, while in case #5 the probability for the states of
nature is highly correlated to soil moisture, The results show that
for both cases the optimal strategies predicted by the decision theory
model are identical with the optimal strategies of the control case
(case #1), thus indicating that this model is fairly insensitive to

changes in the climatology matrix,
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The results of a ten-year simulation of the total ecosystem

model are used to demonstate the effect of the range management model
upon the location of the grazing cattle herd during the summer months.
Table 47 shows the location of the grazing herd during each month of
the ten-year simulation, The grazing herd is placed on the grazing
field in April and are then controlled by the range management submodel
until the end of September. The cattle will remain on the grazing
areas from April until the end of September if there is sufficient
forage. At the end of September the cattle are automatically placed
in the feedlots., The range management model has several options that
can be used in managing the cattle, These include:

1) moving the cattle to another field when the forage is
insufficient in the field where the cattle are located,

2) feeding the cattle cut grass for a month while the grass
field they are located in grows enough grass to support
them,

3) moving the cattle to the feedlot when there is insufficient
forage to support the cattle in either of the two grazing
fields.

The results for the first year show that the grazing cattle are placed
in field #3 for April, May and June and are then transferred to field
#4 for the rest of the grazing period, The transfer of the cattle from
field #3 to field #4 is initiated because of the depletion of forage
in field #3, In year #2 the cattle are then placed on field #3 for
April and May and are then transferred to the feedlots. This premature

transfer of cattle to feedlots is initiated because both grazing fields
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TABLE 47

Status of Grazing Cattle Herd

Time on the Range

Years ~ Jan Feb Mar Ap- May Jun Jul Aug Sep Oct Nov Dec

1 2 2 2 3 3 3. &4 4 4 2 2 2
2 2 2 2 3 3 2 2 2 2 2 2 2
3 2 2 2 3 3 3 4 4,5 4,5 2 2 2
4 2 2 2 3 3 3 4 4 4 2 2 2
5 2 2 2 3 3 1 3 3 4 2 2 2
6 2 2 2 4 4 2 2 2 2 2 2 2
7 2 2 2 4 2 2 2 2 2 2 2 2
8 2 2 2 3 3 3 4,5 4,5 4,5 2 2 2
9 2 2 2 b4 1 4 3 2 2 2 2 2
10 2 2 2 4 4 2 2 2 2 2 2 2
Code
#1 - Cattle are fed cut ferage in the grazing area

#2 - Cattle are placed in thz feedlots
#3 - Cattle are grazing in field #

#4 - Cattle are grazing in field #

#5 - No cattle are in the feedlot
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did not have sufficient forage to support the cattle,

In studying the results of the range management decisions upon
the deploynent of the cattle, two predominant patterns emerge, Pattern
#1 is the location of the cattle in one field for the first few months
and then the transfer of the cattle to the other grazing field for the
remainder of the normal grazing sequence., In Pattern #2 the cattle are
placed on a grazing field for the first two cr three months and are
then transferred to the feedlot, The amount of rain occurring during
the spring and early summer months is the dominant factor in deciding
which of the two patterns will occur. A year in which the spring and
early summer rainfall is above normal will provide enough soil moisture
for sufficient growth of the grass so that the cattle will not run out
of grass during the grazing period, Below normal rainfall in the spring
and early summer does not provide the soil moisture needed to grow the
amount of forage required by cattle herd for the complete grazing period.
In general, the rainfall that occurs in April, May and June decides

which range management pattern will evolve,




