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CHAPTER I
INTRODUCTION

Many times thboughout life, every individual is placed in a}testing
situation of some kind. Humans, being as they are, approach the testing
situation in a number of ways. Some may be nonchalant and confident, while
others may be anxious and under great stress. Some may be fully
kriowledgeable in the areaito be tested; others may be,totélly ignorant.
Some may be at their peak physically, while others may be physicany worn
out. Some may feel in high spirits emotionally, while others may be
experiencing depression. Still others may be mentally alert and active,
while some are mentally idle. All these situations are coﬁmoru oCCurrences.
In fact, many of these may occur with each individual at any giveﬁ time.
This disparity in i.n‘dividuals may accom;rt. for the reason that diHer_-e-nt
scores are obtained on any given test. This may alsc; expiain in par-t'why a
different score may be obtained by an individual w.ith each taking of the
same test.

Large number-g of today’s youth are exposed to a variety of ruatiur;al
standardized tests. These tests are frequently administered dur-ing the
later school vears.

The results of such tests may greatly influence an individual’s future
well-being, status, happiness, and job. It may be unfortunate if the score

obtained is not & true indication of the individual’s knowledge or
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performance, but is rather a reflection of the condition of the irndividual at
the time the test was taken. |

Since these tests are valuable assessment tools, it is important that
the score associated with an individual is amn accurate indication of the
individual’s true cépabili‘ty. It would be very helpful if an instrument could
be developed to aid in determining whether the score received was, in fact,
representative of an individual’s true capability. This study was initiated
in an attempt to determine if the Riorhythm Theory could be used as one

such predictor.
Significarce of Study

This study is significant for the following reasons:

1. Prior scientific investigations of the BRiorhythm Theory, in
particular the intellectual cycle, are limited. This study added to that body
of kriowledge.

2. Prior scientific investigations of the Biorhythm Theor;y cften
yielded contradictory findings, :thus indicating a need for further research.
| 3. The possible use of the intellectual cyclé of the Biorhythm Theory
as a measurable variable of a student’s shifting biolugicai learning ability
could have possible significant value in ihe field of education. Varied
instructional methods could be scheduled to take advartage of a student’s

various biorhythmic phases.
Statement of the Problem

The problem for this study was to determine the effects of the 33-day

intellectual cycle of the Biorhythm Theory on high school students’ mental



ability test scores as measured by the American College Testing Program

(ACT) Assessment.

Purpose

The purpose of this study was to determine what relationship existed
between the 33-day intellectual cycle of the Biorhythm Theory and

performance on mental testing.
Research Questions

To accomplish this purpose, the following research questions were
investig-ated: |

i. What was the relationship between the mean ACT test scores_of all
students who were on a high, low, or critical day of their intellectual cycle?

2. What was the relationship between the mean ACT test scores of all
students who were on a high, low, or critical day of their physical cycle?

3. What was the relationship be{ween the mean ACT test scores of all
students who were on a high, low, or critical day of their emotional cycle?

4, What was the relationship between the mean ACT test scores of all
students who were on a high, low, or critical day of their intellectual cycle
and whAo were on a high, low, ‘DI" critical day of theif physicai cycle?

5. What was the relationship between the mean ACT test scores of all
students who were on a high, low, or critical day of their intellectual cycle

and who were on a high, low, or critical day of their emotional cycle?
Hypotheses

To test the research questions, the following specific null hypotheses

were developed:



. There is no relationship between the mean ACTitest scores of all
students who are on a high, low, or critical day of their intellectual cycle.

2. There is no relationship between the mean ACT test scores of all
students who are on a high, low, or critical day of their physical cycle.

3. There is no relationship between the mean ACT test scores of all
students who are on a high, low, or critical day of their emotional cycle.

4, There is no r-elationshi‘p betweern the mean ACT Jc‘es*t scores of all
students who are on a high, low, or critical day of their intellectual cycle
and who are on a high, low, or critical day of their physical cycle.

5. There is no relationship bgtween the mean ACT test scores of all
students who are on a high, low, or critical day of their intellectual cycle

and who are on a high, low, or critical day of their emotional cycle.
Assumptions

The following assumptions were accepted by tﬁe investigator:

{. The universe has a systematic order and this order allows
predictability on a daily, monthly, or yearly basis.

2. As part of the universe, man is influenced or controlled by
r‘hy;thms within the body, and these rhythms are synchronized to give order
throughout life.

3. The thr-ebe cycles proposed by the Biorhythm Th.eor-y are universal
to all human beings, and are set at birth, and thereafter cannot be altereﬁ
by experience, training, physiological intervention, or environmental inputs.

4., An average birth time of 1200 hours (noon) was used as the basis
upon which biorhythmic computations were made.

5. Each individual for which biorhythmic computations were made was

assumed to have been bornm in the United States, thereby not requiring a
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birthdate adjustment due to transversing the International Date Line.

6. ACT test scores follow a normal distribution in the general
population of the United States.

7. The ACT Assessment has a high degree of reliability.

2. Each ACT test was administered in strict adherence to specific

standardized instructions and within desigrnated time limits.
Scope

The scope of this study included:

t. ACT English, mathematics, social studies, natural sciences, and
composite test scores for nationally administered tests under the auspices
of the American College Testing Program, Iowa City, Iowa.

2. Only ACT test results from the period of October 1980 through
Jurie 1981.

3. Only the high, low, and critical days for each of the three

biorhythmic cycles.
Limitations

The limitations of this study included the following:

{. Only the ACT test data that were furnished to the Oklahoma State
University Registrar’s Office by the American College ‘Testing Pr'ngr-ém were
used in this study. |

2. D‘n.ly. the high, low, and critical days of the intellectual cycle were
considered when observing the interaction effects of like days on the

emotional and physical cycles.



Definition of Terms

The following definitions are provided to aid in the understanding of

particular terms used in this paper:

Biorhythm Theory - A theory developed in the 18%90’'s vwhich states

there are three cycles of varying length, beginning at birth and present in
every human being, that influence the physical, emotional, and intellectual

abilities of man.

Circadian Rhythm - Rhythms found in humans that vary in length from

twenty td twenty-eight hours depending on the individdal and environmental
circumstances. Included in these rhythms are life function or regulatory
cycles, biochemical cycles, and work-eat-sleep cycles.

Critical Day - A 24-hour period in which human perfor-mancé becom_es

unstable. It occurs during the first day and at the midpoint of the cycle.

Crossing Points - The points at which a cycle changes from positive
to negative, or vice versa. When associated with the Biorhythm Theory, a
crossing point is synonymous with a critical day.

Lycle - That period of time in which one round of a regularly and

continuously recurring succession of events is complete.

Double Critical Day - A day on which two of thg biorh-ythm.cycles
reach a cr-oss&ng point. |

Emotional Cvycle - The 28-day biological r-hytkhm whose fluctuations
affect man’s nerves and feelings.

High - The phase at which human performance is at its best. In this
study, the highs are defined as days 8, 7, and 5 on the intellectual,
emotional, and physical cycles respectively.

Intellectual Cycle - The 33-day biological rhythm whose fluctuations



affect man’s memory and logic capabilities.

Low - The phase at which human performance is least adequate. In
thie study, the lows are defingd as days 24, 21, and 17 on the intellectual,
emotional, and physical cycles respectively.

Mertal Age - The average age at which most people can solve a
particular problem as used in computing 10 scores.

Negative Phase - The phase at which human performance is least
adequate.

Period - The length of the cycle measured from r-epetit.ion to
‘ repetitvicm by noting successive crests or troughs or crossing points.

Phase - The particular state or stage in a recurring cycle of changes.

Physical Cycle - The 23-day biclogical rhythm whose fluctuations

affect man’s physical strength and energy.
Positive Phase - The phase at which human performance is at its best.

Triple Critical Day - A day on which all three biorhythmic cycles

reach a crossing point.
Organization of Study

Chapter 1 introduces the study, explains its significénce, and
presents the pr-‘oblem of the study aiong \;vith the purpose, research
gquestions and hypotheses investigated. It also presents assumptions,
scope, limitations, and definition of terms. Chapter II includes a review of
related literature concerning the background of the Biorhythm Theor-},.ar‘
explanation of the Riorhythm Theory, Biorhythm Theory research studies,
theory -applications, and a discussion of tests of mental ability. Chapter I1I
reports the method of data selection and collection, procedures, and a

description of the statistical analyses applied. Chapter 1V discusses the
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findings of each research question. Chapter V includes a summary of the
study, conclusions, and recommendations for possible future studies

involving the Biorhythm Theory.



CHAPTER 11
REVIEW OF RELATED LITERATURE
Introduction

Since man’s existence, he has been fascinated by the rhythms of
Nature. It is known from drawings on cave walls that Neanderthal man
observed the cycles of the moon. Stonehenge in England was an attempt by
ancient priests to calculate the rhythms of the charnging seasons and
movements of the stars. Hippocrates, of ancient Greece, advised his
associates that regularity was healthy and that irregular habits led to
illness. During the Middle Ages, health, strength, and sexual power were
thought to be dependent upor? stages of the moon.

A rernewed interest in rhythms developed from studies in medicine,
psychiatry, athletics, Hight,‘ and safe'ty. The scientists of today are
investigating many different kinds of rhythms--including those in man.
These include the internal monthly rhythms of changes in hormone levels and
body temperature, blood pressure, blood sugar, and hemoglobin levels.
Other studies are centered around mood changes and depression, jet lag,
worker efficiency cycles, accident proneness, and breathing rhythms.

This chapter will discuss some of the literature about another area in
which much research has been done since the lgte 1800's--BIORHY THMS.
The literature is presented in five categories of information related to the

cenitral theme of this study. These categories are:
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i. Background of Biorhythm Theory,

2. Biorhythm Theory Explained,

3. Biorhythm Theory Research Studies,
4. Biorhythm Theory Applications,

5. Discussion of Tests of Mental Ability.
Background of Biorhythm Theory

In the nineteenth century, studies first begarn on certain life rhythms
or cycles that were later termed "biorhythms." The word "biorhythm" comes
from the two Greek words, "bios" meaning "life" and "rhythmos" meaning "a
constant or periodic beat." The theory of biorhythms defines and measur-eé
three basic and important life cycles in man: physical, emotional, and
intellectual. 'A more in depth explanation will be found in the next section
of this chapter.

In his book, Biorhythm: A Personal Sciernce, Gittelson (1977) pointed
out that it is interesting to note that around the same time in the late
1290’s, two men, through painstaking but independent research, arrived at
virtually i&entical conclusions--that fevers and cef-tain illnesses seemed to
recur r-hy‘thmically. They discovered that cycles of 23 and 28 days had the
power to predict {heir- recurrence. Biorhythm th-eor-y, thern, ha.d two
"fathe'r-é": Swoboda, professor of psychology at the University of Viernna,
and Fliess, an eminent nose and throat specialist in Berlin. |

Swoboda was apparently drawn toward biorhythms by several highly
suggestive reports which appeared around 1897, the year in which he began
his r-esearchf Most of these reports were concerned with unexplained
rhythmic changes in mental states. ‘ Consequently, Swoboda initially

concentrated in his field of psychology. From analyzing the experiences of
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his patients, he noticed that dreams, ideas, and creative imﬁulses éeemed to
recur with a predictable rhythm. He then began to keep detailed records of
his patients’ complaints of pain and swelling resulting from inexplicable
inflammations. He later extended his curiosity by plotting the frequerncy
with which people suffered heart attacks and bouts of asthma. Eventually,
he arrived at the idea of the 23 and 28-day rhythms.

Swoboda’s discovery of these two basic biorhythms quickly led him to
write a series of distinguished and widely popular books explaining and
developing the idea of cycles in human life. His major work was his book,

Das Siebenjahr (The Year of Seven), which contained his recording and

analysis.of rhythm development of families. He recorded family gerealogies
to verify that the relationship of the family and the major events in thgir-
lives, such as birth and death, are rhythmical.

Thommen (1773) used Swoboda’s own words to sum up his r-ésear-ch
whern he stated:

We will no longer ask why man acts one way or another, because

we have learned to recognize that his action is influenced by

periodic changes and that man’s reaction to an impression can

be foreseen, or predicted, to use a stronger term (p. 14).

Gittelson (1977) related that Fliess did his pioneer work on
biorhythms al_so in the 1890’s. He was particularly céncerned with
children’s ailments. In an attempt to discover why children exposed to the
same diseases remained immune for varying periods of tirne and succumbed
on widély different days, he began to collect statistics on..'the periodic
occurrence of fevers, childhood disease, and the susceptibility to disease
and death. He determined that these events occurred at 23 and 2%-day

intervals. Fliess wrote extensively about the biorhythm theory, but the

mathematics and statistics used to support it were so confusing that few
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people bothered to understand them. He initially developed a mathematical
fermula to compute biorhythms. Through the vears, the fﬁr-mula had been
continually refined. Today, anyone can compute biorhythms.,

While Swoboda and Fliess are recognized as the two fathers of
bior-hythm.theor-y, a third researcher played a key role in the development of
the theorvy as known today. Teltscher, a doctor of enginee.r-ing and &
professor at Innsbruck, Austria is credited with the third biorhythm cycle;
the one associated with the intellect.

According to Gittelson (1977), Teltscher noticed that evern his best
students seemed to have both good and bad days. In 1720, he began to
collect information about how well Imnsbruck high school and college
students did on examinations, tﬁe dates of the exams, and the birthdates of
the students. By analyiing this data for many students, he discovered a
regular rhythmic cycle that repeated every 33 davs.

From this brief history, it can be seen that the three pioneers of
biorhythm theory had only begun to develop their ideas about the rocots of
the phenomena that so impressed them. Gittelson (1977, p. 1) had a few
words to say about this also; "Even today, the precise workings of the
human mind, body, and perceptions which determine the three great rhythms
of lifé are obscure, although some progress has been made." Smith (1776, p.
4) summed up the early works of biorhythm when he stated: "Numerous
studies méde since the pioneering days ‘of biorhythms seem to indicate that
these cycles exert a strong influence on all our lives -aﬁd actions." Now a
detailed review of the theory is in order. For a discussion of the nature of

cycles see Appendix A.



Riorhythm Theory Explained

The Biorhythm Theory professes that the three biorhythms begin at
the moment of birth and continue regularly thereafter until death. The
theory explains that the rhythms begin at birth since this is the first time
the infant experiences instant trauma. It is for the first time that his
senses are exposed to an unprotected environment. Also, for the first time,
his basic life systems--the brain, the lungs, and the circulatory system--
function without support from the mother (Gittelson, 1%77). Part of this
tunctioning is the beginning of the child’s biorhythms. According to the
theory, ther, biorhythms are basic to our first breath.

Fliess believed that the 23-day rhythm originated in the muscular
cells or fibers (Gittelson, 1%277). Ites fluctuations affect man’s physical
strength, endurance, energy, resistance, and physical confidence. The first
11.% days of the cycle, known as a high period {see Figure 1), are the days
when a person feels vigorous and when his vitality and endurance are at
their best. During this time, physical work seems easier for the individuzl.
During the second 11.5 days of the cycle, known as 3 low iper-icd {see Figure
i)y the body is recharging and energy is being accumulated. This is a time
when the body tires more readily and requires more rest. This is the most
likely time for & physical slump since the body is weak and more vulner-ablel
to dizease.

It is important to riote that the second half of the cvcle is not the
"bad" half and the first half the "good." Neither portion is necessarily
better or wof-se than the cther. A low period is no worse than a low

indication of the amount of gasoline in an automobile, It only serves as a
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Figure {. The Standard Biorhythm Curve
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warning that it would be wise not to plan to drive very far until more fuel is
added. When referring to the low period of the physical cycle, it is an
indication that the body requires rest. "A low period that is observed and
used wisely can nourish the body" (Ward, 1971, p. 161). A high period may
riot necessarily be a blessing either. Although more can generally be
accomplished in the first half of the cycle, the body carn be exhausted by
over-exertion. However, a lot depends on individual physical condition.

The two important points in this rhythm are the first day, when a rnew
tycle begins, and the halfway mark (11.5 days), when the body’s energy
switches from the discharge to recharge stage or vice versa. These days are
krowr as the "critical” days (see Figure 1). It is during the tritic;l days
that the body becomes relatively unétable and less resistant to stress. It
is important to point out that the days themselves are not critical. It is
merely a period when the person’s condition may bear watchirné.

The 28-day r-hythr‘n, known as the emotional cycle, governs the rnervous
system. It is convenient to think of the emotional cycle as having a
positive phase (high) of 14 days and a negative phase (low) of the same
length.. It too has a critical day starting the cycle aﬁd orne at the midway
point. During the first 14 days, a person is more inclined to be chegr-ful and
optimistic. This period favorably influences creative endeavors, feelings,
love, cooperation, and all coordination that isbconnected with the nervous
system.

The last 14 days of the cycle represent the recuperative period during
which a person is likely to become irritable and riegative. The emotional
rhythm during this phase can have very dangerous results. Sirce feelil_'uvgs

affect judgement, the days when we are recharging our emotional powers can
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be poor ones on which to perform dangerous tasks that calllfor- swift
reactions and sound judgement.

The critical days of this cycle leave us open to self-inflicted harm,
violent arguments, and general unpleasantness. An emotionally critical day,
particularly when it is combined with a critical day in either the hhysical or
irtellectual tycle, definitely calls for all availab}e precautions (Gittelson,
1977).

An interesting condit.i.cm exists with the 28-day emotional cycle. Since
2% days make up four seven-day weeks,‘ the critical days; of the cycle occur
every two weeks after the day of birth. This "s‘ame-day“ syndrome makes it
convenient for testing the Biorhythm Thgory for oneself. Additionaily, the
emotional cycle is the easiest of the three for an individual to keep track of
himself since he is usually a better judge of his feelings than of his body
and mind.

Thommen (1973) and Gittelson (1777) agreed that since the emotional
cycle is a powerful and continuing one, it car modify the physical and the
intellectual cycles more than one m'i/ght expect. For example, in a per-ibd of
a physical low combined with an emotional high, an athlete’s per-fo'r-mance
may be up to par, simply because of a highly positive attitude. The strength
of the emotional rhythm’s influence is also apparent in intellectual and
creative endeavors.

It is reasonable to think that during the riegative part of the

intellectual cycle, it will be difficult to achieve any major

insights or to produce ideas. However, if that same period is

one of an emotional high, the ideas and insights may flow in a

virtual tidal wave. This is a matter of attitude and of

;t::-lzeia).rjing the emotional sources of creativity (Gittelson, 1977,

The 33-day ip‘tellectual rhythm apparently originates in the brain

cells. Teltscher’s associates and other doctors ascribed the phenomenon to



17

a secretion of the thyroid gland. Little else is known about the intellectual
cycle today since this one has been the least studied. It has been
determined that during the first phase of 14.5 days, a person’s mind is more
open, memory is more retentive, and the ability to put together- separate
ideas to achieve an understanding is at its best. This positive phase is a
good time for encountering new or unfamiliar situations that call' for quick
comprehension and understanding. Efforts at self-improvement through
reading and s‘tu'dying will be more fruitful during this time.

The second half of the cycle does not make the person become stupid
or dull. Rather, the individual is simply less inclined to deal openly with
new subjects or situations. During this time, it is somewhat more difficult
to absorb new ideas, do creative thinking, or to perform mental exercises
requiring great concentration, memory, or quick mental response. This
phase is probably best suited for the review of previously learned concepts,
the practice of items to be learned by rote, or the edifihg of papers
pr-eviouély written.

The critical days of this tycle (1 and 17) may be days where important
decisions may best be delayed. If a major matter or some other problem
must be faced on one of these days, the person should allow a little extra
time and take more care in thinking it over.

No part of life needs to come to a halt just because it is a critical
day or the low part of a cycle. If we know in advance what our biorhythms
will be, we can devote more effort to properly preparing for an upcoming
task and possibly prevent despair, financial loss, and even the agony of a
tragedy. In other words, how we behave and what actually happens to us
depends on the setting or on particular environmental factors and events.

The critical days, then, may be considered the "switch~point" days. A
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person should be more careful during these critical days because his system
seems to be in a state of flux and to have a considerable degree of
instability. To point out once again,

critical days in themselves are not dangerous. Rather, they are

days during which the individual’s reaction to his environment

may bring about a critical situation. Biorhythm does not, and

should not be expected to, predict future behavior or accidents,

for the way a person acts depends on what is happening to him,

as well as the condition he happens to be in physically,

emotionally, and intellectually at a particular time (Thommen,

1973, p. 37, '

It is a general agreement among proponents of Biorhythm Theory that
the relative strength of the physical, emotional, and intellectual rhythms
varies among individuals. It seems that heredity and talent may do much to
explain these differences. For instance, an athlete places much more
emphasis on the physical cycle than most people do. We could then assume
that the athlete’s physical rhythm is more powerful than the others and that
the physical cycle will have more important effects on his life and work. In
other words, what an individual is, through inherited characteristics, will
strengthen one or another of one’s biorhythms. What one does because of

one’s talents will give that rhythm more opportunities to affect one‘s life.

Smith (1976), in his book The Complete Book of Biorhythm Life Cycles,

expanded on the concept of individual Eycles. He cautioned that, although
~everyone born on the same day in the same year will have identical cycles.
They will obviously not have identical lives.

Not only will their circumstances be different, but their inborn
and learned reactions to events will also differ sharply. All
three cycles will change with age: a young person’s are likely
to peak mare sharply, an older person’s to flatten out. Health,
temperament, character, and probably heredity will influence
the steepness of the curve and the way one responds to
fluctuations in his potential (p. 18).

It is interesting to note that Biorhythm Theory experts do not



generally recognize the possibility of biorhythmic fluctuations. They
profess that bior-rnythms do rnot fluctuate, but are fixed throughout the life
of each individual. Smith (177é), however, devoted an entire chapter to
explain how be believed that biorhythm cycles may be adjusted. He
explained several possible reasong for wanting to adjust or shift the cycles.
He suggested it may be desirable {o shift the cycles one day in either
direction toc compensate for those whose frequent travels may have them
cross the Interrnational Date Line. QOther possibkle reasons might be 1o
compensate for the hour of birth when that time is close to the midnight
hour; or to compensate for radical changes in environment or climate. Smith
even suggested that am individual’s cycles may be reset as a result of a
serious physital, emotional, or mental illness and an appropriate adjustment
irn one or more cycles may be necessary.

Invariably, the gquestion of proof arises next with respect to the
Bicrhythm Theory. Smith (1974) addressed this too:

Frankly, it is difficult tn‘pr-ove. Ore reason is that science

has had little success with proof in areas where human values

are involved. On the one hand, valid mathematics are used to

arrive at its results; on the other hand, orie must interpret

those results in psychological terms. Consequently, it is

possible to agree with the validity of the mathematics, but
disagree with the interpretations (p. 5).

Biorhythm Theory Research Studies

Throughout the years, numercus studies have attempted to prove the
EKiorhythm Theory. Giftelscm (1977} divivded these studies into two large
categories. The first category wvaé retrospective studies. The second was
called experimental studies. The retrospective studies concentrate on
analyzing past events to see how well they correspond to the theory. These

types of studies, however, include few of the experimental controls or
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laboratory safeguards that scientists like to set up before doing a rigorous
study of anmy theory. Nevertheless, the results of r-etr'ospectiv.e analysis
have been very impressive.

The experimental studies method involves applying the Riorhythm
Theory first, and thern checking the results as events take place. The big
advantage of experimental studies, as opposed t‘a r-etr-vospective cnjes, is
that they allow before and after comparisons. This is usually a good way of
makiné sure tﬁat the results have been influenced by biorhythm and not
other factors. Another advantage is that experimental 'studies leave much
less latitude for manipulating the results. Since there is a significant
element of interpretation in reading biorhythm charts, it can be all too easy
for even the most horest researcher to bend his interpretation to fit the
case. The researcher’s knowledge of what has happered in the past may,
even completely unconsciously, bias his intér-pr-etation.

The amount of retrospective research far outweighs the number of
experimental studies. Gittelson (1977) attributed this to the fact that
retrospective research is much easier and cheaper to conduct. There is,
however, a trade-off between quantity and quality of work _r-eglar-d.ing
retrospective studies. Consequently, the results of these types of studies
must be viewed with more suspicion than the results of experimental
studies. A few of the retrospective studies will be discussed next.

Orie of the better kniown researchers in the retrospective type studies
was Schwing, a candidate for a doctorate degree in natural science from the
8wiss Federal Institute of Technology in Zurich. Schwing actually performed
two studiesvcombined into one. For his first study, he assembled data
provided by insurance companies and the Swiss government. The data

consisted of the date of birth of 700 people involved in seriocus accidents,
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along with the date of the accidents. He related this data to critical days
for the victims. His second study involved similar data on about 300 people
who had died in Zurich. Again, he related this information to the occurrence
of critical days in their physical and emotional rhythmes. According to
Thommen, (1973, p. 171) the pioneer of biorhythm in the Urited States,
"Schwing’s research report, in the form of a 78-page treatise, is probably
orie of the most 'pr-ecisely recorded analyses of the subject.”

Briefly, Schwing’s method consisted of determining how often si'ngle
and double critical days occur within one biorhythmic life-span. A double
critical day is one in which two of the three bior-hy'thms for a inen
individual reach a critical day at the same time. Schwing identified a
biorhythmic life-span as a period of 58 yéars and 66 or 67 days from bir-fh,
depending on the number of leap years. This is the precise time when the
three biorhythms begin & new cycle. Schwing calculated that on slightly
more than 20 percent of the days within the average biorhythmic life-span,
at least one, and often two, of the biorhythms have critical days. The
remaining 80 percent are characterized by mixed rhythms. Schwing also
found that critical days for only the physica_l.‘and emotional r-hy.thms
accounted for slightly more than 15 percent of the days in a bior-hyfhmic
life-span;, whilé tﬁe remaining 85 percent were mixed-rhythm days. He
toncluded that if accidents and deaths occur randomly, and are .not related
to bidr-hy‘thms, then only 15 to 20 percent of all such events will fall 6rs
critical days. It followed that if this wﬁs true, then the vast majority of
random accidents and deaths (80 or 85 percent) would occur on mixed days.

Schwing excluded serious accidents such as two-car collisions in
which it would be difficult to determine which driver was at fault. He alsc

excluded those cases involving mechanical failures. Instead, he
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concentrated on cases such as single-car accidents, in which the judgement,
r-éﬂexes, and mood of the driver most likely played a decisive role. He rniext
determined how many of these events occurred on critical days. "He found
that of the 700 accidents, a total of 401 had occurred on singly, doubly, or
{a once-a-year rarity) triply critical days; the balance of 299 accidents had
occurred on mixed rhythm days" (Gittelson, 1977, p. 31). In other words, 57
percent of the people who had experienced serious accidents were
undergoing a critical day, and only 43 percent wér-e experiencing mixed
rhythms.

Chance would pr-edivc{ figures of 20 percent and 80 percent,

respectively. Put another way, Schwing’s results show that

serious accidents are five times more likely to occur when you

have a critical day than when you have a day of mixed rhythms

(Gittelson, 1977, p. 31).

Schwing’s calculations for deaths in Zurich were even more
impressive.. Wher he evaluated the 300 deaths, he found that 197 olr 65.7
percent occurred on a day that was either physically or emotioﬁally critical
or both. The‘r'emaining 34.3 percent occurred on days of mixed rhythms. The
result, then, was that death seemed to occur almost 11 times more
frequently on a critical day thaﬁ on a mixed-rhythm day.

Schwing’s astounding results led other European researchers to

examine biorhythms closely. Some of them even reported more impressive

‘ evidence supporting the Biorhythm Theory. One of these was Bochow of

Humboldt University in Berlin. Bochow’s most interesting' study was a

‘biorhythmic analysis of 497 accidents involving agricultural machinery. His

methods were essentially the same as Schwing’s. He found that 24.8 percent
of the accidents occurred on triply critical days'. These days only make upv
0.3 percent of all days. 46.% percent of the accidents were found to occur on

doubly critical days. Pure chance would indicate a figure of only about 3.3



percent. Twenty-six point six per-centloccur'red or singly critical days which
account for only 14.2 percent of all days. A total of only 2.2 percent of the
agricultural accidents happened when the victims were experiencing days of
mixed rhythms. This data wor-ked out to show that the agricultural
accidents studied by BRochow \.;,'ere an astounding 171 times more likely to
happern on critical days than on non-critical days (Gittelson, 1‘?77);

Other European biorhythmic research involved studies of Eivil
aviation airplane crashes and accidents of sanitation workers; all showing
similar results. The findings of these studies showed that from 70 to &3
percent of the accidents studied occurred on critical days.

Biorhythmic research in the United States frequently centered around
the medical profession. According 'to Gittelson (1777), Sansouci, a
tonsultant to a state mental hospital in Rhode Island, fn.und that his
patients often displayed behavior that synchronized exactly with what their
biorhythm charts predicted. Also, Willis, of the Department of Psychology
at Missouri Southern State College, conducted two studies involving death
by heart attack around the Joplin, Missouri area. His results were
remarkably consistent. He determined that 63 percent of the people who
died from heart attacks did so on a critical day. |

Numerous otﬁer- studies have been conducted throughout the United
States, Europe, and Japan. These studies involved the deaths of weil kniown
personalities, suicides, tr-gHic accidents, airplane crashes, and industrial
accidents. Also, much interest has beern centered on athletic perfar-mancé
and competition. The various studies resulted in findings ranging from rno
significant relationship between observed phenonienon and biorhythms to a
strong sugaestion of an influencing relationship. A summary of recent

studies and their findings may be seen in Table 1.



TAELE 1

SUMMARY OF RECENT STUDIES RELATED
TO BIORHYTHM THEORY

Number
Source Type of Data of cases Findings
Berube Measured Performance 51 No significant
(1977 in College Students relationship
Harley Nursing Activity 74 No significant
(1978 relationship
Kauth Acute Myocardial 3079 No significant
(17978 Infarction relationship (.05
McPhail Performance on 100 No significant
(1978) Selected Skills Test relationship (.05
Burstein Perceived Emotional 21 Support 23 and
(1979 States 28 day cycles
Johnson Football Injuries 144 No significant
(1974) relationship (.03
Yates Students in Fraterni- 80 No signiticant |
(1974) ties and Sororities relationship (.05
Mance Motor Performance 37 Supports 23 day
(1978 Cycie for "fine"
motor skills but
not for "gross"
motor skills (.03
Chase _ Performance of Profes- 28 No significant
(1978) sional Women Golphers relationship
Latman Motor Vehicle 280 Supports the
1979 Accidents theory
Neil Information Processing 3 Supports existence
(19278) Task of biological
rhythms, not
necessarily
biorhythm theory
(.05
Kahlil Accident Occurrence 397 No significant
(1977 and Performance relationship (.05
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TAEBLE I (Continued)

Number
Source Type of Data of cases Findings
Hendrick Aircraft Accidents 100 Supports 23 day
(1977 and Incidents cycle (.02
Carvey Industrial Accidents 340 No significant
17277 relationship (.05
Wolcott Aircraft Accidents 4279 No signifticant
(1975 _ relationship (.10
Sacher fRircraft Accidents 4343 Some support when
(17274 age of pilot

considered

Nett Industrial Accidents 400 No significant
(17973 relationship (.05

Source: Howe (1978, p. 11,

Considering the variety of areas studied with use of the Biorhythm
Theory, one would think that several studies would be found in the area of
the classroom. Surprisingly few have been documented. One of the better -
krnown studies was one conducted by Neil (1974) of the Naval Postgraduate
School in Monterey, California. Neil’s study is one of the few that may be
classified as experimental in nature. According to Gittelson (1977), Neil
was most concerned with testing the gerneral validity of the Eiorhythm
Theory rather than the predictive powers of any particular configuration of
biorhythmsu Neil felt that, due to the subjective interpretation of previous
biorhythm research, the results had not provided sufficient information upan
which to evaluate the theory or the concept it represented.

Neil (1974) and his associates collected data from four graduate



students in the Operations Research Curriculum at the Naval Postgraduate
School. The students’ performance data were collected from 15 different
courses over a {4-month period. All the courses selected were highly
quantitative in nature, thereby eliminating subjective gradimg influences.
"Neil developed a six-point rating scale, ranging from ‘well above average’
all the way down to ‘critical’” (Gittelson, 1977, p. 51). A_ver-age referred
both to the class average and to the individual’s average. Additionally,
Neil had his subjects rate the challenge of each examination to take into
account the differences of intellectual ability..

To evaluate the data, Neil (1974) took the following approach. He
first charted the distribution of real-life performance, then matche& that
chart with the subjects’ biorhythms. Next, he measured how closely the
actual performance corresponded with the distribution predicted by the
Biorhythm Theory.

Armed with a battery of statistical tests, Neil analyzed the
relationship of the observed academic performance to {he performance as
predicted by biorhythms. The "above average" category indicated that
bior;hythms were an influencing factor on a;ademic per-forfnarcce; The "below .
average" performance, however, did not correlate as highly, leading Neil to
conclude that "poor" performance may represent a more complex form of
behavior than either "average" ér- "above average" performance (Giannotti,
1974). The results alsoc displayed evidence that biorhythms would have an
affect on intellectual performance if the situation presented a great enough
challenge to the individual.

There has been much criticism of the results of the numerous
biorhythm studies conducted. Persinger (1778) insisted that there have been

rno experiments clearly demonstrating the presence of unalterable and llong-
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term 23, 28, or 33-day cycles in human organisms. He explained that the
human cycles already known, such as the circadian and menstrual rhythms,
are subject to cycle-length variations and marked environmental influernce.
He pointed out what he felt is a glaring discrepancy in the Biorhythm
Theory. There is a lack of mortality or accident proneness in the population
iro general when a person is 58 years and 66 or 67 days of age. This is the
age for all people at which all three cycles presumably get back in sequernce
(a triple critical day) and begin a new cycle.

Other opponents of the Biorhythm Theory agree that learning,
intellectual competence, and emotional stability do have {hé_ir- peaks and
valleys, but contend that these cycles seem mostly unrelated to the 23, 28,
and 33~day cycles of the Biorhythm Theory. They profess that there are no
laboratory studies suggesting there is a "critical" period at the midpoint
betweern the "ups" and "downs” during which performance of any kind is
exceptionally dysfunctional. Indeed, just the opposite seems true.

Almost every psychological and physiclogical experiment in the

literature suggests that human performance should be at an

optimum near the midpoint between zenith and nadir. ... To most
medical and behavioral scientists, Biorhythm Theory would be

much more terable if it were restated to make ‘critical days’

occcur on peak-negative and peak-positive days when the

direction of the performance curve changes rather thanm when

the curve crosses the ‘zero’ line and hence changes sign (but

not direction) (McConnell, 1978, p. 20).

- Another major criticism of past biorhythm research was the idea that
many investigators "fudge" somewhat in deciding what days are really
critical. Gittelson (1977) remarked that many people born close to the end
of a day show rhythms more typical of the next day than of the actual day on
which they were born, while people bornm just after midnight may show

rhythms more typical of the previous day than of the day they were in fact

born. Many investigators therefore routinely calculate two or evern three
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sets of critical days fbr each person they investigate. The additional
talculations dre based on the days just before and after the person’s
"oftficial" birthday. However, by doing so, the statistical expectancies are

inflated by a factor of three or ﬁxor-e.
Biorhythm Theory Applications

As previously mentioned, there have been feQ controlled laboratory
studies in the past. In spite of this, corporations in the United States and
elsewhere appear to have turned to the theory in ever-increasing numbers.
Both Gittelson (1977) and Thommen (1973) avowed that in Switzerland,
municipal and national authorities appear to have been applying bicrhythms
for many years. One of the best known of these groups is Swissair whiﬁh
reportedly has been studying the critical days of its pilots for over a
decade. Another group, the Zurich Municipal Transit Compahf, has also been
using biorhythms to warn its drivers and conductors of critical days
(Karlins, 1975). |

While the Swiss hﬁve been actively involved in the applica.ticm of the
Biorhythm Theory, the Japanese have surely been the first nation to apply
biorhythms on a large scale. To date, more than 5,000 Japanese companies
now use biorhythms to control their accident rates. Many of these
companies are among the leaders in their fields. Some of the most
prominent include Fuji Heavy Industries, Mitsubishi Heavy Industries,
Hitachi, and Bridgestone Tire. Additionally, several of Japan’s largest
fire, auto, and life insurance companies have discovered that they can
reduce the accident rates of their customers by issuing biorhythm charts to
covered clients (Gittelson, 1777). The heaviest users, however, have

probably been the Japanese transportation companies.



"“Much of the success the Japanese have had with biorhythm--and much
of the reason for the theory’s broad adoption in Japan--can be tied to the
ingenious ways in which the Japanese have applied the theory" (Gittelson,
1977, p. 55). BRiorhythm charts are frequently used as a promotibnal tool for
selling anything from automobiles to insurance. Most inventive, however,
are the ways in which the Japanese transportation companies have
encouraged their drivers to take extra precautions on biorhythmically
critical days. Some companies hang a colof--cnded folded paper design from
the dashboard of the vehicle as a reminder of a critical day in one of the
three biorhythms., The Japanese mail and telegraph ser-v_iceé fly small
tolor-coded triangular flags from the front fenders for motorcycle
deliverymen operating on critical days. These ﬂags act as a reminder to the
driver and a war-ning to other drivers and pedestrians that extra caution
should be taken. A few taxi companies hang a color-coded, bu‘t empty, candy
box from the rear-view mirrors for drivers on their critical days. If the
driver finishes his shift without an accident, he can trade in the empty
candy box for a full one as a gift for his family (Gittelson, 1977).

The Japanese traffic police and other safety organizations also
actively emplﬁy biorhythms in their daily .activities. As é result,
biorhythms have become a prominent feature of the motoring scene in Japan.

Because of the Japanese and Swiss experience, it seemé somewhat
peculiar that the American government and industry have not beern quicker to
experiment with and adopt biorhythms. The United States certainly has not
been touched by the biorhythm "craze" experienced in Japan. Gittelson
(1977) explained that the American government and industry have been
reluctant to reveal whether they have been experimenting with the

Biorhythm Theory. This does not mean that they are not in fact trying out



30

the theory. Some of those known to have plerfor-med studies include the
National Safety Council, National Aeronautics and Space Administration
(NASA), the United S{ates Air Force Tactical Air Command, the National
Institutes of Mental Health, Bell Telephone Laboratories, and Proctor &
Gamble. Urnited Airlines and Allegheny Airlines actively employ biorhythms
with their ground maintenarce teams.

Arnother area in which the Biorhythm Theory may prove useful is in
the education arena. Knowledge of biorhythmic data may aid instructors in
determining the most opportune time to introduce new concepts or to review
existing knowledge. It may also assist them in the scheduling of

examinations.
Discussion of Tests of Mental Ability

According to Eysenck (1774), the origins of the concept of
intelligence are lost in antiquity. He stated it is known that

Plato and Aristotle drew a distinction between the

cognitive aspects of human nature (those concerned with

thinking, problem solving, meditating, reasoning,
reflecting and so on) and the hormonic aspects of human
behavior (those concerned with emotions, feelings,
passions, and the will). Cicero later coined the term

intelligence (p. 11).

The term intelligence is still used to refer to a person’s
cognitive powers and intellectual abilities. There is generally
thought to be two types of intelligence: fluid and crystalized. Fluid
intelligence is thought to be the ability to solve problems that can be'
applied to any situation. Crystalized intelligence, on the other hand,
draws upon knowledge and information previously acquired.

Crystalized intelligence, then, is thought to be more likely acquired by

intelligent persons than by dull ones.
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Tests of mental ability usually measure both fluid and
crystalized ability. Orne might expect these two tests to have a low
correlation because problem-solving ability and acquired knowledge
seem to be entirely different entities. On the contrary, the tests
correlate quite highly, as do all tests of fluid and crystalized ability.
According to Eysenck (1974),

The reason is very simple. If you have a high degree of

fluid ability, then, other things being equal, you are likely

to acquire a greater degree of knowledge than someone

with less fluid ability. You will tend to acquire a better

vocabulary. This is partly because you are more likely to

be interested in a wide range of information, will read

more newspapers, journals and books, and will listen to

more lectures and programmes of cultural or scientific

interest (p. 27).

Eysenck continued by stating,

It is also, and equally important, because your intelligence

will help you to understand and remember, in an ordered

sequence, the items of information, including vocabulary,

you come across. You will, in other words, develop more

trystalized intelligence (p. 29). '

Eysenck (4974) explained that Spearman, a Professor of
Psychology at University College, London, theorized the possible
existerce of some all-around, all-embracing cognitive ability which
enabled a person to reason well, solve problems, and generally do well
in the cognitive field. If this was in fact true, Spearman believed
that it should be possible to construct many different problems, of
varying difficulty, to put this ability to the test. In other words,
Spearman thought it possible to demonstrate that some people are
better at all types of cognitive tests than others simply by giving
large numbers of tests to a random sample of people, and theﬁ

comparing the results by a correlation process.

At around the same time Spearman was developing his theory,



Binet in France and Ebbinghaus in Germany were devising such tests.
Hundreds of studies using these tests and other-ls have since
demonstrated that Spearman was correct. The results showed that
cognitive tests of any kind correlate positively when the tests are
carried out on people chosen at random from the.population {Eysenck,
1774).

Kamin (1774) briefly summarized some historical facts about
intelligence testing. He explained that the first Qidely used
intelligence test was created in France in 1903 by Rinet. The test
Binet put together consisted of different sets of questions
appropriate for children of different ages. Many of the guestions
depended on the child’s general knowledge, and somé were intended to
measure how well the child could reason and the soundness of his
judgement. The basic idea was that, in general, older children would
be able to answer more difficult questions than younger children.
Thus any given chilAd could be assigned a "mental age", depending on
which questions were correctly answered.

In recent years, the process of mental testing haé -undér-gone
much criticism for reasons of bias. Most people usually think of bias
only as unfair discrimination that favors or disfavors members of
particular groups. According to Jensen (1980), in his book, Bias in

Mental Testing, unreliability and invalidity of measurement are

sources of individual bias that involve all persons on whom tests are
used. He also argued that when such tests are used for selectidn;
invalidity and unreliability contribute to group biases in selection and

rejection, even when the tests are completely fair and unbiased in all
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other r-especté. He explained that testing bias can only be minimized,
but can never be completely eliminai‘ted.

Validity indicates whether a test measures what it was designed
to measure in the particular population of persons who took the test.
Reliability on the other hand, refers to the consistency of test scores
over time. It is determined by the correlation between scores
obtained on the same test given to the same group of persons on two
occasions separated in time. A test may have high validity, but have
very low reliability, or vice versa.

O0f the numerous factors that can reduce a test’s validity, some
of those most often recognized are:

1. Dissimilarity in the experimental backgrounds of persons
taking the test.

2. "Tricky" or "catch" questions.

3. Wording of test items.

4. Inadequate or faulty directions.

(4]

Accidental factors such as breaking a pencil or ir-terr-uptions
and distractions.

6. Subject variables such as lack of eHoﬁt','car.elessness,
anxie-ty,.excitement, illness, and fatigue;

In sp.ite of the above factors and others, it is remarkable that
the validity of most mental tests are as high as they are. According
to Jensen (1980), most mental tests average over 70 percent validity.

Stability is also a vital consideration in mental testing.
Stability refers to the consistency of an individual’s test scores; over
time. When a person’s test score is obtained, one would like to have

some assurance that the person’s score is likely to be very similar if
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tested again in the future. Like with validity, several factor-;s affect
stability. Some of these factors are physical, maturational,
psychological, and situational in nature. Practice and coaching on
similar tests may also influence stability, though only slightly
(generally 3 to & I0Q points) (Jensen, 1980), It is interesting to note
that mental test scores become increasingly stable over time as the
chronological age of the subjects increases. With regards to stability,
in the words of Wechsler {(cited by Jensen, 1?80)‘, a8 noted psychologist,

There is a vast amount of data and literature on this

subject, although not all in agreement. On the whole, the

findings show that for the most individuals an IQ once

adequately obtained, does not change markedly (p. 54).

Wechsler explained that the average test-retest change amounts
to only about 5 IQ points. Larger discrepancies than the S-pdint
differences do occur, but are not common. He cautioned that definitive
claésification should be avoided on the basis of a single examination.
When a subject’'s IQ score appeér-s inconsistent with his past academic
performance, an obvious step should be to retest him, possibly with
different instruments. A large discrepancy is always suspect and
should be explored (Jensen, 1780),

The entire com;e_pt of intelli.gence and intelligence testing can
be summed up by stating that different people have different abilities
for solving intellectual problems, and that particularly important
among these abilities is general intelligence. There are also specific
abilities to deal with specific types of problems whether verbal,
numerical, mechanical, or cognitive in nature. These abilities tend to
remain relatively stable over time. Tests designed to measure these

abilities are made up of many individual items varying in difficulty



and differing in specific abilities required to solve them. Such tests
are generally considered to have high validity and reliability. The
next segment of this section will provide a brief explanation of the

mental performance test used in this study--the ACT Assessment.

The ACT Assessment

The ACT Assessment provides educational planning information
helpful to students, parents, secondary schools, and post secondary
institutions. It is primarily desigrned to help students consider the many
educational options available to them. High schools use ACT Assessment
data in academic advising and counéeling. Colleges use the ACT Assessment
results to design and provide instr-.uctiorial and extracurricular programs
that match the characteristics and needs of their students. The ACT
Assessment is administered by the American College Testing Program, lowa
City, Iowa.

The ACT Assessment consists of four tests that are desigrned to give
estimates of the current level of edﬁcatiorxal development in the knowledge
and skills often required in college course work. The four areas of testing
include: English usage, mathematics usage, social studies readings, and
natural sciences readings.

| The:English usage test measures understanding of the conventions of
standafd written English and the use of the basic elements of effective
writing. Much emphasis is placed on the usage of puﬁctuation, grammar,
sentence structure, diction, style, logic, and organization. The test does
rnot measure memory rules of grammar, but stresses the analysis of
effective expression.

The mathematics usage test measures mathematical reasoning ability.
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'

The test emphasizes quantitative reasoning; rather than memorization of
formulas or computational skills. In general, the test involves .the solution
of practical quantitative problems and includes a sampling of mathematical
techniques covered in high school courses.

The social studies reading test measures reading comprehension
skills and the ability to draw inferences and conclusions, and to examine the
interrelationships of ideas. Additionally. it assesses the ability to extend
given concepts to new situations, make deductions from supplied data, and
the effectiveness of problem solving skills in social sciences 5ituatidr«s.

The natural sciences readings test measures skills necessary for the
understanding of natural science material as well as knowledge that has
been gained in r;atur-al science courses at the high school level. The test
involves a variety of scientific topics and problems, including descriptions
of experiments and discussions of scientific theory. The test assesses the
ability to understand and distinguish among the purposes of experiments,
and to examine the logical relationships between experimental hypotheses
and the generalizations that may be drawn from experiments. The test also
measures the ability to predict the effects of ideas on rnew situations and
to propose zlternate methods of conduc‘tir;g the experiments.

On each of the four tests, the number of questions answered correctly
is counted to obtain a raw score. The scores are ccmver-téd' to standard
scores Qsing a scale from { (low) to 36 (high). A composite score ig also
recorded for each student. The composite score is simply the aQer-age of the
four standard scores. It provides am overall estimate of the level of

educationizl development in the areas tested.
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Summary

The Biorhythm Theory is still in the earliest stages of its
development. Much has beern done since the work of Swoboda, Fliess, and
Teltscher in accumulating evidence to support it. Rigorously controlled
experimental studies are underway to further test the theory’s reliability.
The possibilities for the future of bior-hythmic theory are vast. Regardless
of what the future has in store, biorhythm analysis has proven to be most
useful thus far.

Awareness of our weak and our strbng times should help us to planm,
use, and develop our potential. Im addition, the kriowledge that we all have
similar patterns, but that each of us uses ours differently, should give us
an appreciation of the complexity of our individual existence. In other
words, knowledge of our biorhythms opens up the possibility of gaining a
better understanding of ourselves and our daily lives.

Tests of mental ability provide a meéns.by which our potential may be
measqr'ed. It must be r-emerﬁbér-ed. though, that these tests are actually a
measure of what the individual can do at the time of taking the test, and riot
necessarily what he was born with or what he could do under other
conditions or at some future time. The performance in any situation is
dependent upon numerous variables, including the demands of the task;
situational factors affecting the person’s effort, willingrness, and
persistence; and the past acquired knowledge and developed skills that he
brings to the task, as well as internal organismic factors.

The next chapter of this paper will detail the process of determining
the effects of the 33-day intellectual biorhythm cycle on human mental

performance as evidenced by the ACT Assessment of mental ability.



CHAPTER III
METHODS AND PROCEDURES

The purpose of this chapter is to explain the procedure used to
determine if a relationship existed between the intellectual cycle of the
Biorhythm Theory and human mental performance as evidenced by ACT test
scores. The chapter will cover the following areas:
| i. Data Selection and Collection,

2. Procedures,

3. Description of Statistical Analysis.
Data Selection and Collection

The data used in this study were provided by the Oklahoma State
University Registrar’s Office. The data were obtained from the ACT
Magnetic Tape Student Record for the October 1980 thr-ough'June 19314
testing per-imj. The tape contained information on 17,603 studernts from
across the United States who requested that ACT Assessment scores be sent
to Oklahoma State University. Only seven items of information from the
tape were used for this study. The seven items were:

{. Date of Birth,

2. Test Date,

3. English Usage Test Score,

4, Mathematics Usage Test Score,

5. Social Studies Readings Test Score,
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6. Natural Sciences Readings Test chre,

7. Composite Test Score.

Care was taken to not compromise the amonymity of individual
students. Additionally, there was no separation of student data due to sex,

race, or national origin.

Procedures

Extraction of Data

The procedures followed to analyze the data consisted of many steps.
The first ste.p involved extracting the desired data from the tape. A
computer program was developed to extract the desired information from the
tape as it was read into the computer. The extracted data was ultimately
stored to disk for future use if needed. As the information from each
record was read, simple mathematical calculations were performed on the
birth daté and test date fields. Since the test date information included
only month and yeér-, a simple computer lookup table (cr-ﬁss r--éfe.r'ernce) was
employed to determine the date of the test. A calculation was made on each
of the 17,603 records to determine the total number of days from date of
birth to the date of the test. The resulting rnumber wa\s then u;sed in the
following equations:

I

(X/33 ~ INT(X/33) x 33,

P

(X/23 - INT(X/23) % 23,

E=(X/28 - INT(X/28)) x 28§,

where X = number of days since birth,

I

day of intellectual cycle,

P = day of physical cycle,
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E = day of emotional cycle,
INT = integer value.
A total count of each I, P, and E value resulting from the calculations can be
found in Table II.
The ne;l:t step involved selecting the specific data upon which a
statistical analysis would be performed. The next section of this} chapter

describes which data were used in this study.

Selection of Data

The three biorhythmic cycles are commonly reprecented by sine wave
curves. These curves start simultaneously at the moment of .bir'th and
continue throughout the life of the individual. The first half of each cycle
iz designated the positive phase wh_er-e the sine wavé is located above the
horizontal axis. The second half of the cycle is known as the negative phase
since thel sire wave drops below this axis. According to the Bio'r-hythm
Theory, the period of most rapid change in human performance occurs when
the curves switch from positive to negative and vice versa. This
corr-espc«nds_tu & period of flux and is therefore termed & critical period or
critical day. This crossover occurs two times during each cycle. By defining
the length of the critical period, and by knowing the aate olf birth, the
Biorhythm Theory enables mathematical calculations of the expected days
that would be critical (Wolcott, 1977).

The days when individual cycles are at maximum low points or troughs
are supposed to represent periods when people are not performing up to
their full potential. The reverse is supposed to be true when the cycles are

at maximum high points or peaks. Figure 2 gives an explanation of the



TABLE II

FREGUENCY COUNT OF CALCULATED
I, E, AND P VALUES

I Freg E Freg P Freg
¥ 0 544 ¥ 0 573 ¥0 783
i 494 1 439 i 777

2 538 2 431 2 802

3 514 3 641 3 754

4 550 4 439 4 - 772

5 501 5 632 ¥ 9 751

& 517 é 577 4 7480

7 509 ¥ 7 614 7 747

¥ 8 o517 3 449 8 774
2 . 515 ? 589 2 747
10 526 10 441 10 814
11 554 11 439 ¥11 792
12 531 12 427 12 814
13 533 13 573 13 787
14 350 ¥14 408 14 738
15 563 is 404 15 773
¥14 357 16 501 16 738
17 4388 17 402 ¥17 781
18 541 18 444 i8 7958
i? 543 19 448 17 727
20 553 20 589 20 738
21 4048 ¥21 632 21 771
22 305 22 634 22 7463
23 497 23 483 - -
¥24 544 24 4648 -- -—
295 544 25 477 - —_—
28 S88 28 428 -~ -
27 503 27 593 - -
28 587 - —— - -—
29 521 - - - —
30 551 - ——— - -
31 510 - —_— - ———
32 522 - —_— - -—
17,503 17,603 17,603

NOTE: # denotes values used for statistical
analysis in this study.
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STATE OF CYCLE
__________________ DESCRIPTION OF BEHAVIOR

—— - S — — — " S — ——— — T — ——— — T (o o S " " " 00 G T S T - T ———

+ + + The individual should be at a peak
' period physically and be more apt to
be creative and in a good mood.

- + + The individual should be in a creative
cycle and in a good mood, but be in
an ebb in the physical cycle.

+ - + . The individual should be in a peak
physical cycle and be in a creative
intellectual phase, but also be ex-
periencing a stressful period.

- - + The individual is in a creative cycle
but is at an ebb physically and
emotionally.

+ + - The individual is at a peak physically
and in a harmonious mood while below
par intellectually.

- + - The individual is in an ebb period
both physically and intellectually
while in a positive emotional state.

+ - - The individual is below par intellect-
ually, and feels stressful, but is at
a peak in the physical cycle.

- - - The individual is below par intellect-
ually and physically and is in a
stressful mood.

Physical Cycle
Emotional Cycle
Intellectual Cycle
Cycle in Positive Phase
Cycle in Negative Phase

Source: Thumann (1977, p. 81).

Figure 2. Combin;tions of Biorhythm Behavior
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possible combinations of the three cycle states (except critical days) and
their expected associated behavior.

For this study, the critical days were computed as being the first and
middle days of each cycle. The highs were the middle day of the first half
of each cycle and the lows were the middle day of the second half of each
cycle. As a result, the I values of 0 and 16 represented the tr-itical days
and days % and 24 represented the high and low days, res;pectively for the
intellectual cycle. Days 0 and {{ represented the critical days, day S
represented the high day, and day 17 represented the low day of the physical
cycle. The critical days of the emotional cycle were days 0 and 14, The high
arnd low days were day 7 and d'ay 21, respectively. A thorough explanation of
the procedures used to manually compute the cycles can be found in Appendix
B.

Ornce the days on each of the cycles were computed, the test scores
for each of the tests were printed and stored to disk. A statistical
analysis was niext performed on the resultant data. The next section of this

cthapter describes the statistical amalysis in detail.
Description of Statistical Analysis

To determine whether the intellectual ?:ycle of the Biorhythm Theory
is to be considered a possible causal factor for deviation of mental ability-
test scores, and consequently a predictor of such scores, it was niecessary
to determine if there was any difference between. the mean test score of
students whose intellectual cycles’ were at varying positions at thel time of
taking the test. The days chdsen to be inyestigated in this study were the
high, low and critical days. The selected days were those that supposedly

would show the most marked differernce in performance. The statistical
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tests best suited for this purpose were the One-Way and Two-Way Anaiysis
of Variance (ANOVA). The ANOVAs were computed using harmonic
{(weighted) mearns to compensate for unequal group size. Any significant
findings were subjected to the Eta Squared Strength-of-Association Test to
determine the amounf of variance accounted for between the groups in the
sample. An Omega Squared Strength-of-Association Test was als}o run to
determine the strength of the association within the population (Linton,
1973). The manner in which these tests were applied will be discussed next.
The program used for the ANOVAs was the subprogram ANOVA of the
Statistical Analysis System (SAS). The analysis of the data was performed
'by the Oklahoma State University Computer Center. The Eta Squared and

Omega Squared Strength-of-Association Tests were performed manually.

One-Way Analysis of Variance

A one-way analysis of variance (ANOVA) was run on the selected
data. The ANOVA compared the mean score for each of the tests as well as
the composite score of the four categories. This comparison was made only
on those students with an I value of & (high on the intellectual .c'ycle)., or 24
(low on the intellectual cycle), or 0 (fir-s‘t.day of intellectual cycle), or 16
(midpoint of intellectual cycle). Even though the 0’s and 1é’s represent
critical days, these critical days could be significantly different from éach
other. This was possible since they occur at times where the cycle crosses
over from the negative phase to the positive phase and fr-bm the positive

phase to the negative phase.

Two-Way Analysis of Variance

Two two-way ANOVAs were also computed on the selected data. One
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of these compared the mean test score of those students Qhose 1 values
were 0, &, 14, or 24 and whose E values were 0, 5, {1, or 17. The other
ANOVA similarly compared the mean score of those students whose I values
were 0, &, 16, or 24 and whose P values were 0, 7, 14, or 21. Once the
analyses were accomplished, the resulting F values were compared against

an F table at the .05 level of significance.

Eta Squared and Omega Squared Strength-of

-Ascociation Tests

The Eta Squared and Omega Squared Str-ength-of-Assnciatidn Tests
were performed on the data that indicated significance through the above
analyses.

The equation used for the Eta Squared Test was as follows:

where ‘EiSx = the sum of squares of any simple effect or the
interaction effect.
The equation used for the Omega Squared Test was as follows:

SS}c - (dfx)(MS )

2 error

. ME"e'r-rcw * S%ntal

where dfx = degrees of freedom of the same effect as that in the sum
of squares.
The above equations were used to determine the strength of the identified
interaction relationships (Lintorn, 1'_975). The minimum acceptable eta

squared %) and omega squared @3 value was .10.



CHAPTER IV
ANALYSIS OF THE DATA

This chapter is included as the vehicle through which the data are
analyzed. The Analysis of Variance (ANOVA) statistical test was used to
determirie if there was a significant difference between the mean test
sCOres fc;r- each of the groups. Separate ANOVAs were computed for each of
the four tests comprising the ACT Assessment as well as an additional
ANQOVA for the composite score. LI‘he ANOVAs were computed using harmonic
{weighted) means to compensate for urequal group size.

The data from each of the ANGOVAs that yielded a significant F value
were subjected to the Eta Squared and Omega Squared Strength-of-
Association Tests to determine the strength of the identified relationships.
A significant F value only shows that, at a certain probability level, the
identified relationship exists to some extent in the population from which
the sample had been drawn, and that this relationship is not due fc« the
operation of chance sampling factors. In other words, a significant
relationship identifies a real pheriomeron, but does not indicate the
strength of this relatiornship. With very large samples, very small effects
can result in statistical significance. It seems clear, however, that
in‘telligenf conclusions canriot be drawn from data unless there is some
indication of the strength of the relationship détected. It was for thie

reason that the Eta Squared and Omega Squared Strength-of-Association

46
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Tests were performed. The eta squared value is a rough estimate of the
strength of association in the sample, while the omega squared value is a
more precise estimate of the strength of association in the population
{Linton, 1775),

Each of the five research questions listed in Chapter I was tested at
the .05 level of significance. The minimum acceptable eta squared and omega

squared value was .10.

Assessment Tests and Composite Score Results

Intellectual Cycle

No significant difference was expected between the mean test scores
of students who were on a high, low, or critical day of their intellectual
tycle. A one-way analysis of variance (ANOVA) was performed on each of
the four ACT Assessment test scores and on the composite test score. The
ANOVAs were computed on 2,163 student test scores for the English usage
test and the mathematics usage test. A total of 2,162 student test scores
were used with the social studies readings test, natural sciences readings
test, and the composite score. These test scores were those of the
students fr-om the population of 17,603 who were at a high, low, or critical
day of their intellectual cycle. One student evidently did not take all four
of the component tests.

The individual one-way AMOVA summary tables for the intellectual
cycle can be found in Tables III through VII. The results for the English
usage test scores are displayed in Table III. The results for the

mathematics usage test scores are shown in Table IV. The results for the
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social studies readings test scores are indicated in Table V. The results
. for the natural sciences readings test scores are exhibited in Table VI. The
composite test score results are presented in Table VII. None of the five

ANOVAs resulted in a significant F value; therefore, the rull hypothesis

was not rejected.

"TARLE 111

SUMMARY TAERLE OF ONE-WAY ANOVA FOR
ENGLISH USAGE TEST SCORES FOR
THE INTELLECTUAL CYCLE

Source DF 55 M3 F : ju}
I 3 37.11 . 13.038 30 n.s.
Erraor 2180 58551.21 - 24.188

Taotal 2183 55400.32

p £ .05

TAEBLE IV

SUMMARY TABLE OF ONE-WAY. ANOVA FOR
MATHEMATICS USAGE TEST SCORES FOR
THE INTELLECTUAL CYCLE

Source DF 35 M3 F o)
I ' 3 23.10 7.700 . 14 N.s
Error 2140 120032.78 55.597

Total 2143 120112.38

p € .05
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TARLE V

SUMMARY TABLE OF ONE-WAY ANOVA FOR SOCIAL
STUDIES READINGS TEST SCORES FOR
THE INTELLECTUAL CYCLE

Source  DF 55 MS __F P
I 3 56,42 18.891 .37 n.s.
Error 2159 109794.%22 50.854

Total 2182 109850.84

p ¢ .05

TAEBLE VI

SUMMARY TABLE OF ONE-WAY ANOVA FOR NATURAL
SCIENCES READINGS TEST SCORES FOR
THE INTELLECTUAL CYCLE

Source DF 83 M3 F s,
I 3 34.384 11.4613 .39 N.s.
Error 2159 72584.05 33.619

Total 2182 72518.87

p < .03

TABLE VII-

SUMMARY TABLE OF ONE-WAY ANOVA FOR
COMPOSITE TEST SCORES FOR
THE INTELLECTUAL CYCLE

Source DF SS MS F o]
I 3 13.44 46.134 .21 N.s.
Error 2159 $4856.74 29.952

Total 2182 $4685,40

p ¢ .05



Physical Cvcle

No significant differerice was expected between the mean test scores
of students who weré on a high, low, or critical day of their physical cycle.
- Five separate one-way ANOVAs were computed for 374 student test scores.
These test scores were those of the students from the population of 17,603
{. who wer-e. at a high, low, or critical day of their physical cycle.

| The individual one-way ANOVA summary tables for the physical cycle
carn be found in Tables VIII through X1I. The results for the English usage
test scores are displayed in Table VIII. The results for the mathematics
usage test scores are shown in Table IX. The results for the social studies
readings test scores are indicated im Table X. The results for the natural
scierces readings test scores are exhibited in Table X1. The composite test
score results are presented in Table XII. None of the five ANOVAs

resulted. in a significant F value; therefore, the null hypothesis was not

rejected.
TABLE VIII
SUMMARY TABLE OF ONE-WAY ANOVA FOR
ENGLISH USAGE TEST SCORES FOR

THE PHYSICAL CYCLE

Source DF S5 MS F p

P 3 134.55 44,3849 1.72 N.S.
Error 371 2483.48 25.119
Total 374 7823.03




TAEBLE IX

SUMMARY TAELE OF ONE-WAY ANOVA FOR
MATHEMATICS USAGE TEST SCORES FOR
THE PHYSICAL CYCLE

Source DF S5 M3 : F p
P 3 173.18 44.392 1.13 MG
Error 371 21083.55 5&.78%
Total 374 21281.73
p ¢ .05

TABLE X

SUMMARY TAELE OF ONE-WAY ANOVA FOR SOCIAL
STUDIES READINGS TEST SCORES FOR
THE PHYSICAL CYCLE

Source DF S8 M3 F B
P 3 147 .20 49.048 .74 NM.5.
Error 371 1938%.74 52.2863
Total 374 19536.94

p < .05

TABLE X1

SUMMARY TAELE OF ONE-WAY ANOVA FOR NATURAL
SCIENCES READINGS TEST SCORES FOR
"THE PHYSICAL CYCLE ‘

Source - DF 53 MS F p
P 3 142.88 - 47 .627 1.45 n.s
Error 371 10732.45 28.928
Total 374 10375.33

p < .05

(4
o



TABLE X111

SUMMARY TAERLE OF ONE-WAY ANOVA FOR
COMPOSITE TEST SCORES FOR
THE PHYSICAL CYCLE

Source DF S8 ‘MS F p
P 3 117.18 372.081 1.3 MaeSa
Error 371 10881.27 28.7921

Total 374 10798.47

p ¢ .05

Emotional Cycle

No significant difference was ex'pected between the mean test scores
of students who were on a high, low,‘or- critical day of their emotional cycle.
Five separate one-way ANOVAs were computed for 276 stu.den't test scores.
These test scores were those of the students from the population of {7,603
who were at & high, low, or critical day of their emotional cycle.

The individual one-way ANOVA summary tables for the emotional
cycle can be found in Tables XIII through XVII. The results for the English
usage test scores are displayed in Table XI1Il. The results for the
mathematics usage test scores are shown in Table XIV. The results for the
social studies readings test scores are indicated in Table XV. The results
for the natural sciences readings test scores are ‘exhibited in 'I"able XVI.
The composite test score results are presented in Table XVII. Norne of the
five ANOVAs resulted in a significant F value; therefore, the null

hypothesis was not rejected.



TABLE XIII

SUMMARY TAELE OF ONE-WAY ANOVA FOR
ENGLISH USAGE TEST SCORES FOR
THE EMOTIONAL CYCLE

Source DF 55 M3 F B
E 3 147 .72 49.307 2.00 N.S.
Error 273 $724.35 24.831
Total 278 4372.27
p € .05

TARBLE X1V

SUMMARY TABLE OF ONE-WAY ANOVA FOR
MATHEMATICS USAGE TEST SCORES FOR
THE EMOTIONAL CYCLE

Source DF 55 M3 E =]
E 3 ?92.2 33.071 .58 n.s.
Errar 273 15611.49 57.185
Total 274 15710.70

k: { .05

TABLE XV

SUMMARY TABLE OF ONE-WAY ANOVA FOR SOCIAL |
STUDIES READINGS TEST SCORES FOR
THE EMOTIONAL CYCLE

Source DF 535 M3 F B
E 3 37.28 12.422 .23 N.S.
Error 273 13745.48 50.423

Total 276 13802.74

p € .03
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TABRLE XVI

SUMMARY TABLE OF ONE-WAY ANOVA FOR NATURAL
SCIENCES READINGS TEST SCORES FOR
THE EMOTIONAL CYCLE

Source DF S8 M3 F_ ju)
E 3 $8.87 22.9959%9 &7 n.s.
Error 273 2399.84 34.432
Total 278 7448.71
p.< .03
TAEBLE XVII

SUMMARY TABLE OF ONE-WAY ANOVA FOR
COMPOSITE TEST SCORES FOR
THE EMOTIONAL CYCLE

Source DF 35 M3 F p
E 3 40.84 20.230 .43 N.eS.
Error 273 8475.83 31.047
Total 274 8534.47

p ¢ .05

Intellectual and Physical Cycles

No significant difference was expected between the mean test scores
of students who were on a high, low, or critical day of their intellectual
cycle 'a'md who were on a high, low, or critical day of -théir- physical cycle.
Eive separate one-way ANOVAs were computed for 374 student test scor-}es.
These test scores were those of the students from the population of 17,603

who were at a high, low, or critical day of their intellectual cycle and at a
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high, low, or critical day of their physical cycle. Since separate one-way
ANDOVAs were previously evaluated, the main ;Hects were not investigated
further. Of the five ANOVAs, only the F value for the social studies
readings test indicated significance.

The individual two-way ANOVA summary tables for the intellectual
and physical cycles can be found in Tables XVIII through XXI1I. The results
for the English usage test scores are displayed in Table XVIII. The results
for the mathematics usage test scores are shown in Table XIX. The results
for the social studies readings test scores are indicated in Table XX. The
results for the natural sciences readings test scores are exhibited in Table
XXI. The composite test score results are presented in‘Table XX1I.
Although the interaction between the two cycles on the social studies
readings tests.was significant, the amount of variance accounted for in the
interaction as identified by the eta squared value was only .052 for the
sample. The omega squared value resulted in .029 for the population from
which the sample was drawn (17,603 students). In other words, while this
relationship was real, it was actually gquite weai. Investigation of the raw
test scores showed that the range of test score variance was a maximum of
twd point's. However, a standard error of measurement of plus-or-minus tWD
points exists in each test of the ACT Assessment (Bur-os,.i'??ﬂ).
Consequently, the interaction effect was negligible. Since the eta squared
or omega squared values were less than the minimum acceptable (.10), the

null hypothesis was rnot rejected.



TABLE XVIII

SUMMARY TABLE OF TWO-WAY ANOVA FOR ENGLISH
USAGE TEST SCORES FOR THE INTELLECTUAL

AND PHYSICAL CYCLES

Source DF S8 MS F B

1 3 117.41 37.849 1.98 n.s
P 3 203.57 47 .857 2.45 <.05
I ¥P ? 404,52 45,1479 1.74 n.s
Error 352 . ?2194.3% 25.4817

Total 374 7823.03

Note: Total 5SS may not add up due to use of harmonic means
in the computations.

p ¢ .05

TABLE XIX

SUMMARY TARLE OF TWO-WAY ANOVA FOR
MATHEMATICS USAGE TEST SCORES FOR
THE INTELLECTUAL AND PHYSICAL

CYCLES
Sgurce DF 88 M3 F p
I 3 17.99 5.9%98 .11 N.S.
P 3 200.11 65.702 1.18 N.S
1 ¥P ? 783.82 34.347 1.50 n.s
Error 359 20357.50 58.617
Total 374 21261.73

Note: Total S5 may not add up due to use of harmonic means
irn the computations.

p < .03



TABLE XX

SUMMARY TABLE OF TWO-WAY ANOVA FOR SOCIAL
STUDIES READINGS TEST SCORES FOR THE
INTELLECTUAL AND PHYSICAL CYCLES

Source DF 53 MS F p

I 3 21.979 30.4483 80 N.S.
P 3 241.83 80.407 1.58 N.S.
1 P 2 1013.71 113.1720 2.22 <.05
Error 3592 13312.58 51.010

Total 374 19534.94

Note: Total 88 may not add up due to use of harmonic means
in the computations.

p < .05

TABRLE XXI

SUMMARY TAELE OF TWO-WAY ANOVA FOR NATURAL
SCIENCES READINGS TEST SCORES FOR THE
INTELLECTUAL AND PHYSICAL CYCLES

Source DF 38 ' MS

F p
I 3 33.81 17.738 52 N.s.
P 3 147 .85 47.3884 1.72 n.s.
I xP 7 293.34 33.147 1.14 n.s
Error 357 10415.8% 27.014
Total 374 10875.33

Note: Total 5SS may not add up due to use of harmonic means
in the computations.

p € .05



TAEBLE XXII

SUMMARY TAELE OF TWO-WAY ANOVA FOR
COMPOSITE TEST SCORES FOR THE
INTELLECTUAL AND PHYSICAL

CYCLES
Bource DF 35 M3 F p
I 3 34.76 11.584 - .41 N.%.
P 3 151.41 50.487 1.77 N.s.
1 ¥P g 474,33 52.728 1.85 N.%.
Error 359 10207.14 28.438 .

Total 374 16798.47

Note: Total 88 may not add up due to use of harmonic means
in the computations.

p ¢ .05

Intellectual and Emotional Cycles -

No significant difference was expected between the mean test scores
of students who were on a high, low, or critical day of their intellectual
cycle and who were on a high, low, or critical day of their emoticmalxl cycle. _
Five separate ore-way ANOVAs were computed for 278 student test scores.
These test scores were those of the students from the population of 17,603
who were at a high, low, or critical day of their intellectual cycle and were
at & high, low, or cr-itital day of their emotional cycle. Since separate one-
way ANOVAs were previously evaluated, the main effects were rniot
investigafted further. Of the five ANOVAs, the four F values for the
Eniglish usage test, the mathematics usage test, the social studies readings
test, and the composite score indicated significance. The natural sciences

readings test did riot indicate signifi.cance.‘
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The individual two-way ANOVA summary tables for the intellectual
and emotional cycles can be found in Tables XXIII through XXVII. The
results for the English usage test scores are displayed in Table XXIII. The
results for the mathematics usage test scores are shown in Table XXIV.
The results for the social studies readings test scores are indicated in
Table XXV. The results for the natural scieriﬁes readings test scores are
exhibited in Table XXVI. The composite test score results are pfesented in
Table XXVII. Although th.e interaction between the two cycles on four of
the scores was significant, the amount of variance accounted for in the
interaction as identified by the eta squared and the omega squared values
was low. The eta squared values for the English usage test, the
mathema’gics usage test, the social studies readings test, and the composite .
score were 072, .070, .064, and .070, respectively. The omega squared
values were .042, .040, .029, and .037, respectively. Investigation of the
raw test scores showed that the range of test score variance was a maximum
of two points. However, a standard error of measurement of plus-or-minus
two points exists in each test of the ACT Assessment (Bur-os', 1773).
Consequenitly, the interaction effect was negligible. Since the eta squared
or omega squared values were less ;tharn the minimum acceptable (.10), the

riull hypothesis was not rejected.



TABLE XXIII

SUMMARY TABLE OF TWO-WAY ANOVA FOR ENGLISH
USAGE TEST SCORES FOR THE INTELLECTUAL
AND EMOTIONAL CYCLES

Source. DF 55 M3 F p
I 3 31.31 10.438 43 Na%.
E 3 112.42 37.237 1.42 NS
I ¥E 2 495,13 55.124 2.37 .05
Error 2481 $027.06 23.100
Total 275 $872.27

Note: Total S5 may not add up due to use of harmonic means
in the computations.

p < .05

TARLE XXIV

SUMMARY TABLE OF TWO-WAY ANOVA FOR
MATHEMATICS USAGE TEST SCORES FOR
THE INTELLECTUAL AND EMOTIONAL

CYCLES
Source DF 55 MS F p
I 3 5.77 1.922 .04 M.5.
E 3 263.83 37.950 1.64 N.S.
I ¥ E ? 1105.73 122.857 2.32 €.05
Error 281 13822.81 52.7581
Total 276 15710.70

Note: Total 85 may not add up due to use of harmonic means
in the computations. :

p < .05
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TABLE XXV

SUMMARY TAELE OF TWO-WAY ANOVA FOR SOCIAL
STUDIES READINGS TEST SCORES FOR THE
INTELLECTUAL AND EMOTIONAL CYCLES

Source DF 53 M3 F p
I 3 10.4% 3.473 07 Na%s
E 3 73.85 24.518 .51 Nn.s.
1 ¥ E g 840.75 - 73.437 1.74 <.03
Error 261 12548.45 43.073 °
Total 274 13802.74

Note: Total S5 may not add up due to use of harmonic means
in the computations.

p < .05

TABLE XXVI

SUMMARY TAEBLE OF TWO-WAY ANOVA FOR NATURAL
SCIENCES READINGS TEST SCORES FOR THE
INTELLECTUAL AND EMOTIONAL CYCLES

Source DF 55 MS F D

I 3 17.354 6,312 .17 n.s.
E 3 75.42 25.474 .73 n.s.
I ¥E 2 443.84 51.740 1.52 NeSe
Error 281 8374.24 34.073

Total 2748 7443.71

Note: Total 58 may not add up due to use of harmonic means
in the computations.

p ¢ .05
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TABLE XXVII

SUMMARY TABLE OF TWO-WAY ANOVA FOR
COMPOSITE TEST SCORES FOR THE
INTELLECTUAL AND EMOTIONAL

CYCLES
Source DF 55 MS F b
I 3 7.748 3.253 11 n.s.
E 3 23.13 31.080 1.07 N.%.
1 ¥ E ? 574,48 88,078 2.27 {.05
Error 281 7592.03 27.083
Total 274 8934.47

Note: Total S5 may not add up due to use of harmonic means
in the computations.

p { .05

Overall

Overall summaries of the one-way ANOVA results can be found in
Table XXVIII. The overall summary of the two-way ANOVA interaction
results can be found inm Table XXIX. The Eta Squared and Omega Squared

Strength-of-Association Test results can be found in Table XX X.

TAEBLE XXVIII

SUMMARY OF ONE-WAY ANOVA RESULTS

Significance
Effect ___ENG MATH 53 - NS COMP
Intellectual N.S. n.s. N.5. Na.S. N.5.
Physical NaSe N.s. N.s n.s. N.S.
Emotional N.S. n.s NaS. NaS. N.S.

p < .05
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TABLE XXIX

SUMMARY OF TWO-WAY ANOVA INTERACTION RESULTS

Significance
Effect ENG MaTH 35 NS COMP
1 %P N.S. N.S. <.05 NeSa NeS.
I ¥ E {.05 {.0S £.05 Na.S. £.05
p £ .05
TABLE XXX
ETA SQUARED AND OMEGA SGQUARED STRENGTH-
OF-ASS0OCIATION TEST RESULTS FOR
SIGNIFICANT F VALUES FOR
INTERACTIONS
Eta Omega
Effect ACT Test Squared Squared
1 ¥P 55 052 029
1 ¥E ENG 072 . 042
I ¥E MATH 070 .040
1 ¥E 35 081 027
Il ¥E COMF 70 037

Minimum acceptable Eta Squared or Omega Squared = .10

It was iﬁferestirig to note that the pattern of intellectﬁal_arxd
physical cycle interaction for each of the component tests was consistent,
but that the social studies readings test had & greater variability of mean
scm-és at the four specified cycle locations, thereby indicating a significant
relationship. Similarly, the pattern .of interaction for each of the tests oh
the intellectual and emotional cycles was essentially the same. However,

the one test; the natural sciences readings test, that did not indicate a
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significant relationship had a smaller amount of variability of mean scores
of students whose biorhythm cycles were at the four specified locations.

It was also interesting to note that wﬁen the intellgctual and
emotional cycles were in combination, the mean test scores were a few
points higher than were those when the intellectual and physical cycles were
in combination. This discovery, however, does not necessarily indicate that
the intellectual and emotional cycles in combination are & predictor of ACT
Assessment results., This identified relationship is likély the result of
individual student variance in scores. .

In summary, the first three research gquestions resulted in non-
significant F values. Consequently, the first three rnull hypotheses were
rnot rejected. The position on each of the three biorhythm cycles in
isplation, then, had no effect on the mean scores received on the ACT
Assessment. The intellectual and physical cycles in combination resulted in
a significant F value ;:tr: the social studies readings test. Though real, this
relationship proved tp be riegligible due ‘tc}. the amount of standard error of
. measurement associated withithe ACT Assessment. This low relationship
would serve no practical valéig in predicting social studies r-eadings'ltest
scores in the ACT Assessmen.t. The intellectual and emotional cycles in
combination resulted inm significant F values on the English usagefest, the
mathematics usage test, the social studies readings test, and the composi{e
score of the ACT Assessment. Once again, these r-elatiénships Qer'e
extremely weak and would be of no practical value in predicting future

performarice onn ACT Assessment component tests.



CHAPTER V
SUMMARY AND CONCLUSIONS

This chapter will summarize the study, state the conclusions r-eached;
and recommend the direction further Biorhythm Theory studies should take.
The chapter is divided into the following sections:

i. Summary,

2. Conclusions,

3. Recommendations for Further Studies.
Summary

The purpose of this study was to determine what relationship existed
between the 33-day intellectual cycle of the Biorhythm Theory and
performance on mental testing. To accomplish this investigation, a thorough
review of the literature r-elatéd to the Biorhythm Theory and testé of
mental measurements was accomplished. The review revealed conﬂicting
information regarding the validity of the Biorhythm Theory.

The data used in the study were ﬁbtained from the ACT Magnetic Tape
Student Record for the October 1780 tvhr-ough June 19281 testing period
provided by the Oklahoma State University Registrar’s Office. The tape
contained information on 17,603 students from across the United States who
requested ACT Assessment scores be sent to Oklahoma étate University.
Only date of birth, date of test, and five test scores were extracted from

the tape for each student. Biorhythm calculations were made to determine
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th.e students’ position on each of the biorhythmic cycles. Ornly student test
scdres were used for those who were at a high (3), low (24), or critical (0 or
14) day of their intellectual cycle and were at a high (5 or 7), low (17 ‘or- 21)
or critical day (0 or {{ or ;4) orn either or both of the other two cyclee:».

The data were analyzed at the Oklahoma State University Computer
Center with the subprogram ANOVA of the Statistical Analysis Sys;tem
{SAS). Effects were tested for four locations on the intellectual, physical,
and emotional cycles individually and for interaction of the biorhythm
tycles. The statistical tests of oné-way analysis of variance (ANGOVA) and
two-way ANOVA were used to determine significance at the .05 level. The
ANOVAs were computed using harmonic (weigh‘ted) means to ccompensate for
unequal group size.. Significant relationships were then tested‘{or- strength
of association through the Eta Squared and Omega Squared Strength-of-
Association Tests. The minimum acceptable eta squared and omega sgquared

value was .10.
Conclusions

The study resulted in the following findings:

i{. No relationship was found between the location on any of the three
biorhythmic cycles and ACT Assessment scores.

2. A significant, but quite weak, relationship existed for the social
studies readings test scores as a result of an interaction between the
intellectual and physical cycles. This finding, hnwever-,'would be of no
practical value in predicting ACT Assessment results.

3. A significant, but quite weak, relationship existed for the English
usage test, mathematics usage test, social studies readings test, and

composite scores as & result of an interaction between the intellectual and
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emotional cycles. This finding, however, would be of no practical value in
predicting ACT Assessment results. )

4. Overall, the high, low, or critical days of the three biorhythmic
cycles are ot related to scores received on the ACT Assessment component.
tests. In other words, knowledge of an individual’s position on each of the

biorhythm cycles.does not appear to be an effective predictor of high school

students’ scores on the ACT Assessment of mental performance.
Recommendations for Further Studies

Although this study did not yield data which would lend support to the
Biorhythm Theory, further investigation of the theory is r-ecommended; This
recommendation for further research is based on the often contradictory
findings discovered during the review of literature.

Based on the experience of this study, two recommendations are made
which should impr-oVe the validity of future studies. These recommendations
are:

i{. Any future biorhythm research design should include a measure of
the strength of association of any relationships discovered. Without such
indication of the relationship, it is difficult to make r-easonable'infér-ences
about the meaning of the research results.

2., Attempts could be made to base biorhythm cycle calculations on
subject’s minute, hour, and day of birth, rather than simply on the day. This
is important since 2 small deviation in time of birth might result in an error

whern calculating biorhythm cycles.
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APPENDIX A
THE NATURE OF CYCLES

The word "cycle" comes from a Greek word meaning "circle." By
extension of meaning, the word has come fo refer to any sequernce of gverits
that come around again to the same condition. Day, night, and day again is a
cycle. Winter, spring, summer, fall, and winter again is a cycle. Boom,
depression, and boom again is a cycle. In physics, cycles occur in sound
waves and in electromagnetic vibrations, such as light waves, radio waves,
X-rays. In astronomy, cycles are created by motions and vibrations of
various heavenly bodies. In geology, repetitive patterns are found in
~ earthquakes, volcanic eruptions, and the advance and recession of glaciers.
In biology, rhythmic fluctuations occur in the abundance of various species
of animal life and in the functioning of the animal’s various physioclogical
processes. These are but a few examples of cycles. In fact more than 500
different phenomera in 36 different areas of krnowledge have been found to
fluctuate in rhythmic cycles (Dewey, 1747).

A factor common to all of the above examples involves time. Because
cycles unf.nld in time, they can generally be charted on graph paper, with
time being represented on the horizontal axis from left to right. The
intensity of the behavior itself, at any given instant of time, is plotted
against the vertical axis.

A wave, when charted, goes from a high to a low and back to a high

agair, or vice versa. The highs are commonlf ctalled highs, tops, peaks, or
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crests, | The lows are known as lows, bot{oms,.valleys, or troughs. The line
from the low to the high is known as the upward leg; from the high to the
low is krnown as the downward leg.

In cycle study, the successive values of the data are often expressed
as valués above or below some middle line. The height above the axis of the
highest point on the curve is krnown as the amplitude. It represents the
strength of the cycle. The amplitude is sometimes called the positive
amplitude to distinguish it from the distance below the axis, or lowest
point. The lowest point distance is called the negative amplitude. The
place where the curve, going up, crosses the axis is called the upward
crossing. The point where it crosses the axis, going down, is called the
downward crqssing. The length of the cycle is the distarnce from a point on a
‘wave to the same point on the next wave. For example, the distance from
one crest to the next crest, or one trough to the next trough is the length of
the cycle. In very short cycles, the length usually is measured in physical
distance (usually meters). In longer cycles, (those longer than a second) the
distance is usually measured in time: seconds, minutes, hours, days, weeks,
months, or years (Dewey, 1968).

When the waves of a cycle repeat with perfect regularity, we have
what is called a "periodicity." The behavior is said to be periodic. In other
words, periodic cycles have waves of equal length. When the cycle is ﬁerely
rhythmic, however, the length of the cycle will vary from wave to wave.
From one crest to the next, the tycle may be seveﬁ months, and then nine
months to the next crest. Such a cycle has am average lerngth of 8 months.
Ir such instances, we use the word "period” to describe its behavior {(Dewey,

1767). The period is the average or typical length of all the waves in the

cycle.
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Life aboundes with rhythmic cycles. The cause of some of these cyclég
is kriown. The cause of other rhythmic cycles is mere chance; but some
rhythmic cycles of urnknown cause can be shown to be non-chance. Let us
turn now to the evidence that leads us to believe that some of these
rhythmic cycles of unknown cause are rnot of chance origirn.

Individual rhythms are often significant in their own right because
the pattern is so ordered that it is not likely to be the result of chance.
There are many additional criteria by which significance of pattern in the
behavior of any one phenomernon can be determined. These criteria are:

1. Cycle Dominarnce,

2. Regularity of Timing,

3. Number of Repetitions,

4, Constancy of Period,

3. Re-establishment of Phase,

6. Persistence Through Charnged Conditions,

7. Persistence After Discovery.
Cycle Dominance

"Cyclic dominance is the degree to which the uﬁs and downs of a time
series are the result of the cycle in contrast to the variations that are
caused by other factors" (Dewey, 1967, p. 164). A time" series is an
arrangement of data that measures the successive changes in phenoﬁmena

over a period of time.
Regularity of Timing

Regularity of timing comes into play since the more the behavior of

the phenomernon adheres to some true periodicity or pattern, the less likely
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it is to be the result of chance. When observable regularity is present, it
is an additional criterion of significance to indicate non-chance behavior

{Dewey, 1967).
Number of Repetitions

The number of r-epetitior(s is also important in determining
significance of cycles. It is obvious that the ér-eater- the number of waves
irn & cyclic recurrence, the greater the odds that the regularity is not the

result of chance.
Constancy of Period

Constancy of period is exactly as the name implies. If a cycle in a
series of figures persists over many repetitions with no change of period,

then there is additional evidence that the cycle is ot of chance origin.
Re-establishment of Phase

"Phase" is a term that refers to a particular state or stage in a
recurring cycle of changes. When the waves of a rhythm are ixl's step with
what they were before, they} are said to be "in phase" with previous
tehavior, When they are not in step, they are "out of phase." 1If, after
distortion, the cycle in a series reasserts itself in phase with its previous

timing, the cycle is much more likely to be non-chance than if it does not.
Persisterice Through Changed Conditions

Whern a rhythmic cycle persists in spite of changed environmental
conditions we have additional evidernce that the cycle is of a significant

nature.



Persistence After Discovery

1+ the cycle continues to come true after discovery, we have power-%ul
evidence that the pattern is not the result of change. Since cycle study is
S0 new, many cycles have not had much chance to continue after discovery.
This fact makes the criterion of persistence after discovery hard to apply.

Each of the preceding seven criteria can be used by itself in
determining the probability thét certain cycles are or are not the result of
chance. It is obvious that the more that apply to any given cycle, the
greater the likelihood that the cycle is rot the result of chance. An
indication that any particular cycle is not a result of chance does niot
explain what the cause is, but only that there is some cause for it.
Determining the significance of cycles is relatively easy. It is the
discovery of the explanation or cause{s) of its occurrence that is often
laborious and time-consuming. The Biorhythm Theory was developed as an
explanation for certain observed phenomenon that appeared to have occurred
not as & result of chance. The validity of this theory, however, is still in

question over 70 vears after its inception.



APPENDIX B
MANUAL COMPUTATION OF BIORHYTHM CYCLES

The basis for studying biorhythms has been mathematic calculations.
This remains true today. When the Riorhythm Theory was first developed,
the process of computing the location of the rhythms for any specific day
was confusing and time-consuming. Swoboda developed a slide rule that he
used to figure cr-itical days, but he did not publicize this dévice.' Fliess, on
the other hand‘, with his knowledge of mathematics, deve'loped rumerous
tables to facilitate the calculat‘ions‘of biorhythms, but his work only
confused those who read it {Thommen, 1773).

Thommen (1973) related that Judt, a mathematician and a doctor of
engineering, was interested in studying performance of sports figures in the
late 1720’s. To compute the rhythm position of an athlete quickly, he
desighed some calculation tables. These tables established a relationship
between the day and year of birth and the day of a particular sports event.

Shortly after Judt had developed his tables, Frueh, a Swiss-engineer-
and mathematician, studied the available materials on biorhythms. To help
him with his own research, he improved upon the «;alculatiora'tables
developed by Judt. He later developed a calculator to facilitate ’che-
calculation of the rhythms. Frueh also developed a vertical design chart
that cor-r-e;sponded with the ar~r-var|gement of his calculla.tor-. This type chart
is still used today. The tables developed by Judt and Frueh were the basis

for all methods used today.
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A sine-curve chart was developed during the 1750’s which greatly
facilitated the dr-aQing of biorhythm charts. These charts have made it easy
for anyone to chart and understand their own rhythms. A brief explanation
of how the biorhythms cycles can be computed for any particular day will be
presented next.

The calculation of an individual’s biorhythm at any given time first
requires that the date being investigated be specific. The subject’s age in
days from the date of birth, up to and including the date of interest, must
next be determined. In the calculation, consideration should be given to
regular leap years and centurial leap years.

Assume a person’s birth date was May 1, 1747.- Also assume we desire
to determine his biorhythm condition for May 2, 1977. His tenth yeaf ended
on April 30, 1777 and he began a new vear on May {, 1277. On May 2, he had
been alive for 365 days » 10 years + 3 days for leap years + 2 days in May of
the 1ith year, for a total of 3,655 days. These 3,655 days represent his
total days of life u.p to and including May 2, 1977. Next, we must divide
this number by the length of the cycles to be investigated and determine the
remainders. We divide the 3,655 by 23 and get a remainder. This ‘r-emainlder-
is the location on the physical cycle the which individual was at or May 2,
1777. We do the Same procedures for the remaining two cyclés. The
individual was on the 2ist day of his physical cycle (3655/23 = 158 with a
remainder of 21); the 15th day of his emotional cycle (365’»5/23= 130 with a
remainder of 15); and the 25th day of his intellectual cycle (34655/33 = 110

with a remainder of 25) (Berry and Deloach, 17978).
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