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ABSTRACT

This dissertation proposes and evaluates a comasetiddesign methodology for web-
based emergency management decision support sy8féaM-DSSs). The development
of the proposed methodology draws upon a literateweew which crosslinks substantive
topics related to evolving theoretical paradigmsdisaster research and the role of
information systems within organizations, and cotmgeapproaches to the development
of GIS and participatory decision support systes.a conclusion of the literature
review, it was suggested that a good software dpwednt methodology should be
balanced between agility and discipline. Due torthture of this research, a mixture of
Extreme Programming and Capability Maturity Inteégna approaches with an emphasis
on agility is proposed. Then the design of the psaol methodology is refined and tested
through a case study that seeks to develop a WEM-8 the emergency managers
working in Oklahoma. The methodology’s effectivemes mainly evaluated by
investigator's ability to follow proposed methodgical tasks, ability to involve

sufficient user input and ability to follow propasgmeline.

The findings of this research enhance our undetstgnof delivering geographic
information to users, and drawing user input frameggency management communities.
From a systems development point of view, this ssltbws that XP and CMMI are in
fact compatible with each other. From an empiricewpoint, the study shows a
complete process of following a methodology thatinglemented for developing a
WEMDSS. Finally, this research delivers a technpraduct that is built upon user input.
This product employs ArcGIS Silverlight API, Miciaf$ Silverlight and service oriented

architectures.



Chapter 1 Introduction and Background

1.1. Statement of the Problem

This research develops and tests a consolidatéghdeethodology for web-based
emergency management decision support systems (WESE). A WEM-DSS is a
decision support system utilizing recent developisi@éncommunications, especially
Internet technology, for holistic and effective egency management. An emergency
management decision support system (EM-DSS) isladassist emergency managers
in all elements related to the holistic plannind amanagement of emergencies, from the
earlier efforts aiming at preventing emergencieshée preparation for the occurrence of

an emergency and the management of the actualnmesggbould an emergency occur.

The field of emergency management and planningdgrgoing a switch in paradigm
that entails fundamental shifts in concepts andpetives. One of such shifts implies a
growing realization that emergencies, whether @iurtechnological, are not simply
isolated incidents or events (Erickson, 2006). Batemergencies are social phenomena
which are influenced by broader economic, socialitipal variables. Since many such
variables are subject to “human control,” emergamsponse is increasingly viewed as a
proactive and participatory endeavor (contrary to the classicedctive view which lacks
hazard mitigation and planning) that cannot beizedleffectively without a combination
of various governmental and private sector partnpss Another distinct shift in
emergency planning theory is related to “multi-trdgathinking (Department of
Homeland Security, 2008). Following the attackS&eptember 11, 2001, the US
Department of Homeland Security (DHS) developedatiddal Response Plan
(Department of Homeland Security, 2008) which feently changed into the National
Response Framework (NRF). The NRF adopts a “conepiebe, national, all-hazards
approach to domestic incident response,” which ri@ss how various parties
(communities, tribes, states, the federal governppeivate-sectors, etc.) can work
together to coordinate national response and bastipes in this regard. The multi-
hazard view presents the main premise of the NRéest emphasizes the complex and

compound roots of emergencies in society that dammsimply attributed to a singular,



triggering event. This view explains the needddrolistic emergency management

approach taking into account the chain of everatdifey to emergencies.

Emergency management is considered holistic ane eftective when it is based on a
thorough understanding of the communication chanaelongst a large diversity of
involved parties (e.g., government agencies, respsearvices, community services, etc.),
as well as other factors related to affected coniti@snthe nature of emergencies, and
needed actions. Although many of the activitiesiedrout, and the information required
to support such activities, are often specifich® mature and scale of emergencies (e.qg.,
wildfire vs. chemical release, local community reggional), as well as to the location of
the emergency (e.g., rural vs. urban), there ataioceuniversal aspects and information
processing requirements applicable to all emergemmyagement activities. A well
designed, maintained and operated WEM-DSS reqgaioesnprehensive examination of
the diverse types of data and information relateithé broad range of such universal
activities, procedures, operations, equipment aatknals commonly falling under the

umbrella of emergency planning.

Equally important to the development of a WEM-DS$hie understanding of the nature
of emergency decision making; the limitation, paiea, capabilities of information
technology when applied to emergency situationgiokough assessment of candidate
software engineering approaches to the developofenWEM-DSS is a rather

important issue in this regard since one of thatgist challenges in the application of
DSS is to determine where and how the technoldgyrfto the process of making
decisions (emergency decisions in the case ofélsisarch). Innovations in
communications technology and GIScience enablesydesigners to build more
sophisticated DSSs by integrating spatial analséremote access. It is now possible to
design a system which involves user participatromfdifferent organizations around the
world, working on the same data and maps whilegaateng with each other. Despite all
these advances, major methodological problemsn@eesection) need to be resolved

before a WEM-DSS can fully be integrated in emecgananagement.



1.2.  Research Challenges, Objectives and Questions
The literature review conducted in support of tleisearch revealed three major

challenges for effective WEM-DSS development:

» The lack of a systematic approach to developingluating and identifying
which technology is best suited to a particulaetgp decision situation during an
emergency;

* A need to resolve methodological issues that carddhe widespread application
of WEM-DSS across different kinds of emergenciest a

* There is a need to demonstrate how WEM-DSS cantbgrated into the process

of emergency management

Addressing some of the challenges outlined abdng résearch examines the theory and
application of software engineering, decision mgkend problem solving approaches,
and consolidates and integrates these with thedlyrolefined field of emergency
management. To guide this investigation, and irotd reach the overarching research
goal that has been stated previously, three rasednjectives have been developed. The

first research objective is:

* Identify the characteristics of a development metiagy for Emergency

Management Decision Support System.

This research objective required understandingexiptbration of several topics,
including state of the art thinking in disasterse@rch, the nature of emergency decision
making, a review of alternative methodologies fdormation systems development as
well as human and information systems interactidhgse topics were investigated in
the literature review chapter of this dissertatibwo research questions were formulated

to help address this research objective:

* What are the key elements of an Emergency ManageDesision Support
System?

» What additional benefits does a Web Based EmergBlaniagement Spatial
Decision Support System offer over an EM-DSS? Ro@#EM-DSS intrinsically



have different requirements and challenges thaoréinary EM-DSS? If so, what

are the differences?
The second research objective is:

» Design and implement a suitable methodology foretying a WEM-DSS for

emergency managers in Oklahoma

The core of this research relies on achievemetitigfresearch objective. This objective
required designing a methodology that is basedioreging topics in the literature
review, with a philosophical and practical discossof them. This design has been
realized in the methodology chapter of this disger. This objective then required
implementing the particular methodology that wasigiged. The implementation was
realized in the implementation chapter of this aecle. A research question was

formulated to address this literature survey.

* What is the optimal strategy for the design andi@mgntation of a WEM-DSS to

support holistic planning and management of emezigsf

The third and last research objective is:
* Document and evaluate the development process

It is important to define the term “document” ingtllissertation. Documentation is not
only a mere collection of “paperwork” necessitatgdrocesses. Rather, it refers to the
form of collecting personal experiences, as welkasons learned during and at the end
of the process essentially serving as field or datwoy notes and observations of the
processes | worked to employ. In addition to olisgrthe entire process and recording
it, these documents recorded problems faced, mettheedeloped to cope with problems,
and changes in plans and schedules. This objestigdormulated to help direct efforts
as the lessons learned in this study would constédlwase for future efforts. The
documentation part of this objective was addregséae implementation part of this
dissertation. This objective also included evahmthe development process. It should

be emphasized that the focus of evaluation is g#veldpment process, and not end



product (although the proposed methodology includedhanisms to evaluate the end
product as well). The evaluation portion of tbigective is addressed in the discussion
section of the implementation chapter and in theckusions chapter. To address this

objective, the following research question was faated.

1.3. Relevance and Contribution

An optimal WEM-SDSS system architecture is simpig that best serves the goals of an
emergency organization. To develop such a systesrgesign methodology needs to
ensure the presence of a solid information straite¢gmarmony with the organization’s
goals. This, in turn, requires a balanced consiaeraf technological requirements, the
organizational factors, and personal factors. Seaisible challenges in achieving this
balance stem from the complexity of spatio-tempdedé entities making up the bulk of
information used in emergency planning and managgmead the inter-enterprise
structure involving federal departments, state agsnmilitary, non-governmental

organizations, international organizations and ipiéy many others.

The major contribution of this study is the exantimraof the relevance of existing
architectures such as distributed components antceriented architectures, and
development methodologies including prescriptivelais (e.g. waterfall, incremental
process, evolutionary and spiral development),igpeed process models (e.g. formal
methods model) and unified process models to theldpment of a WEM-DSS. These
examinations included evaluation of the applic&pibf such methods based on objective
criteria. The results of this evaluation providedasis for developing the proposed

consolidated methodology for WEM-DSS development.

A second major contribution of this research consé¢he relationship between
technology adaptation and the adoption of a ma#ands view within emergency
organizations. A number of issues impeding progmessiopting multi-hazards views
within emergency organizations have been identifietthe literature (Mileti 1999;

Mitchell 1999; Alexander 2000; Cutter 2001; Tureeal. 2003). Examples include
divergent views with regard to the nature of emecgananagement, lack of comparative

indicators, and a broad range of challenges broalghtit by examining theollective



impact of multiple hazards. The role of technolagwptatiorand more specifically
the role of geospatial technologies, in facilitgt(or impeding) the adoption of
multi-hazards thinking has been overlooked in ongaliscussions so far. The
study addresses existing gaps by closely investigétie extent to which successful
adoption of spatial support systems in emergenayag@ment organizations facilitates

their shift to multi-hazard strategies.

A third contribution of this research lies in itsgirical contribution. The proposed
methodology has been tested on a real-world casly ghat involves development of a
WEM-DSS. The implementation was followed by a ppgttuation, to assess the
effectiveness of the new system. To this end, tbgedation provides an empirical
contribution through demonstrating a start-to-tinéxercise for the application of the

proposed methodology that can be replicated inrgitegects.

This dissertation continues with a literature revia Chapter 2. The literature review
starts with observations of a paradigm shift frongle hazard to multi hazard oriented
emergency management. This shift is then discusggdding its implications in
operational emergency management and subsequemation needs and systems.
Discussion of decision support systems includednaxation of user-centered design for
decision making and geographic information systerhen, information systems for
emergency management were discussed in partieutartheir characteristics,
requirements and examples. Much of the literatewéw is devoted to examining
information systems development methodologies. pbition of the review ranged from
traditional sequential models to agile and flexitdsrelopment methodologies. The
chapter ends with a comparison of development ndetlbgies and a summary and

conclusions section regarding information systemsthpment methodologies.

Chapter 3 is built on the theoretical discussiasvth from the literature review. It
includes a methodology reflecting the integratibthe Extreme Programming approach
and the Capability Maturity Model Integration (CMMand how they were to be
implemented in this project. The details of thiegration discussed specifically how the

concepts of agility and discipline would be balahgethis new methodology. This



chapter concludes with a step-by-step explanatidgheomethodology and an anticipated

timeline.

Chapter 4 includes discussion of the applicatiothefproposed methodology as a case
study. This methodology was carried out with projettiation, and then three
development cycles in an iterative manner. For estelopment cycle, a number of user
stories were implemented. Usually, a number of asmies are organized under a “task”.
A task in this study refers to generalized formsagnpassing specific user stories. Use
case diagrams and activity diagrams accompanyetitares. Since the methodology is
an agile one, changes occurred throughout thegirdjbese changes, along with the
justifications for those changes were explainethis chapter. In addition to the
methodological modifications, there were some Yams from the proposed time
schedule. These variations were then analyzed dsiogmentation that contained
guantitative data. In addition to the modificatipissues and risks throughout the project

were documented during the project and they weseudsed in this chapter.

This dissertation ends with Chapter 5 that reprssesnclusions of this dissertation, in
which an evaluation of the proposed methodology¥&M-DSS is undertaken in the
light of qualitative and quantitative analyses aeetdd in Chapter 5. In addition,
theoretical and practical contributions and futi@search directions are discussed in this

chapter.



Chapter 2 Literature Review

21, Summary

The purpose of this review is two-fold. First, | keaa case for the working hypothesis of
this dissertation with regard to the promising gagen of multi-hazard emergency
planning and the extent to which successful adoptfcspatial support systems in
emergency management organizations facilitates shét to multi-hazard strategies.
Second, the chapter provides the basis of the pempmethodology through evaluating
and consolidating the major ideas underpinningosriapproaches to the development of
GIS and spatial decision support systems, basedednrelevance to the success or
failure of information systems projects in emergearanizations. The review

concludes with a discussion of the various techgiold and organizational factors
influencing the adoption of decision support sys@memergency organizations, which

need to be addressed by the proposed methodology.

2.2. SingleHazard to Multi-Hazard Paradigm Shift in Emergency M anagement

As Erickson (2006) emphasizes, the all-hazard ambrconstitutes a paradigm shift in
the field of emergency management. This shiftnssalt of a realization by many
emergency planners and practitioners that the algswf responding to emergencies
may not be totally right, or not as effective asgnevould like them to be. A call for a
change towards new ways in emergency planningieasingly voiced and this will
require development of new methodologies, technetognd approaches. The multi- or
all-hazards approach has been proposed as one pbténtial paths for the needed
change. Compared to a single hazard approach,talmaabrds approach requires more
collaboration between federal, state and privag@mzations and as thus, it comes with
associated costs both in term of finances, infolenatharing, technology adaptation, and
organizational factors (Erickson, 2006, p. 232).

The call for adopting a multi-hazards approachneegency planning is not a new idea.
As early as 1985, McLoughlin (1985) emphasizedniseds for a shift from a narrow

purpose, single hazard view to a broader, multahdziew of emergency management,



which he identifies as an Integrated Emergency Maneent System. McLoughlin’s idea
of multi-hazards thinking focused on commonalinéemergency functions across
different hazards, while addressing specific rezaents unique to particular hazards and
emergencies. According to him, realizing this ggas one of the reasons for establishing

Federal Emergency Management Agency in the USA. .

The call for a shift towards a multi-hazards thimkin emergency planning is not limited
to the U.S. context. New Zealand is one of the teesthat values a multi-hazards
approach. As Jensen (1998) indicated, the Emergdacyagement Office of Wellington
City adopted an all-hazards, all-agencies prog@nefergency management in 1993.
Jensen draws attention to the danger of commuifid@ssing on one single hazard too
much but neglecting other kinds of hazards. Likeetd, he expresses the importance of

extracting commonalities among hazards to avoidiciatmn in efforts.

Britton and Clark (2000) define the elements oka ®mergency management
framework as comprehensive, integrated emergenopaganent systems, and an all-
hazards approach. Dennis S. Mileti and Lori Peekggblich (2001) conclude that local
emergency management will require a multi hazaptageh utilizing risk assessment
maps and tools that should be reinforced by fedevalstment. Trallet al. (2005)

discuss the potential benefits of risk modelinggnated into multi-hazard analysis and
decision support in order to provide more accureselts for the international disaster
community. Tolentino (2007) specifically addrestsamis, and discusses how tsunami
early warning can be cost effective when it isgnéted into a multi-hazard system,
which in addition to tsunami also considers lesgdient hazards. Carreéioal. (2006)
proposes a method for urban risk evaluation thatuki-hazard and holistic for decision
making support. Kershaw and Mason (2006) narraeuds about the implications of the
Indian Ocean tsunami disaster for multi-hazardggation and preparedness at the

national and international levels.

Among all the authors, Quarantelli (1999) is the @ariho makes a well-articulated and
comprehensive case for why a multi-hazard or gerexzard approach is a better choice

for emergency management. His initial argumenhad there is no important distinction



between technological and natural disasters, shreieimpacts are very similar while
sharing many common elements. He lists three magmons, theoretical, empirical and
practical, for why such switch to this approacdeemed important. From a theoretical
point of view a hazard does not automatically reisuh disaster but in negative social
consequences that have common properties irregpaiftihe type of the hazard. From
an empirical point of view, in many human relatedijpems in emergency tasks, such as
warning, evacuation, sheltering, feeding, searchrascue etc., the type of hazard
causing the social disruption does not matterriath. Practical reasons involve cost
efficiency, politically informed strategy, avoidimyplication of efforts and increase of

efficiency.

The impacts of this paradigm shift can be seehémdeveloping policy statements and
planning guides such as the National Response rarkéNRF). This guide for
conducting all-hazards response prepared by tharfapnt of Homeland Security
(2008) reflects the incorporation of a multi-hazapproach. It also describes
organizational structures and defines key rolesraggonsibilities to link governmental
and non-governmental institutions engaged in natiemergency response at all scales.
It provides best management practices for poteatidlactual incidents that range from

local events to larger incidents, and from tertaatsacks to natural disasters.

The National Response Framework is mainly constcuiapon National Incident
Management System (NIMS), which provides a temglatenanaging emergencies. The
NIMS provides a range of standardized command agmtigement structures allowing
the responders from different jurisdictions anctigisnes to work together for

emergency management.

The NRF's target audience is comprised of goverriregecutives, private-sector and
non-governmental organization (NGO) leaders, ahdmérgency management
practitioners. It assigns the governments thearesipility to develop comprehensive all
hazards response plans. These plans should haeegsmaric attributes, such as defining
leaderships and roles. The contents should covesrgeplans that cross hazards as well

as hazard-specific strategies.
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But, what are the implications of this shift on egency management? What are the
changes that are required in the emergency managenaehanisms in order to

accommodate new frameworks for understanding hazagponses?

As it has been made clear, the multi-hazard ohatlard approach focuses on first
defining the commonalities and then defining thiéedences among considerations for
and effects of hazards. While this is argued taiantly reduce the total information
required for emergency management, it increasesded for effective ways to manage
such information. Considering that single hazareémgmncy models already demand
efficient information management, a multi-hazareMvwill increase this demand while
necessitating improvements of existing informaggatems. Necessities stemming from
the user base, data, information products and canuaion channels may even extend
to a point where the existing information systemesra longer sufficient and cannot be
improved further. Improvement of information systemay bring about several
challenges. Underlying hardware structure, datautinput, organizational resistance and
etc. may impede the implementation of required owpments. However, usually the
most fundamental challenge for change is the exgsystem architecture. Many times,
the redevelopment of a system from scratch wikasier than attempting to improve
upon existing systems, since continuous modificatiand maintenance would be the

more costly option.

In the context of disasters, critical informatisnvaluable and can be used to save lives or
critical infrastructure. Information Systems caorst maintain and transmit large

volumes of data that are crucial for emergency meameent. Disaster information may
span from preparedness and early warning informaéay. weather and population data,
to response information, e.g. critical facilitiegations and to response information e.g.
damage and cost information. Especially shortlpleefnd during emergencies, the
volume of the information necessary to the emergemenagement officials increases
dramatically. Information management without infation and communication

technologies is very difficult, if not impossiblerihg these times. A multi-hazard
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approach compared to a single-hazard approachakeélinto account more hazards,

resulting in more information requirements botlsire and complexity.

2.3. Decison Support and Information Systems

2.3.1. Introduction

Holsapple and Whinston (2001) discuss that clakde@sion-making focuses on
examination of alternative courses of action. Examination may involve issues such
as the extent an alternative should be studie@bigty of expected impacts of each
alternative; the framework to compare alternatiees] identification of a strategy to
choose an alternative as the final decision. ABidia the classic view, there is the
knowledge-based view, according to which any denig a piece of knowledge that is
descriptive in nature. A step by step descriptibaations suggested by a decision is an
example to this. Holsapple and Whinston (2001) algpie that both views are
compatible with each other. The basic assumptiothir reasoning is that the process
for producing decisions (including the processlassic view) always results in

knowledge.

A decision context is an important parameter ingies support systems, and it refers to
the characteristics of the setting where the decssare made. From an organizational
point of view, top management makes strategic aewsand middle management makes
control and policy assurance related decisionstieracontextual attribute is related to
whether the situation mstablished, which relies heavily on past decisionseoergent,
which relies on qualitative judgment. Organizatiostaucture also constitutes an
important part of the decision context. Centralineghnizations have fewer power

centers that are authorized to make decisions éfple and Whinston, 2001).

2.3.2. Decision Support Systems (Information Systems for Decision Support)
According to Holsapple and Whinston (2001), a D&8%es the following purposes: (1)
providing decision makers with necessary infornmatimat can be used in decision
problems; (2) providing design and choice altexesj (3) facilitating problem solving;
(4) providing aid for unstructured decisions; (59maging knowledge by storing and

organizing user experience. A typical DSS as degiat Fig 2-1will have several
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attributes including a body of knowledge that ivehspects of decision making process.
The system should allow knowledge acquisition kyotess sources, and should be able to
serve knowledge in customized ways such as presesynthesized or subsets of

information.
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Decision Support System

Knowledge- Knowledge-
acquisition presentation
ability ability

Data-entry Transactions
clerks

Monitoring Transactions
devices
Knowledge selection /
derivation ability
Transactions, procedures, rules, etc. Activates Standard reports

Decision maker
or participant Ad hoc. customized

. presentations
DSS developer or administrator

FIGURE 2-1 A TYPICAL DSS. MODIFIED FROM: (HOLSAPPLE AND
WHINSTON, 2001)
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Types of DSS
Power (2005) identifies five generic types of D$Bese are

e Communications Driven DSS: They are used to fatdimeetings, so that users
can share their ideas.

» Data Driven DSS: They help decision makers to amglglisplay and manipulate
large and structured internal and external dat set

» Document Driven DSS: They allow decision makersas@and manipulate text
based documents containing qualitative data.

» Knowledge Driven DSS: They are essentially usgartwide decision makers
with advice.

* Model Driven DSS: They allow decision makers tdizgistatistical, algebraic,
financial and simulation models embedded withindixgtem.

These DSS are not mutually exclusive. Power (2d&gusses the difficulty of
classifying a DSS into a single category. He faaragle uses the term Group DSS as a
hybrid between Communications Driven DSS and M@telen DSS. A Group DSS is
used to facilitate decision making for semi stroetband unstructured problems for

decision makers working as a group.

2.3.3. User Centered Design for Decision Making

23.3.1. Techno-centered vs. User-centered Design

The main identifying aspect of techno-centered graent is the focus on the
technology instead of the human factors. Therenapertant differences between techno-
centered and user-centered information systemgmteas they are contrasted in Figure
2-2. In techno-centered type of development, infirom systems are both specified and
developed by technologists, and these technologrcalucts are “pushed” to end users,
without waiting the end users to “demand” such tedhgies.
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TECHNO-CENTRIC
COMPUTING

focus on technology
technology push

because it’s possible
others are doing it
hierarchic

specified by technologists

SOCIO-TECHNICAL
COMPUTING

people and technology
demand pull

because it’s needed
WE need it
democratic

specified by users

FIGURE 2-2 FROM TECHNO-CENTRIC TO SOCIO-TECHNICAL COMPUTING.
SOURCE: REEVE AND PETCH (1999)
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Integrate
Process
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FIGURE 2-3 THE INFORMATION GAP (FROM ENDSLEY, 2000B). SOURCE:
ENDSLEY ET AL. (2003)
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An issue that arises with the techno-centric dgualent is management of data that is
produced in large quantities. Endsktyal. (2003) draw attention to increasing amount of
information available to end users to emphasizendg®al for user centered information
systems design and development. They argue thatssumformation-rich environment
challenges people in making good and timely decssias there can be too much
information to handle. They also claim that manggle are less informed than before, as
it is more difficult to find what people actuallged to know; and they point out to the
widely accepted fact: “more data do not mean maficrination”. This gap between
massive amounts of data and inability to procesgatuseful information takes us from
the conventional techno-centered designs to useeiad designs. fechno-centered
design lies on the assumption that a good systeuldiserve desired technologies and
have all necessary functionalities which are taléeeloped by engineering methods.
This type of design overlooks whether users ofsgrstems would be able to utilize the
system as intended. As the functionalities andesponding display mechanisms
increased, that starts to be a crucial problenuasans have a certain processing
capability. In other words, humans have informatioocessing bottlenecks, as they can
only focus on and process certain types and amadigksta at once, or for a certain,
limited duration. Such bottlenecks often drive dedp make mistakes, make wrong
decisions, many of which may have fatal resiser centered designs on the other
hand, aim to organize information based on the@apea and most important needs of
decision makers. “This philosophy is not borne jawithy from humanistic or altruistic
desire, but rather from a desire to obtain optifuattioning of the human-machine
system”. The main purpose is to decrease humanambincrease user satisfaction. Its

main principles are:

» Organize technology around user’s goals, tasksaailiies
» Technology should be organized around the way ysersess information and
make decisions

» Technology must keep the user in control and awhtiee state of the system

These principles are the main factors leading éa#alization of situational awareness as

the key to the user centered design.
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2.3.3.2.  Situation Awareness

Situation awareness (SA) is “the perception ofdaleenents in the environment within a
volume of time and space, the comprehension of theaning, and the projection of
their status in the near future” (Endsley, 1988js h concept originated in aviation
discipline; however its principles can be appliedther disciplines as well. According to
Endsley (1988), it is a critical input to decisimaking. There are three levels of

situational awareness.

The first level of SA is perception of elementghi environment. More specifically, this
refers to perceiving the attributes and dynamia®lgfvant elements in the environment
of interest using senses. For each type of tadethkements and the particular attributes
of interest may be different. Perceived informatiam come from a variety of senses,
including visual, auditory, tactile, taste and otfary, or a combination of these. It is
important to note that each piece of perceivedrmétion has a certain reliability level.
This reliability becomes the basis for confidentenformation, which is an integral part
of Level 1 SA (Endsleyt al., 2003).

The second level of SA is comprehension of theerursituation. This level constitutes
understanding and interpreting the cues that dteated at level 1. Comprehension
involves synthesizing disjointed level 1 elemeats] integrating them to create useful
information (information that is associated witle tjpoals and has importance to potential
decision making processes) and making necessamytizations among the information
pieces (Endslegt al., 2003).

The third level of SA is projection of future statuf a person knows what the elements
of interest are in an environment, and how thegteeto the goals, then the person can
predict the actions of those elements in the fuflings is only possible with a good
comprehension of the situation. This can be vergateding mentally, and usually
requires much time and effort to generate predisticonstantly to form strategies
whenever necessary (Endsktyal., 2003). This entire mechanism as placed in a great

context is illustrated in Figure 2-4.
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Situation awareness is tightly related to spacetiamel According to Endsley (1995),
“SA is not necessarily acquired instantaneouslyidbuilt up over time. Thus it takes

into account the dynamics of the situation thatsm@guirable only over time and that are
used to project the state of the environment imtne future”; and; “Pilots and traffic
controllers, for instance, are concerned with treial relationships among multiple
aircraft, and this information also yields impotté&amporal cues”; and; “[...] spatial
information is highly useful for determining exactihich aspects of the environment are
important for SA”.

When there are several individuals working togetbenake decisions, each team
member may have a specific set of SA elements. Sv@dap among the members

should also be present, to make possible any teandioation and overall team SA.
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Situation awareness and therefore decision malenigpnance is dramatically affected
by uncertainty and its negative correlate, confagehere can be varying degrees of
uncertainty associated with user perceptia, @omprehension () projection (y) and
decision making (@ as shown in Figure 2-5. Accordingly, the quatifythe decisions

will be higher with good situational awareness higth confidence levels (Endsley et al,
2003).

Besides being an input to decision making, siturai@wareness can directly impact the
decision making process. Manktelow and Jones (1&&87luded that situational
characteristics may influence a person’s abilitynike a decision through appropriate
mental models. Endsley (1995) reviewed the litesatund showed that the way a
problem or situation is presented can significaddyermine how the problem is solved,

or how a decision is made after.

Situation awareness can be affected by automatmsepses, which may be a part of or
supplement to decision making processes and aedatl to improve such processes.
Endsleyet al. (2003) argue that automation can adversely asigation awareness in
three aspects. Firstly, it decreases users’ albditjetect system related errors when
working with automated systems. Secondly, wittom#tion users may not be able to
acquire a clear understanding of why and how tlséesy operates which are required for
comprehension and projection phases of situatiarewess. Thirdly, Endsley al.

(2003) concluded that automation output may bechoigigy crucial and influential for

the user as in serial systems instead of usingubl@mated output as recommendations as
in parallel systems. In serial systems system rec@mdations are required to take
actions. On the other hand parallel systems refasérs operating independently from
the decision support system which provides optioeedbmmendations to the user. The
problem with serial systems is that they usuallgrdase the performance of the decisions

as seen in Figure 2-6.
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FIGURE 2-6 EXAMPLES OF RELIABILITY WHEN HUMAN AND MACHINE
COMPONENTS ARE OPERATING IN PARALLEL VS SERIAL MOD&E SOURCE:
ENDSLEY ET AL. (2003)
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Endsley (1995) provides three levels of elementsitoational awareness for air-to-air
aircraft that are derived from the methodology présd by Endsley (1993).
Level 1: location, altitude and heading of ownship and o#ueraft; current
target; detections; system status; location grabrehts and obstacles
Level 2: mission timing and status; impact of system deggatime and distance
available on fuel; tactical status of threat aiftcfaffensive/defensive/neutral)

Level 3: projected aircraft tactics and maneuvers, firingifpon and timing

This is the only model describing the elementssfurational elements within a hierarchy
and can be useful model for disaster managememelhsAs it can be deduced from
above mentioned descriptions, level 1 refers toerurspatial properties, level 2 refers to
current temporal properties and level 3 refersitare spatio-temporal properties of
elements. These can be adopted into disaster maeag®y translating same properties
of elements in a disaster situation:

Level 1: distribution of landuse characteristics (e.g. eudtble features), location

of resources (e.qg. fire dispatch units, emergeecyers etc.), spatial

characteristics of weather conditions, locatiopatential hazards

Level 2: approximate timing of hazard arrival, availabildymanpower and

equipment to respond, estimation of time necedsaigke measures such as

sheltering or evacuation

Level 3: projected response actions, projectecation of resources and

comparison of alternative scenarios.
Enemies of Situation Awareness
Endsleyet al. (2003) explains SA demons, the factors that deteational awareness as
follows:
Attentional Tunneling

Decision makers need to be aware of potentiallyoitgmt and relevant information. In
case of emergency management, emergency managersoneontinuously pay attention
to various factors and various information chantiedé may have critical significance.
However, sometimes a decision maker may lock iettat aspects of the environment,
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or certain information flows resulting in a situaticalled attentional tunneling or
attentional narrowing. In that case, decision makéitbe outdated on other potentially
important aspects of the environment (Endslesi., 2003).

Requisite Memory Trap

Requisite memory trap originates from the fact thahan short term memory (which is
also known as working memory) is limited. This qgarse a problem as the important

elements about a situation may be eliminated as piasses (Endsleyal., 2003).

Workload, Anxiety, Fatigue, and Other Sressors

Stressors like workload, anxiety and fatigue catuce the working memory. People also
may collect less information if exposed to str@seerefore, these conditions might result

in undermined situational awareness and more eftodsleyet al., 2003).

Data Overload

Data overload can happen if the amount of the aadiathe rate the data changes

overwhelms the person’s sensory and cognitive sygindsleyet al., 2003).

Misplaced Salience

Salience in situational awareness refers to releyan prominence of information, and is
characterized by physical characteristics of tipgagentation due to the fact that people’s
perceptual system is more sensitive to certain $ofeople will usually pay attention to
information relevant to their goals. However, theray be irrelevant information that
attracts more attention than they are supposedddalmisplaced salience (Endskty

al., 2003).

Complexity Creep

Complexity creep originates due to systems withnamy features in quantity and
complexity. This is a result of insufficient mentabdels or internal representations of
how these systems operate. This may cause redbiiy t® receive information,
besides deterring the ability to correctly intetpndormation presented by the system
(Endsleyet al., 2003).
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Errant Mental Models

Mental models are formed through learning systemd,they tell how to interpret given
information provided by those systems. There magdmasions when users employ
similar systems that require different interpretatof similar looking information or
representations. This can cause the use of a valoimgomplete mental model, therefore

resulting in poor interpretation (Endsleyal., 2003).

Out of the Loop Syndrome

Out of the loop syndrome is caused by automatfomukch of the system is on automated
mode, users may not have good situation awarembssis because users do not know
neither how exactly automation works, nor the stétihe elements that are in the
automation. Problems can also exacerbate furttertdmation fails and user does not
notice it (Endslet al., 2003).

Principles of Situation Awareness Oriented Design

A number of principles for SA oriented design adefed from Endsley (1988):
Accordingly, to achieve better SA, divided attentrequirements need to be minimized.
This can be done by presenting and organizing nmétion based on spatial proximity,
optimizing short term memory, storing multiple datite information in spatial objects
while minimizing number of objects and minimizireguired attentional shifts by

minimizing number of separate displays

Long term storage should be able to be accessgdi@dy as possible with information
organization and object categorization. Cues treh@re important to long term
memory should stand out in the design to provigé&drpattern matching. For both short
and long term memory, the most important and releiwdormation should stand out the
most perceptually. As a principle, verbal inforroatshould be minimized, especially
regarding spatial data. As access to spatio-terhpdoaimation is important, the system

should provide information regarding the trends eatds of changes in conditions.

User’'s memory can be optimized by adjusting thewarhof information they are

exposed to. This can be done by functionalitiesdHaw users to increase or decrease
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the level of detail. Similarly, as attentional ctvagits may be present, the system should
be able to filter the abundant information basedhenrelevance and importance. As a
part of interface design principle, peripheral @rstan be utilized to input some of the
non-crucial information. Additional modes of inpz#n be utilized such as auditory and
tactile simultaneously with the visual input. Manmgportant information should have
input redundancy, especially visually. Attentionatrowing should be avoided. This can
be improved by providing simultaneous access torsgary information which will not
interfere with primary tasks. System should provigeans to relate the user

himself/herself to the information spatially.

2.3.4. Geographic Information Systems (Gl S) and Spatial Decision Support

Systems (SDSS)
Power (2005) defines SDSS to be utilizing GIS tetbgies to support managers for
analyzing data with some spatial component. Accaydd Lianfaet al. (2005),
traditional and commercial GIS are powerful for wajmg, storing, visualizing and
manipulating geospatial data, but their analytivaddeling and inference capabilities are
rather limited. An SDSS offers additional analyticapabilities for integration of spatial
and mathematical models. SDSSs can deal with demsigred and unstructured

problems as well by integrating fuzzy and uncettafanctionalities.

According to Reeve and Petch (1999), GIS can be asdifferent levels in
organizations (See Figure 2-7). At an operatioestl, GIS is primarily used for larger
volumes of information processing with limited sphainalysis capabilities. At
management level GIS is used to utilize informatioming from the operational level,
as well as external resources. The IS systemdpanenagers making decisions are
often called DSS. At the executive level decisiaresmore strategic, requiring more
unstructured data. Unstructured data refers towldkemut data models that allow
guerying, or with structures that are not usefuldarticular intent. Images (which are
very large in size and often needed for spatiaisitat making), videos, audios and text
documents are examples to unstructured data. Réonatof GIS is rather limited at this

level. While Reeve and Petch point out that ISeiach level are usually separate

26



software packages, they argue that ideally IS adfweswhole organization should be

seamlessly integrated.
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24. Information Systems and decision Support for Disaster Organizations

2.4.1. Emergency Decision M aking Characteristics and Properties

Jiansheet al. (1994) argues that emergency decision making drag subtle differences
compared to common decision making; (1) Usuallytattes of the problem are
uncertain (form, nature, where and when); (2) Denignvironment is more prone to
change uncontrollably; (3) Need for decision makingery limited time with lack of
information; (4) Only one or two most important tposhould be pursued, and a

satisfaction criterion should be adopted

Based on these factors, they further argue thea@ipal emergency decision making
methods should have certain properties includibhpgConciseness: Decisions are easy to
understand by common users; (2) Limited Interactidre prior setting of preferences
and parameters that will apply to most conditi@asthat users will not spend time
adjusting said parameters during an emergencyR¢Blstness: Methods should be able
to incorporate imperfect data; (4) Dynamic adapitgbivhich allows modification of

both internal and external parameters any time.

24.2. Examplesof EMDSSs

Dai Jianshest al. (1994) point out that pre-disaster and post-desdsinctionalities of
EMDSS are not the same. Prior to disasters, EMD®8Id serve the purpose of
preparation, such as data collection, scenarioldpreent and prediction. During and
after the disasters EMDSS should aid in incoming daalysis, developing decision

alternatives and helping to decide among alteraativ

HAZUS (HAZardsUnited States) was conceived in the early 1990s as adeyesral
purpose natural hazards loss estimation softwald€douse by a broad range of persons
and agencies concerned with natural hazards mdigahd decision making. HAZUS
has undergone continuous improvements both in tefrppogramming environment,
database platform, and the GIS platform it is basedesulting in faster operating
speeds. Its functionality has been expanded bytiaddf new models and tools
(Schneider and Schauer, 2006).
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RODOS (Real-time On-line DecisiOn Support systesrgasigned as a generic tool for
providing support for off-site emergency managenoémiuclear accidents with the
support of European Commission and German Mingtiignvironment. It can serve at
different levels: (1) for acquisition and presemtatof radiological data, (2) analysis and
prediction of radiological situation, (3) simulatiof countermeasures such as evacuation
and their feasibility and finally (4) evaluationcaranking of alternative scenarios
(Ehrhardt, 1997).

CEMPS (Configurable Evacuation Management and Rigr®imulator) is a prototype
SDSS utilizing simulation modeling and GIS to seevacuation planning. The system is
made configurable using terrain, road network, petan, hazard source and shelter
information (Silva, 2001).

Levy et al. (2007) discuss a framework for Multi-Criteria D&on Support Systems
which involve a database component (including emrirental, social and chemical
data), flood modeling functions and multi critediecision analysis (MCDA) techniques
and a graphical user interface (GUI) to displayidieal results and model outputs. They
discuss potential benefits of temporal GIS dataranibtely sensed imagery as well as

Analytical Hiearchical Process and Analytical Netkprocess as MCDA models.

FIMS (the Fire Management Information System) ispplication combining

commercial products with specially designed sofewéts architecture consists of

DBMS, an information manager and a GIS. Its fundiay includes weather monitoring,
fire risk rating, fire fighting advisory, fire deteon and fire modeling (Wybo, 1998).
NADSS (National Agricultural Decision Support Sys project is developing a
geospatial decision support system for droughtmskagement. The project researchers
have been developing data mining and retrievaltiecies, constraint databases, spatial
analysis and visualization tools. Its architecisreomposed of three low level layers
(data, information and knowledge) and presentdéigaer (Goddardt al. 2003).

Sahana, a free and open source disaster managsystarh that is built by Sri Lankan IT
volunteers. Its development was initiated by Indtaean Earthquake and the following

tsunami. It was developed within three weeks, aad authorized as part of the official
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portal for the Center of National Operations, tHeml body for coordinating relief
efforts in Sri Lanka. Sahana system is composemimiponents, interacting with each
other via shared databases. Core components abgdahization registry, (2) Missing
People / Disaster Victim Registry, (3) Camp Regidi#) Request Management System.
Layer additional components were added includindr(&entory Management System,
(6) Messaging Module, (7) Situation Mapping Mody®), Synchronization Module.
Sahana has officially been deployed for responfeetefior 2005 Pakistan earthquake,
2006 Philippines mudslides and the 2006 Yogyakeatéhquake in Indonesia (Currien
al. 2007)

Schenker-Wicki (1997) presents the developmenia$$SDSS for evaluating
countermeasures reducing ingestion dose after@destal release of radioactivity. The
system has four modules for threat assessmentragemeof countermeasures,

specification and decision making at the politaadl technical level.

The Office of Emergency Preparedness (OEP) hartkgponsibility to develop a system
called Emergency Management Information Systenthiei\Vage Price Free (EMISARI)
in 1971 as a communications system. This systenbé@s used for strikes, energy
shortages and some natural disasters, while algp@@® to 300 users scattered around
the US (Turoff, 2002).

Lianfaet al. (2005) designed a prototype spatial DSS to prosi@gsion support
regarding hazard simulation, fuzzy comprehensiauation of risk and query for
insurance pricing in China. This SDSS takes intmaat four factors for insurance
pricing (1) The spatio-temporal patterns of ndthezards ; (2) The spatio-temporal
variation of exposure; (3) Past claims and theiredation with different policies; (4)
Uncertainty and other factors: This refers to thaldyy and availability of spatial data

and modeling methods.

Insurance modeling library includes five modulesdimap by Component Object
Modeling objects (Lianfat al., 2005): (1) Hazard occurrence module for statdiffand
mechanically estimating spatio-temporal patternisazfards based on past data as well as

meteorological hypotheses; (2) Comprehensive mstyais module to estimate the
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comprehensive risk level based on probabilistic @eterministic simulations; (3) Zonal
correlation module to calculate spatial correlagsiamong vulnerable areas; (4)
Vulnerability and loss analysis of exposure modalénd the loss in money value ; (5)
Rate-making and pricing module to calculate inscearates and premiums based on

potential loss.

2.4.3. Requirementsfor EDSS

Jiansheet al. (1994) lays out general requirements for EDSSsé&heclude large storage,
high speed information processing, analysis t@ipert level inference and a reliable
communication network. Functionalities are orgadikased on whether the function is
in operation before or during the disaster. Betbeeemergency, the EDSS should (1)
collect and store information relevant to potengiaergencies, (2) acquire and store
expertise on disasters, (3) help design emergelacyg p(4) evaluate emergency plans and
scenarios with simulations, (5) monitor situatiowl gredict potential disasters. During
the emergency the EDSS should (1) collect and fmamsinformation about emergency
(2) analyze the emergency situation, (3) providerahtives for decisions, (4) to help
decision maker select an alternative. The autHeossdress the importance of flexibility
in system structure, having high degree of softveatemation and a knowledgebase of

common emergency measures.
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The structure in Figure 2-8 is composed of coréspatr(1) pre-emergency system for
data collection, storage, data analysis and piiedic{2) emergency system to deliver
information during emergency; (3) inference systergive response measures to
decision maker; (4) decision making system for eatahg alternative actions; (5)
information management system to access data, siaddlother sources for other

modules.

Oklahoma’s First-Response Information System uSilgcommunications (OK-FIRST)
is a support system developed by Oklahoma ClimgiolSurvey in 1996, based on
“perception of a near-complete lack of real-timeather information”. The purpose was
then to provide real-time weather information aafalié to local public agencies via
comprehensive Web services (Morris et al, 200yal first developed as a tool for
delivering the formal education program of Oklaha@ianatological Survey. The
original idea and the goal were to “develop a fpansble, agency-driven information
support system to help public safety agencies lsartie information age”. By 2001,
more than 100 public safety agencies, most of whiere from rural areas, received

training on utilizing OK-FIRST for their operatiof§lorris et al, 2002).

Its development involved design decisions for iriéign to Web Browsers (Morris
1998). Using web and plug-in integration strataggtead of providing imagery in a
common displayable format served several beneftisiding: (1) reducing server’'s
information processing load; (2) scalability: ayilio serve multiple users; (3)
interactivity: users can query, animate and zoamd; (@) flexibility: users can customize
view, generate overlays and etc. Software developmas also highly improved based
on the user feedback by addition of new featuresr(igl et al, 2001). In addition, OK-
FIRST staff provided assistance with the software @ata products regularly throughout

the development processes to increase familidvityriis et al, 2002).

Most of OK-FIRST’s resources are directed intodeévery of NEXRAD information
dissemination service (NIDS) and Mesonet data (Matral, 2002). The Mesonet has
114 sites measuring 20 variables and NIDS is peaVigy 20 radars having 20 data

products each (Morris, 1998). An Oklahoma Mesotaia includes a datalogger, solar
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panel, radio receiver, lightning rod and environtaksensors that are installed on a 10
meters high tower (McPhersehal., 2007).

Provision of the decision support system, alondphe training sessions and workshops
decreased the amount of interaction between peéafety agencies and National Weather
Service (NWS), partially due to the fact that agesiclid not need detailed descriptions
of digital information as much as before (Mortisal., 2002). Before acquiring access to
the OK-FIRST system, each completes a weeklong sha to gain necessary skills in
computer literacy and interpretation of weatheadat decision making. Following three
sets of workshops a program evaluation was conduEtealuation revealed that over
95% of the participants were satisfied with the BIRST web site, training and ongoing
support (Morriset al., 2001).

Morris et al. (2001) collected specific comments from users ligbking the use and
benefit of the system. They include examples ofaighe system so that officials made
right decisions for evacuation decisions, convigather officials, and shelter warnings

for severe weather; early response for fire; amty @garning for floods.
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25. Development of Information Systems

25.1. SoftwareEngineering
The term software engineering was first introdulogdrritz Bauer (Naur and Randell,

1969) in 1968 in a conference as

“The establishment and use of sound engineeringiptes to obtain economical
software that is reliable and works efficiently @@l machines”

Many other definitions of software engineering wiater introduced. One of the more
comprehensive definitions was introduced by Institnf Electrical and Electronics
Engineers (IEEE, 1990) stating:

“Software Engineering: (1) The application of ateynatic, disciplined,
guantifiable approach to the development, operatiad maintenance of
software; that is, the application of engineeringaftware. (2) The study of
approaches as in (1).”

According to Pressman (2005), software engineariathods provide the technical how-
to’s for developing software. Such methods incladariety of tasks such as

communication, requirements analysis, design modgetesting and support.

2.5.2. Information Systems Development M ethodologies

Information systems development methodologies (I3BMKich are also known as
software process models are an essential parftefase engineering activities. Kurbel
(2008) defines these as:

“A software process model is an ordered set obdiets with associated results
that are conducted in the production and evolubfosoftware. It is an abstract
representation of a type of software process.”

Avison and Fitsgerald (2008) define ISDM as

“A collection of procedures, techniques, tools, dedumentation aids which will
help the systems developers in their efforts to@ment a new information
system. A methodology will consist of phases, thaaes consisting of
subphases, which will guide systems developersain thoice of the techniques
that might be appropriate at each stage of theeprajnd also help them plan,
manage, control, and evaluate information systeiggts”
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Avison and Fitsgerald (2008) identified four edasotighout the emergence of
methodologies:

* Pre-methodology era
» Early-methodology era
* Methodology era

* Methodology reassessment era

There was little reliance on any formal developmaethodologies in the early years of
software development. Such efforts were usuallyadtarized as “code and fix”
approach. According to Avison and Fitsgerald (2008jil the 1960’s, development
efforts were focused on programming and the s&flisrogrammers. Programmers
displayed very good technical skills, but their ecoumication skills were lacking. They
would then use some rule of thumbs, and depentl@ndwn experiences rather than
relying on end user input. This would result in exgiture of time mostly in fixing the
codes they created. A “vicious circle”, as defifgdAvison and Fitsgerald (2008),
compromised of programmers being asked for modiéina, which resulted in
undesirable effects, which in turn needed to bengbd as well.

Avison and Fitsgerald (2008) point to two main éasthelping the emergence of formal
methodologies for software development (p. 24)tFof all, it was realized that design
and development of information systems requiretisstkiat programmers may not
possess. Secondly, as information systems wereiggaw size and complexity, software

standards and disciplined methods for developmen¢ appreciated more.

Numerous ISDMs have been proposed throughout #teriiiof software engineering. It
is possible to classify them in a variety of wafscording to Kurbel (2008), they can be
compared according to their attributes which canbelinear or iterative; (2) sequential
or incremental; (3) plan-driven vs. agile developtmer (4) model-driven or
evolutionary. However, many authors organize timeethodologies in different ways,
since it is possible to look at them from differgoints of view. In fact, three studies

encompassing a large scope of ISDM’s were exanim#éds study for reviewing
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classification schemes. All three studies whichdmmee by Deelet al. (2005), Pressman
(2005) and Kurbel (2008) have very different clasation schemes.

Although there are some similarities among alldaggorization approaches, it is not
easy and straightforward to place all the methaglekinto certain categories. In this
research Pressman’s (2005) scheme was selectedisiedus classification involved all
the aspects (attributes) Kurbel (2008) specifiesaddition to Pressman’s (2005)
classification, socio-technic development method@s are also added as another

category.

Prescriptive Software Engineering Models

Prescriptive models prescribe a set of processezitanworkflows, software engineering
actions, work products and quality assurance (Brass2005). They are the plan-driven
models, and they require the developers to follastriat development plan, which are

high contrast to agile methods.

Waterfall Model

Royce (1970) proposed a linear model, which is kfsmwn as Classic Life Cycle Model
(or) Linear Sequential Model (or) Waterfall Meth(®ee Figure 2-9), a model which he
pointed out that was flawed. He explored then haw linear model could be improved

into an iterative model.
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The Waterfall model is an old model with apparemfyems causing its supporters to
abandon it (Hanna, 1995). Pressman (2005) listtimportant problems associated

with linear development:

* Real projects do not follow a sequential processe i its nature, changes can
confuse team members.

» Getting all the exact and necessary requiremeais éostumers at once is very
difficult. Waterfall processes cannot accommodaieettainty to development
either.

* Working version of the project will not be availahintil the late stages of

development. This may cause problems with impatiastomers.

Incremental Process Models

Incremental process models consist of deliveriasdhe completed in increments.

Incremental Model
The incremental model uses the waterfall processdoh increment, the first increment

being the core product (See Figure 2-10). Simdavolutionary approaches it is an
iterative approach. The difference is the incremlemiodel focuses on delivering
working versions with each increment, with less ptate versions in early increments

which is similar to agile development methods (Bmeesn, 2005).

Incremental development is particularly usefuh# staffing is limited, and staffing

support for the complete development seems unliKélis development allows for

40



D Communicaotion

|:| Plannirig
D Modaling (analysis, design]

incrament # n

[:] Construction (cade, fest]
. Deployment {delivery, feedback)

& delivery of
increment # 2 ® nth increment

delivery of
2nd Incremant

incramant # 1

v st increment

Software Functionality and Features

Project Calendar Time

FIGURE 2-10 INCREMENTAL MODEL. SOURCE: PRESSMAN (2005)

41



Rapid Application development (RAD)

RAD focuses on short development cycles, adapiigig-speed waterfall models as
increments. If a project can be modularized so¢laah major function can be finished in
less than three months, then RAD is a good fitgsirean, 2005). Its process model has

been illustrated in Figure 2-11.

A common problem for RAD development is that depels use the RAD tools in a
selective way, which is usually the speedy ondwarathan the ones ensuring quality and
maintainability of the systems. This makes sengk thie philosophy of RAD, as the
developers are under the managerial directivegptogt the project rapidly (Deek al.,
2005).

Pressman (2005) cites from Butler (1994) on thdleras associated with RAD. For
large projects RAD required sufficient staffingthat the project can be assigned to
sufficient number of RAD teams. One problem redaterequired level of discipline of
RAD methodology. Accordingly, if either developerscustomers are not committed to
the Rapid activities, then the project is likelyfad. Another problem relates to design of
the system to be developed. If the system cannotdzhilarized into manageable pieces,
RAD is not a suitable choice. Additionally, if perfnance relies on tuning the interfaces
to system components, then RAD may be a good chioastly, if development depends

much on the new technologies, RAD may not be a gdtednative either.
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Evolutionary Process Models

Business and product requirements change oftenglthie software development
process, weakening the validity of the initial dmsand plan. However while delivery of
comprehensive products in short time is not posslilisinesses require at least limited
versions in the competitive market conditions. Urglech circumstances, evolutionary
development strategies which are iterative canracoodate products that are likely to

evolve over time (Pressman, 2005).

Evolutionary Prototyping

Prototyping is a software process that is compo$edseries of prototypes. In

throwaway prototyping, all the earlier prototypes discarded and are used for showcase
purposes. In evolutionary prototyping, the earpistotypes become the core of the
implementation. Pressman (2005) states that itersiin prototyping (iteration) first start
by communicating with customers to collect the regquents. This is followed by quick
planning and modeling that is focused on represientaf aspects that are visible to the
customer, such as the graphical user interfacer Atfie construction, the prototype is
deployed and then evaluated by the user. This atiafuserves as requirements analysis
to let better systems specification in later iterat. Evolutionary prototyping has been

illustrated in Figure 2-12
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Pressman (2005) indicates two potential problentls @iolutionary prototyping. First
problem is that customers may see a working vermsidhe system, while being unaware
of potential problems with overall software qualitihis may result in customers rushing
and thinking that the prototype can be finalizethva few fixes while this is not possible.
Secondly, developers may make implementation comises to have a working version
as soon as possible. Such compromises may inahedfecient algorithms to demonstrate
functionality, operating systems and programmimgyleages that are known by the
developer, but inappropriate for the actual impletagon. Such compromises may be
forgotten by the developer in time, and ultimateégcome the integral part of the final

system.

The Spiral Model
The spiral model is originally formulated by Boekh®88) as shown in Figure 2-13,
combining the iterative evolutionary prototypingthvthe systematic features of linear

waterfall processes (Pressman, 2005). Boehm (20#¥kribes the model as follows:

“The spiral development model igiak-driven process model generator that is
used to guide multi-stakeholder concurrent engingesf software-intensive
systems. It has two main distinguishing featurese 3 acyclic approach for
incrementally growing a system's degree of debnitand implementation while
decreasing its degree of risk. The other is afsatahor point milestones for
ensuring stakeholder commitment to feasible andiallyt satisfactory system
solutions.”

According to Pressman (2005), spiral models cabrbken into frameworks that are
defined by the development team. In one scendrgofitst spiral may result in product
specifications, while the others may involve examutn evolutionary style. With the
spiral approach, it is easier to react to the clmghgequirements for developer and

customer, while keeping a systematic stepwise ggpr.o
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Nogueiraet al. (2000) draw attention to three main problems daseat with

evolutionary processes. First problem emergesauedertain number of cycles
required while usually in project management atiégiare estimated in a linear manner.
Secondly, they claim that evolutionary developnmarthodologies do not set the
optimum evolution speed. Too fast evolution cowddse chaos, while too slow evolution
would obviously impact efficiency. Thirdly, Noguait al. criticize evolutionary
methodologies’ focus on flexibility. This propertgn be perceived as if software quality

standards may be compromised to meet deadlines.

2.5.3. Agile Development

Agile development refers to software developmenthosologies that are based on
continuous user input, responsiveness to change iterative manner. It originated from
statement of software development principles bytkatk and 16 other authors. The

“Manifesto for Agile Software Development” (Beck at., 2001) is as follows:

We are uncovering better ways of developing sofmmr doing it and helping
others do it. Through this work we have come ta&allndividuals and
interactions over processes and tools; Workingrso over comprehensive
documentation; Customer collaboration over contnagfotiation; Responding to
change over following a plan. That is, while thisrgalue in the items on the
right, we value the items on the left more.

Pressman (2005) state that agile principles haga keown for a long time, however
prioritization of these ideas happened more regeftiese principles bring about
important benefits over conventional software eagimg methods; however they may

not be applicable in all situations and projects.

There are a number of process models that aredsudgile principles including Extreme
Programming. In the following section, two well-kmo models of agile methodology are

described briefly.

Extreme Programming (XP)
Particular methods associated with XP were firétlighed by Beck (1999). Pressman
(2005) states that XP development is composeduwfffameworks; planning, design,

coding and testing (See Figure 2-14).
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1. Planning starts with a set of stories describingfiwnality of the software
written by the customer on index cards. The custais® assigns values
depending on the priority based on its businessevddevelopers then assess the
stories (functionalities and features) and asdigmtcosts based on the time
required. If a story requires more than three wele&n the customer is asked to
split the story into smaller pieces. Customersdexklopers together decide
which stories will be published in the next release

2. Design is strongly focused on the simplicity prpiei XP advocates use of class-
responsibility collaborator (CRC) cards to desigftwgare in object oriented
framework. In case the design problem is diffictiien XP suggests something
called “spike solution”, the development of an @ienal prototype immediately.

3. XP suggests unit testing before the coding sotdsing can be done immediately
as coding is finished. A key concept in XP prograngms pair programming,
which is a recommended process and involves twgraromers working on the
same machine to create a code of story.

4. Availability of unit tests allows a regression tegtstrategy whenever code is

modified. With XP, customers specify acceptanctstes
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Scrum

Pressman (2005) highlights the software procegsrpatthat should work for tight
project schedules, changing requirements and pesriEach process pattern has four
activities. The first activity is backlogging, whiénvolves getting a prioritized list of
features from the customer that can be changeaydirae. Secondly, there are sprints
which are composed of work units that should im@etthe backlogs in a given time
frame which is usually a month. During a springuieements cannot be changed by the
customer. This results in a work structure thdlieisible yet maintaining certain stability.
Third activity is the meetings. Scrum masters Isadim meetings that are typically 15
minutes long assessing the performance and feedimuleach individual. Fourth
activity is demos which are delivered as incremémtustomers to be evaluated at the
end of the iteration.
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Evaluation of Agile Methods

While agile development received many positive oesgs in the industry, criticisms do
exist. One prominent criticism came from Steph@@98), pointing out some issues
including the lack of structure and necessary dantation. It relies very much on
senior-level developers which can be inconveniesoime organizations. While
introduced as a strong point, Stephens criticizas XP will work with insufficient

design since it may lead to low quality in the fipeoduct. Additionally he argues that

XP requires a lot of cultural changes within thgarization. Lastly, he points out that it
is difficult to negotiate contracts, because inliteginning no one knows the scope of the

project and the list of requirements.

Wailgum (2007) argues that some enterprise ardbitald object to agile methods
because there is not much room for a completetaathiral design, and the projects often
result in spaghetti code (meaning that the sounde of the project has a excessive
complex and tangled control structure). Just agtioéng process, the development
teams are very flexible too. A project leader'serodn change too much during the
project. At a certain point a leader may be givanders, at another point he/she may be
limited to a facilitator position. Additionally, exutive level management may feel out of
touch with the development process as developreants can be self managing for the

sake of flexibility.

2.5.4. Socio-technic Methodologies

Socio-technic methodologies including Effective Aieical and Human Implementation
of Computer-based Systems (ETHICS) and Multivievergad in 1983 and 1985
respectively, long before emergence of agile mailogies. These are the first software
development methodologies that put considerablehasip on user involvement. Agile
methodologies are similar to socio-technic methodiels in that respect. The main
difference of agile methodologies however is theufoon flexibility and adaptability,

which were not explicit in ETHICS or Multiview.
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Effective Technical and Human I mplementation of Computer-based Systems

(ETHICS)

Reeve and Petch (1999) state that ETHICS aros@d8 ftom the idea that participation
of the users can help avoiding human issues trs# sr complex software development
projects. The whole idea is to involve the usemnash as possible, so that the
technologies will be as much fit as possible todtganizations, which results in more
effectiveness. The methods focus on the changearthantroduced by new technologies.
ETHICS also enable users to define job satisfaatigactives in addition to technical
objectives. Job satisfaction is very importanthis tmethodology, so that employees will
think (a) their skills are appropriately used, &ndher improved; (b) their aspirations are
recognized and met; (c) they achieve rewards antta@pand (d) new technologies help

them achieve their goals.

Multiview

Multiview is a methodology that was first proposed 985, which tries to combine
techno-centric and socio-centric views for softwdegelopment processes. It is literally
a “multiview” approach, to look at the Informati@ystems from multiple points of view.
This is especially a good strategy when dealing witiltiple disciplines, and when there
are different types of system usage by the techar@non-technical users (Reeve and
Petch, 1999).

Bell (1996) describes the five stages involvechim Multiview method. The first phase
involves analysis of human activity system. Thialgsis requires three steps to identify
(a) rich picture: structures and processes in tharozation; (b) root definition: actors
and their links to structures; (c) conceptual mothed simplification and abstraction of
the tasks in the new information system. Second@lscalled informational modeling

to visually model entities, functions and eventthim the information system. Third
stage is the identification of social and technregluirements. The human-computer
interface is designed at the fourth stage. Thedaéuhis design is on user interaction via
screen dialogues. The last stage is the desigmedethnical aspects. These aspects are

application (what functionalities will it have),formation retrieval, design of database,
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maintenance of database, recovery methods forcapioln and monitoring of application.

In Figure 2-15, this methodology is presented \gua
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2.5.5. Software Engineering Techniquesand Tools

Requirements Engineering

Requirements engineering is integral to all modeformation systems development
methodologies. This step is necessary to understaatithe user wants, see if it is
feasible and to specify them in a clear mannehabthe implementation can take place.
Various methodologies such as waterfall or Extr&re@gramming may suggest
differences in collection and organization of regments while there is a substantial
amount of commonalities in requirements engineefugpose of this section is to

discuss important aspects of requirements engimggeri

Aurum and Wohlin (2005) describe ‘Requirements Bagring’ as a collection of life-
cycle activities that relate to requirements; @rdnain tasks include gathering,

documenting and managing requirements.

Requirements engineering, and its sub tasks aotatto successful software and system
development. This is a necessary process to ingtaleholders in the development
process, as well as to establish a good commuaoicagtween the customers and

developers.

IEEE (Institute of Electrical and Electronics Enggmns) 610.12-1990 standard defines a
requirement as:

(1) A condition or capability needed by a userdlys a problem or achieve an
objective; (2) A condition or capability that mumst met or possessed by a system
or system component to satisfy a contract, standaetification, or other
formally imposed documents; (3) A documented regmrestion of a condition or
capability as in (1) or (2).
There are several ways to classify requirementshdsvn in Table 2-1, a requirement
can be classified as either functional or non-fiomatl, classified according to its level
(goal, domain, product or design levels), clasdiis either primary or derived or

classified according to another scheme.
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TABLE 2-1 TYPES OF REQUIREMENTS. SOURCE: AURUM AND WOHLIN
(2005)

Requirements Classification

* Functional requirements - what the system will do

* Non-functional requirements - constraints on the types of solutions that
will meet the functional requirements e.g. accuraeyformance,
security and modifiability

» Goal level requirements - related to business goals

» Domain level requirements - related to problem area

* Product level requirements - related to product

» Design level requirements - what to build

* Primary requirements - elicited from stakeholders

» Derived requirements - derived from primary requirements

Other classifications, e.g.

» Business requirements versustechnical requirements

* Product requirements versusprocess requirements - i.e. business needs
versus how people will interact with the system

* Rolebased requirements, e.g. customer requirements, user
requirements, IT requirements, system requiremants$ security
requirements
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Pressman (2005) presents a 7 step requirementseenigig approach. The first step is
inception: Usually a new project begins when atess need is identified or a potential
service is discovered. At this stage, software regmgis ask some context free questions to
understand the nature of the problem and soluéisnyell as to establish a
communication with clients. The second step igtalion. This stage involves asking
users what the objectives and functionality ofgiistem will be. The third step is
elaboration. This stage involves modeling and exfiant of the information acquired in
the inception and elicitation phases. Usually tépines like Use-Case modeling and
UML diagramming are used to define the scenarict®rg, processes and the
relationships. The fourth step is negotiation. Tep is necessary because usually
customers may ask for more than what can feasiblydhieved, or such demands can be
conflicting with other's demands. Under these ainstances the software engineer
should negotiate with the users on what requiresnard really important and feasible.
The fifth step is specification. After requiremeate finalized, requirements should be
specified on written documents in an unambiguowscamsistent way, sometimes
accompanied with graphical models, mathematicaletsoaind scenarios. The sixth step
is validation. This stage is necessary to make allithe requirements are unambiguous,
free of error, consistent and conformant to thaddads. The last stage is requirements
management. Purpose of requirements managemelenisfying and keeping track of

changes to requirements as the project progresses.

Aurum and Wohlin (2005) on the other hand idenfifg main requirements engineering
activities. The first activity is requirements d@ation, specification and modeling. This
activity is necessary to understand the needsakEhbblders, eliciting their requirements,
collecting, modeling and storing them. The secart/igy is requirements prioritization.
This activity is necessary to decide which requeata are more important, solving
conflicts between customers and developers withrosgto priorities, and planning for
deliveries. Third activity is requirements deperaes and impact analysis. According to
Dahlstedt and Persson (2005), a study has showonhaabout one fifth of all
requirements are not related to any other requinésneRequirements dependencies is
very important, as a dependency can: (1) Conskawanother requirement can be

designed and implemented; (2) Affect the cost gflementation of another requirement;
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or (3) Increase or decrease customer satisfaatigerding another requirement.
Similarly, a change in one requirement may resu@thanges in other requirements,
necessitating further changes in the original negqment. Requirements traceability is a
basis for understanding requirements interdepeneleand avoiding associated and
potential problems. Dahlstedt and Persson (200f)ed& as the “ability to describe and
follow the life of a requirement, in both forwarddabackward direction, ideally through
the whole system life cycle”. In addition to iddication of requirement dependencies,
impact analysis is an important part of requirera@migineering, since any change to a
requirement results in significant changes in thalfsoftware product (J6nsson and
Lindvall, 2005). Arnold and Bohner (1996) defined “the activity of identifying the
potential consequences, including side effectsrigopde effects, of a change, or
estimating what needs to be modified to accomg@ishange before it has been made”.
The fourth activity in Aurum and Wohlin’s requirente engineering process is
requirements negotiation. This process is necessagsolve conflicts inherent in
requirements between customers and developerda3hactivity is quality assurance.
Quality assurance is required to ensure speciégdirements meet the necessary quality
criteria, to help the success of the final prodDanger and Olsson (2005), state that
traditionally, quality assurance (QA) applied tspsoftware development. A typical
example is testing outputs from the implementetiwsot. However, QA is also very
important in the requirements engineering proc@sthout QA at the requirements
phase, it is likely that incorrect requirements rbayembedded into the system design,
resulting in an implementation that is not the gbbutcome. It is logical to think that as
the development proceeds, the cost of a defeciveiitase as it does not get noticed.
Therefore it is important to assure quality staddaat the beginning, in the requirements
phase. Denger and Olsson (2005) give a list ofityuatkributes for requirements,
including correctness, unambiguity, completenesssistency, rank of importance,
verifiability, modifiability, traceability, compredmsibility, feasibility and right level of
detail.
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Requirements elicitation is present in both Press(8805) and Aurum and Wohlin’'s
(2005) requirements engineering activities andlmadiscussed further. Zowghi and
Coulin (2005) further divide the requirements ¢¢itton activities into five. The first one
is understanding the application domain. This stilvidy is necessary as it is important
to understand and examine the real world situatiamhich the system will be operating.
This situation can be examined with respect tpatgical, organizational and social
aspects. Second sub activity is identificationhaf $ources of requirements.
Requirements may exist in a variety of sources.|§#takeholders are one obvious
source, existing systems, processes and docunmntatn be useful in extracting
important requirements. Third one is analyzing sketders. Stakeholders, who are
people that have an interest in the system, cs@rehow affected by the development,
should be analyzed, identified and involved/coreifor requirements elicitation. Fourth
one is selecting the techniques, approaches atglttoase for requirements elicitation.
A range of such techniques are explained in thé p@vagraph. There is no one fits for
all type of requirements elicitation techniquettas choice of technique depends on the
context and nature of the project. Last requiresiefititation activity is the actual
elicitation of the requirements from stakeholderd ather sources. After the
requirements sources and stakeholders are idehtifie requirements elicitation at a

detailed level can begin using selected technigessribed below.

Zowghi and Coulin (2005) list a comprehensivedistechniques that can be used for
eliciting the requirements from stakeholders arosources. These are (1) Interviews:
Interviews are one of the most commonly used metiiaidcollecting data on
requirements. The quality and the amount of tha tagely depend on the skill level of
the interviewer and the communication with the viewees; (2) Questionnaires:
Questionnaires are usually used for the early stafjeequirements elicitation, and may
involve open or closed type of questions; (3) TAsklysis: Task analysis is a top-down
approach where high level tasks are broken dovmnlawer level tasks, eventually
resulting description of detailed processes oéetilons; (4) Domain Analysis: This
analysis is carried out by examination of existimgumentation regarding the scope of
the project; (5) Introspection: This technique lieggithe requirements analyst to

determine the requirements based on his / her staoheling of what the stakeholders
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want and need from the system. Obviously, thisrtegle should be used with care, and
preferably only employed at the initial elicitatistage, and if the analyst has a good
understanding and expertise in similar domainsR@)ertory Grids: This method
involves building a matrix by categorizing the etmts, detailing their instances, and
assigning variables to each of the instances; &ryl Sorting: This technique requires
users to organize and sort cards which include donetated concepts. They are also
asked to explain the rationale for their particlart. This helps the analyst to understand
stakeholders’ understanding of the domain and rements; (8) Laddering: This activity
involves asking stakeholders asking a series oétgpres and requiring them to organize
their answers into categories, such as hierarctriees; (9) Group Work: Group work is a
very common, often default method for requiremestistation; (10) Brainstorming:

This activity involves extracting as many ideapassible from stakeholders in a
relatively shorter amount of time; (11) Joint Amaliion Development (JAD): This
activity is similar to brainstorming in that, afieé stakeholders are included to investigate
through requirements and potential solutions. Méiference is that, with JAD the main
goals should already have been defined, and a#iehsions are well structured with
predefined steps and roles of participants; (1Bp&graphy: Being the study of people in
their natural settings, this method involves thalgst actively or passively participating
in activities that are carried out by stakehold€r8) Observation: This is a particular
technique of ethnography, and involves analystipelysobserving the users of a system;
(14) Protocol Analysis: This is a method involetakeholders speaking about the
processes aloud, and describing specific actiodseaplaining the rationale behind them;
(15) Apprenticing: This is an activity of the anstlyearning about the domain of the
system by under instruction and supervision ofxgregenced stakeholder; (16)
Prototyping: Prototyping involves providing stak&teys prototypes of the system to be
planned to be developed in order to understangatential requirements and solutions;
(17) Goal Based Approaches: This method involveaking down the high level goals
objectives into lower level objectives, and elaliagion them in such a way that
individual requirements are extracted (18) Scesafidis technique is widely used for
requirements elicitation, and similar to use casgeakescribes current and future

processing actions of the system including thesuaed other stakeholders; (19)
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Viewpoints: This is a method for attempting to miatie domain of the system from
multiple point of views in order to have a cleadaomprehensive understanding of the
system. For example, a system can be modeled fnooperational, implementation or

interface point of views.

Prioritization of requirements is also an importadtivity in requirements engineering.
Berander and Andrews (2005) explain the aspeqgtsiofitization that can be used as
criteria to evaluate requirements. One of the aspeémportance. Stakeholders should
classify the requirements by their importance, gr@dmost important requirements
should be given the most attention and priorityoter aspect is penalty. It can be useful
to think of a potential penalty if a requiremenhd realized. Cost is also a useful aspect
in prioritization of a requirement. Cost of a regment can be measured in money and
effort, which can further be analyzed by its comjiieor ability to reuse existing code.
One other aspect of prioritization of requirementisk. For each requirement,
performance risks, process risks and schedule ceskde included, which can affect the

overall risk of the project.

Requirements negotiation is present in both Presg@@05) and Aurum and Wohlin’s
(2005) requirements engineering activiti@siinbacher and Seyff (2005) identify three
steps in negotiation for requirements. First sgepre-negotiation that involves definition
of the negotiation problem, identification of sthké&lers, and analysis of goals of
stakeholders to find conflicts. Second step istbgotiation. Actual negotiation occurs in
this phase, as stakeholders look for solutionsdratcceptable to all parties. This
usually involves exchanging offers and propositgraatives for mutual gain. Third and
last step of requirements negotiation is post-riagioh. After finding a solution,
stakeholders may analyze the negotiation and ttsomes, and may suggest re-

negotiation if necessary.

2.5.6. Capability Maturity Model Integration (CMMI)
CMMI is an approach developed by Software Engimeeinstitute (SEI) to provide
organizations elements for effective processeschvimclude development, acquisition

and maintenance of products or services. It is ts@ttegrate systems engineering,
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software engineering and process development develots in a single framework.
CMMI can be used for (1) Product and service dgwalent, (2) Service establishment,
management, and delivery or (3) Product and seagqgeisition (CMMI Product Team,
2006). Literature survey in this study focuses &Md for product and service
development. There are several important coneéeZ81MI, including representations,

maturity and capability levels and process categoaind process areas.

Representation Types

There are two representations of CMMI, continuaus staged. Either of the
representations type needs to be chosen for acpr@jentinuous representation was
chosen for the implementation part of this studyg(€hapter 3 for details). With the
continuous representation which is more flexiliés possible to select certain process
areas of CMMI. It is also possible to improve diffiet process areas at different
intensity. The staged representation is more syaierand structured alternative. With
this approach, every process needs to be addrastezl same rate. Instead of specifying
the process areas and their particular capabditgls to be developed as in continuous

representation, a maturity level is defined for éndire project.

Capability and Maturity Levels

The other important concept is levels, that isatélpy and maturity levels. The term
“capability level” is used in the context of contous representation of improvement,
which allows the organization to choose specifipiovement areas and improve them
incrementally. Levels are used to show how idezgdréain process is, or the organization
as a whole. There are six capability levels stgntiith number 0: (0) Incomplete: This
level indicates that a process is not performeadnty partially performed; (1)
Performed: This level indicates that a proces®&ifopmed, meaning that it satisfies
necessary goals of the particular process areddRpged: This level indicates that a
process is managed, meaning that it was plannedrgridmented according to
organizational policies that involve resource alian, stakeholder involvement,
monitoring, controlling, testing, and evaluating) Defined: For a managed process the

standards, process descriptions and procedurdsecagry different for each specific
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instance of a process across different projectsafeefined process, standards, process
descriptions and procedures must conform to tharozgtions standards, and be more
consistent; (4) Quantitatively Managed: A quanirely managed process is managed
and controlled using quantitative techniques, aaghtatistical ones; (5) Optimizing: An
optimizing process conforms to all previous mayurgquirements, and focuses on

continually improving process performance (CMMI éuot Team, 2006).

The term "maturity level” is used in the contextstéiged representation of improvement,
which is concerned with the overall maturity of thrganization and it allows
organizations to improve processes in a set ofgas®s areas. Maturity levels are very
similar to capability levels, in that they refléetels of planning and understanding of the
processes. There are five maturity levels and enetéd by numbers ranging from 1 to 5:
(2) Initial: At the initial level, processes areuafly not planned and chaotic. Success in
these processes depends on the individual skiffeople working in the organization;

(2) Managed, which is as the capability level 3;2fined, which is same as the
capability level 3; (4) Quantitatively managed, ahis same as the capability level 4; (5)

Optimizing, which is same as the capability levéCB1MI Product Team, 2006).

Process Categories and Process Areas

There are four process area categories, and 22gg@ceas at CMMI for product and
service development (CMMI Product Team, 2006).dbatinuous representation is
selected, an organization has the freedom to seléesired number of process areas, and
develop each at different capability levels. Itaged representation is selected, first a
maturity level is chosen. Some process areas dyeaddressed at certain maturity levels.
For example, organizational innovation and deplaynpeocess area can only be
addressed at fifth level. Accordingly, when a migguevel is chosen, there is no

selection of individual process areas. Rather, ritgtievel determines what process

areas need to be developed. The process categozias follows:

Process Management: This category involves fivegs® areas that are oriented towards
“defining, planning, deploying, implementing, marihg, controlling, appraising,

measuring, and improving processes” (CMMI Produed, 2006, p. 52). This process
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category involves process areas of organizatiomagss focus, organizational process
definition, organizational training, organizatiomabcess performance and organizational

innovation and deployment.

Project Management: This category involves proeesas activities related to “planning,
monitoring and controlling the project” (CMMI ProchilTeam, 2006, p. 55). This process
category involves process areas of project planmrgect monitoring and control,
supplier agreement management, integrated projasagement, risk management and

guantitative project management.

Engineering: This category involves process areatsdare related to development and
maintenance activities across engineering dis@pliif his process category involves
process areas of requirements development, regamsmmanagement, technical

solution, product integration, verification andidation.

Support: This category involves process areasatfeatised to support product
development and maintenance. This process cat@gailyes process areas of
configuration management, process and producttguedsurance, measurement and

analysis, decision analysis and resolution andatamalysis and resolution.

Each of these process categories contain severe$s areas that correspond to different
levels as indicated ihable 2-2
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TABLE 2-2. PROCESS AREAS AND THEIR ASSOCIATED CATEGORIES AND
MATURITY LEVELS. (CMMI PRODUCT TEAM, 2006, P. 44)PPD STANDS FOR
INTEGRATED PRODUCT AND PROCESS DEVELOPMENT).

Process Area Category Maturity
Level
Causal Analysis and Resolution Support 5
Configuration Management Support 2
Decision Analysis and Resolution Support 3
Integrated Project Management +IPPD Project Managém 3
Measurement and Analysis Support 2
Organizational Innovation and Deployment Procesadadament 5
Organizational Process Definition +IPPD Process &gament 3
Organizational Process Focus Process Managendnt
Organizational Process Performance Process Mareagerh
Organizational Training Process Managemedit
Product Integration Engineering 3
Project Monitoring and Control Project Managemer
Project Planning Project Management 2
Process and Product Quality Assurance Support 2
Quantitative Project Management Project Managemeht
Requirements Development Engineering 3
Requirements Management Engineering 2
Risk Management Project Management 3
Supplier Agreement Management Project Management 2
Technical Solution Engineering 3
Validation Engineering 3
Verification Engineering 3
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Goals and Practices

In CMMI terminology, a goal may involve several gtiaes that need to be implemented.
There are generic goals and practices, and speoiéils and practices. Same generic
goals and generic practices apply to all procesasarApplication of generic goals and
specific goals into process areas is mandatoryMiMCimplementation. Generic goals
and practices exist at corresponding capabilinaturity levels. For example,
“Institutionalize a Managed Process” is a geneoal @t the maturity or capability level

2. “Plan the Process” is a generic practice amengyeneric practices within that generic
goal. If a capability or maturity level of 2 is ¢eted for example, all the generic goals

and generic practices at level 1 and level two nedxe implemented.

In addition, there are specific goals and spegifactices that are particular to each
process area. Specific goals and practices existfatent levels corresponding to
capability and maturity levels. Specific goals apecific practices are required to be
implemented. For example, “Develop the Desigrd specific goal for the process area
“Technical Solution” at the capability or maturigvel 2. “Design the Product or Product
Component” is a specific practice among four spegpifactices within that specific goal.
If a capability or maturity level of 2 is targeteddl the specific goals and specific
practices at level 1 and level two that are paldicto selected process areas need to be

implemented.

25.7. CMMI and Agile Development I ntegration

Agile methods have gained in popularity due tortapparent advantages and success
stories that have been told since their introductichese advantages are flexibility,
adaptability and user satisfaction. Old CMM (CapigbMaturity Model) and its
replacement CMMI have always been given much ingmae, especially due to the fact
that it is prestigious to achieve CMMI complianegdluated by Standard CMMI
Appraisal Method for Process Improvement lead apers that are authorized by
Software Engineering Institute. Software Enginegtimstitute is a development and
research center based at Carnegie-Melon Universitgin a development standpoint;
CMMI and agile methods are two seemingly compesicigpols of thought. The CMMI

approach privileges consistency across projecstdnydardizing processes, thus
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benefitting customers. The agile school of thodghtises upon retaining agility within
and across projects by letting creative user proldelving take place within a flexible
methodology. While these strategies appear comt@giin terms of approach to
organizations and users, there are many pointserthey complement and supplement
each other and can be combined to take advantage bkst elements of both
approaches. As Turner (2002) says, “agile methoelsery much how to do rather than
the CMM’s what to do” (p. 137). Thus, there aredamental points of intersection that
can be combined. Many studies were conducted aadreh articles were published that
view such integration is possible, as two meth@ifsh®e seen complementary to each

other in many aspects.

Paulk (2001) asserts that when rationally implemenagile methods (such as XP) can
address many of the requirements in CMMI levels@ and agile methods can be
adopted into specific areas depending on the bssigevironment. XP satisfaction for
CMMI process areas has been shown in Figure 24ii6.imtegration can be considered
especially in small to medium projects. He alsecadtes modifications on agile
methods when necessary, and points out developdrsanagers should decide on
setting the balance between documentation, plaramddlexibility. He further points out
that while agile methods are preferable in manytexis, in life critical systems it may be

inappropriate due to extremely low tolerance torsr
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XP satisfaction of key process areas, given the
appropriate environment

Level Key process area Satisfaction

(R

Requirements management —
Software project planning —
Software project tracking and oversight —
Software subcontract management —
Software quality assurance
Software configuration management
Organization process focus
Organization process definition
Training program

Integrated software management
Software product engineering
Intergroup coordination

Peer raviews

Quantitative process management
Software quality management
Defect prevention -
Technology change management —

Process change management —
|

- Fartially addressed in XF
+ = Largely aggressed in XF (perhaps by inferance)
— Not addressed in XP

FIGURE 2-16 XP SATISFACTION OF KEY PROCESS AREAS, GIVEN THE
APPROPRIATE ENVIRONMENT. SOURCHEAULK (2001)
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However, Martinsson (2003) maintains that XP iswnflation to build matured software
and to improve processes as defined by CMM. AlthoxiB is found unsatisfactory for
CMM level 2 in Martinsson’s study, it satisfies nyakey process areas at different
levels, and therefore XP and CMM are complemeritageneral. As shown in Figure
2-17, he also maps XP practices to CMM goals, aedtions how well the satisfaction is

based on his independent findings and his liteeasurvey.

Others have advocated XP and SMM integration. REX@03) is a supporter of the idea,
but acknowledges potential problems facing integnagfforts. While there can be
specific solutions to these problems, he drawsatte to map XP practices to software
CMM.

Kahkonen and Abrahamsson (2004) give an examphe &case study called “The
eXpert Project”, which achieved CMMI maturity lex&lthrough using enhanced XP,
that is XP with some additional practices and dostation. Some of these additions
included: (a) A team other than the programmingit@arked on planning the project at
the beginning; (b) CM (Configuration Managemengrpand CM audit procedures were
written at the end of each iteration; (c) The plagrteam prepared an implementation
plan. The project manager also maintained a docuoatled Task Book that included
the release plan. This plan contained planned engleeffort spent for each task; (d)
Documents containing system architecture, datathaggams and information, and user
interface descriptions were written during the lgstation. Additionally based on the

system testing a system test report was created.
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A : XP core practices and roles fully satisfy the KPA goal.
P : XP core practices and roles partially or implicitly satisfy the KPA goal.
WV : XP core practices and roles do not satisty the KPA goal.

Level Key Process Area (KPA) Goals1-4

Requirements management (RM) A| A
Software project planning (SPP) A| A| A

5 Software project tracking and oversight (SPTO) AlD>| A
Software subcontract management (SSM) Omitted
Software quality assurance (SQA) A| V| A
Software configuration management (SCM) A|lD>|D>
Organization process focus (OPF) >| V|V
Organization process definition (OPD) A A
Training program (TP) (> >

3 Integrated software management (ISM) V|V
Software product engineering (SPE) A A
Intergroup coordination (IC) A| A A
Peer reviews (PR) A A

4 Quantitative process management (QPM) Al> |V
Software quality management (SQM) ¥ ) W
Defect prevention (DP) Al A|D>

5 Technology change management (TCM) \ AR AR 4
Process change management (PCM) V| iV, V

FIGURE 2-17 DEGREE OF SATISFACTION FOR THE 52 CMM GOALS BY

IMPLEMENTING AN XP PROCESS. SOURCE: MARTINSSON (&)0
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Turner and Jain (2002) carried out a research en 4% participants at Center of
Software Engineering, University of Southern Cahfa. Participants were asked to
characterize the relationship of agile methodsMiMT process areas and generic
practices (Characterizing the relationships asadrieree categories; C for conflicts; N
for neutral and S for supports). The results aem $e Table 2-3
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TABLE 2-3 AGILE METHOD VS. CMMI PROCESS AREA CONFLICT FINDING.
MODIFIED FROM: TURNER AND JAIN (2002)

Survey
Process Area Finding
Organizational Process Focus C
Organizational Process Definition C-N
Organizational Training N-S
Organizational Process Performance C
Organizational Innovation and
Deployment C-S
Project Planning
Project Monitoring and Control
Supplier Agreement Management N
Integrated Project Management S
Risk Management N
Integrated Teaming S
Quantitative Project Management C
Requirements Management N
Requirements Development S
Technical Solution S
Product Integration S
Verification S
Validation S
Configuration Management None
Process and Product Quality Assurance C-N
Measurement and Analysis C-N
Decision Analysis and Resolution C
Organizational Environment for
Integration S
Causal Analysis and Resolution N
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TABLE 2-4 AGILE METHOD VS. CMMI GENERIC PRACTICE CONFLICT
FINDINGS. MODIFIED FROM: TURNER AND JAIN (2002)

Survey
CMMI Generic Practices Finding
2.1 Establish an Organizational Policy N-S
2.2 Plan the Process N-S
2.3 Provide Resources N-S
2.4 Assign Responsibility S
2.5 Train People N
2.6 Manage Configurations C-S
2.7 Identify and Involve Relevant Stakeholders S
2.8 Monitor and Control the Process N
2.9 Objectively Evaluate Adherence C
2.10 Review Status with Higher Level
Management N-S
3.1 Establish a Defined Process C
3.2 Collect Improvement Information C
4.1 Establish Quantitative Objectives for the
Process N
4.2 Stabilize Subprocess Performance C-N
5.1 Ensure Continuous Process Improvement C-N
5.2 Correct Root Causes of Problems N
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The results from Table 2-3 and Table 2-4 can bewsarmzed as follows: (a) 7
components are seen as clearly in conflict; (bgdiiponents are seen as possibly in
conflict; (c) 11 components are seen as clearlpsujve; (d) 11 components are seen as

no worse than neutral; (e) 1 component had no csusdinding.

Turner (2002) claims that agile processes camtiit process improvement practices very
well. However, in order to achieve this, CMMI shablle interpreted in a more essential
and less literal manner, so that the freedom toceseeadaptability and flexibility of the
working environment will not be threatened. Margtadl. (2008) focuses on application
of Scrum practices for the staged CMMI developmmeatiel, particularly process areas
of project management. They map specific pracéresScrum practices with each other,
and determine what percentage of the practicesatasfied, partially satisfied or
unsatisfied. Considering each process area acgptaliiis maturity level, process areas at
maturity level 2 have 43.8% of its specific praeicatisfied by Scrum, and 21.9% are
partially satisfied. If the supplier agreement ngeraent process is not applicable,
satisfaction coverage increases to 58.3%, andapadtiisfaction increases to 29.2%.
Similarly, Santos (2007) mentions Scrum practicgpdd his company meet the

requirements of CMMI maturity level 2.

Bozheva and Gallo (2005) argue that adoption déggbcesses for CMMI framework
needs to be done gradually. This should be dotieée steps. First, processes for which
agility need to be increased need to be identifgztondly, processes need to be built
from scratch by applying necessary agile pattesrechieve process areas. The third step
is introducing patterns and the processes thatased on them to developers. This
should be done gradually while keeping customerslied in processes. Additionally,

automation should be employed as much as possible.

Pikkarainen and Mantyniemi (2006) map agile prastio CMMI goals and conclude
that agile methods can be used for process imprenenihey find problems are likely to
arise when documentation is a priority. This is tuéhe agile value of having “working

software over comprehensive documentation”.
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Anderson (2005) from Microsoft Corporation explaihsir efforts on stretching
Microsoft Solutions Framework (MSF) Agile Softwddevelopment to fit CMMI level
3, under the name MSF for CMMI. Since CMMI requiggsfacts that are not directly
produced by agile methods, it was necessary toneehslSF for Agile Software
Development with additional activities to produbege artifacts. As a result of
enhancement, the footprint of the guidance mat&ralISF for CMMI Process
Improvement became 150% larger than that of MSRAfile Software Development.
Similarly, number of product artifacts increased®for MSF for CMMI method,

contrasting with 25 product artifacts produced b$Mfor Agile Software Development.

Boehm (2002) maintains that a combined approactgitd methods and extensive
planning, codified processes and predictable tegles is feasible and preferable. He
draws attention to the fact that compared to umglised hacking, agile methods require
considerable amount of documentation. This viewssalized in Figure 2-18 that shows
two ends of software development methodologieskihgavhich is a completely

unorganized process, and ironbound contracts wduokain no room for flexibility.

Boehm (2002) also suggests that there should ket balance between agility and
traditional approaches. He also recommends thanbalshould be adjusted depending

on the situation, as shown in Figure 2-19, Figug92and Figure 2-21.
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Inch-

Adaptive  Milestone Milestone pebble
SW risk-driven  plan-driven ironbound
Hackers XP development models models contract
] | |
@ 1 | | @

Agile methods I I

I Software CMM |

CMM

FIGURE 2-18 THE PLANNING SPECTRUM: UNPLANNED AND UNDISCIPLINED
HACKING OCCUPIES THE EXTREME LEFT, WHILE MICROMANAGD
MILESTONE PLANNING, ALSO KNOWN AS INCH PEBBLE PLANMNNG,
OCCUPIES THE EXTREME RIGHT. SOURCE: BOEHM (2002)
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High P(L): inadequate plans
High S(L): major problems High P(L): plan breakage, delay
(oversights, delays, rework) High S(L): value capture delays
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X
= Sweet spot
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w | Low P(L): few plan Low P(L): thorough
delays plans
Low S(L): early value Low S(L): minor

capture problems

Time and effort invested in plans

FIGURE 2-19 RISK EXPOSURE (RE) PROFILE. THIS PLANNING DETAIL FOA
SAMPLE E-SERVICES COMPANY SHOWS THE PROBABILITY QFOSS P(L)
AND SIZE OF LOSS S(L) FOR SEVERAL SIGNIFICANT FACTs. SOURCE:

BOEHM (2002)
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Time and effort invested in plans

FIGURE 2-20 COMPARATIVE RISK EXPOSURE PROFILE FOR AN AGILE
HOME-GROUND COMPANY WITH A SMALL INSTALLED BASE ANDLESS
NEED FOR HIGH ASSURANCE. SOURCE: BOEHM (2002)
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FIGURE 2-21 COMPARATIVE RISK EXPOSURE PROFILE FOR A PLAN-DRIVEN
HOME-GROUND COMPANY THAT PRODUCES LARGE, SAFETY-CRICAL
SYSTEMS. SOURCE: BOEHM (2002)
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2.5.8. Useof Methodologies across Applications of Interest

GI S Development
Reeve and Petch (1999) point out that there havbeen much done for the adaptation

of socio technical methodologies in large GIS depeient projects. They observed from
journals such aslapping Awareness and some guides prepared by Local Government
Training Board (1992) and Royal Town Planning logé (1992) on how various
authorities investigated methodologies and how thgfemented their GIS projects.
Reeve and Petch (1999) concluded that such impletiems usually follow a classical

waterfall process as they abstract it in Figure22-2
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FIGURE 2-22 A GENERIC GIS DEVELOPMENT METHODOLOGY. SOURCE:
REEVE AND PETCH (1999)
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Pick (2008) states that, the use of software dgveémt methodologies and tools have
been limited in the GIS industry. He gives thresgiale reasons for this: (a) GIS has
been developed mostly in public sector, which israpid in terms of methodology
adaptation. One potential reason for this is thetst contract requirements in public
sector, therefore classic development methodolagieb as waterfall models may be
more suited for public sector; (b) GIS teams areallg composed of non-technical
people in the organization; (c) fewer formal metblodies that are designed for large
projects have been implemented for GIS, since @kSusually not been viewed as a

profitable service.

Pick (2008) introduce the classical waterfall pscas a typical GIS development
methodology. “Phases in Systems Development fot Gtdude: (1) planning that
involves identification of the problem, solutiomdaalso feasibility, budget, staffing and
scheduling; (2) analysis that involves informatamilection and requirements elicitation;
(3) Design that involves system architecture degigita, functionality and process
modeling; (4) Implementation that involves actuailding of the system by
programming necessary components and putting tiaeirta databases; (5) Maintenance
that involves keeping the system running, enhanttingtionality, eliminating the

problems and providing training and support forrsise

Situation Awareness Oriented Development

While it would not be unusual to argue that manyhoéologies, especially user centric
methodologies are suitable to develop situationremess oriented information systems,
Endsley (1988) argues that situation awarenesssresgghrate attention in information
systems development:

“Situation awareness forms the critical input tot is separate from, pilot
decision making, which is the basis for all thesaduent pilot actions. Even the
best trained and most experienced pilots can nteketong decisions if they
have incomplete or inaccurate SA. Conversely, @t pilay accurately understand
what is occurring in the environment, yet not knitw correct action to take or be
unable to carry out that action. For this reasbois, important that SA be
considered in the design process separately framsida making and
performance.” (p. 97)
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FIGURE 2-23 USER INTERFACE DESIGN PROCESS. SOURCE: ENDSLEY HT, A
(2003)
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Endsleyet al. (2003) mention waterfall, concurrent engineerimgwhich developers can
work in multiple phases e.g. requirements analygisign and implementation at the
same time) and spiral development. They howeveydon user interface design process
rather than the complete systems developmentyifkecThis process as visualized in
Figure 2-23 includes (1) requirements analysis ey take into account environmental
conditions, user characteristics and operatiorgalirements; (2) technology analysis that
is carried out simultaneously with requirementslygsis that involves surveying a range
of technological products (both hardware and safjvavailable in the market; (3)

Design conceptualization that involves analyzingftimctions of the system, interface

design

2.5.9. Comparison of M ethodologies

This chapter reviewed some of the most promineftitvace development methodologies
that were developed throughout the history of safenengineering. While techno-centric
methodologies were much common in the past, the-sentric ideas were also
introduced into development of methodologies. Rema:Petch (1999) claim that
addressing one problem leads to another in theimoah@ogical issues. They point out
that while ETHICS and Multiview bring forward sorgeod ideas on how to include the
users to design, there have not been formal melbgiés presented to developers so that
they can follow an “A to Z” pattern. Similarly, golave and evolutionary methodologies
cannot be executed strictly based on a rulebookeghey heavily depend on key

players’ decisions.

Criteria for Methodologies Evaluation

Bjorn-Andersen (1984) as cited by Avison and Fitalye(2008), provides a set of
guestions to evaluate information systems developmethodologies. Answering them
may help decide selecting an appropriate methogdimgan intended development
project. The questions include: (1) What are tlseaech paradigms forming the
foundation of methodology? (2) What are the undegyalue systems? (3) What is the
context where a methodology is useful? (5) To vex&nt is modification enhanced or
even possible? (6) Does communication and docurtentaperate in the users’ dialect,

either expert or not? (7) Does transferability £%(8) Is the societal environment dealt
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with, including the possible conflicts? (9) Is uparticipation ‘really’ encouraged or
supported?

Avison and Fitsgerald (2008) also give a compreiverist of criteria that can be used
for evaluating methodologies: (1) Rules: An ide&tihodology should provide rules and
formal guidelines to proceed with phases and tegles, using tools, producing
documentation, and estimating requirements; (2)e€amye: Different methodologies may
cover varying spans of development, however ideatyethodology should cover from
strategic planning to maintenance; (3) Understapnthe information resource:
Methodology should be helpful to capture and wilize information resource, such as
the available data; (4) Documentation standardsiddal methodology should provide
standards for documentation that is understandablistomers and developers, and
should help facilitate communication between théhSeparation of designs: Logical
design (what an application does, what data andegses it uses etc.) should be separate
from the physical design; (6) Validity of designeModology should provide techniques
for checking the completeness, consistency and-acgwf the design; (7) Early change:
Changes that emerge as necessary should be idblgifluring the development; (8)
Inter-stage communication: Entire contents of alelstage should ne communicable to
all other stages; (9) Effective problem analysigtivbdology should provide techniques
for capturing the problems and objectives; (10hRilag and control: Development
process should controlled and planned while baimngtb a time frame; (11)
Performance evaluation: Methodology should havertiegies for evaluating the
performance of the developed products; (12) Ine@@g@soductivity: Proper methodology
should help increase the productivity; (13) Impmgeality: An ideal methodology
should improve the quality of the whole developnyaoicess (e.g. analysis, design,
implementation and evaluation) as well as the endyxt; (14) Visibility of product:

The visibility of the product should be maintairshating the whole development process;
(15) Teachable: Not only developers, but also tietamers or users should be able to
able to learn the methodology; (16) Informationtsgss boundary: Methodology should
help define the extent of the information systessvall as the organizational
boundaries; (17) Designing for change: It shouldebatively easy to modify logical and

physical designs; (18) Effective communication: Metology should provide means for
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developers and users to communicate; (19) Simyplidethodology should be easy to
learn and use; (20) Ongoing relevance: Methodokimuld be adoptable as new
technigues and tools are developed, while maimgian overall consistency and
philosophy; (21) Automated development aids: Mettogy should benefit from
productivity tools whenever possible; (22) Consadien of user goals and objectives:
Methodology should assist meeting user goals afettibes by integrating them into the
system development; (23) Participation: Methodolslyguld encourage participation of
different parties and provide means for effectisenmunication; (24) Relevance to
practitioner: Methodology should be appropriateifeusers (practitioners) in terms of
technical knowledge and social skills; (25) Relesato application: Methodology
should be appropriate for the type of system deezlde.g. web based, decision support,
distributed, service oriented etc.); (26) The in&tign of the technical and non-technical
systems: methodology should provide means to iatedechnical and non-technical
aspects of the system developed; (27) Scan forrappty: Methodology should
encourage looking for better and new problem sglgimategies; (28) Separation of
analysis and design: Methodology should encoutaigeseparation so that user

requirements are not influenced by design condiders

In addition to above mentioned criteria, severbeotriteria can be useful. One of them
is methodology’s adoptability for improving exigjisystems that are developed with
other methodologies or with no apparent methodolMgny organizations may suffer
from poor standardization of activities and docutagan. In that case, methodology

should assist in inter and intra organizationah@tadization processes

Comparison Frameworks

In addition to evaluation criteria, comparison feamorks can be useful in comparing
various methodologies side by side. Such a congastucture would reveal a big
picture that is helpful in deciding on what methlodyy is useful under a particular
context. Jayaratna (1994) proposes a comparisorefxark called NIMSAD (Normative
Information Model-based Systems Analysis and Dgdignmethodologies. This

framework consists of three elements: (1) Problgnason (methodology context);
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(2) Intended problem solver (methodology user);R&)blem solving process

(methodology).

Avison and Taylor (1996) identify five distinct gilem situations and assign them
appropriate methodologies: (1) Well structured peobsituations with a well defined
problem and clear requirements. Methodologies bardtie traditional systems
development life cycle are the most appropriath@se situations; (2) Well structured
problem situations with clear objectives but uraertiser requirements. Methodologies
based on data modeling, process modeling or praitagyare the most appropriate in
these situations; (3) Unstructured problem situmtiwith unclear objectives. Soft
systems approaches are the most appropriate ia $iteations; (4) Situations with high
user interaction. Socio-technical approaches aenibst appropriate in these situations;
(5) Situations with high levels of uncertainty. @oagency approaches, such as

Multiview, are the most appropriate in these siturs.

Avison and Fitsgerald (2008) also lay a framewanrkdomparing methodologies. This
framework is not used for normative purposes (glgch methodology is the most
appropriate under certain conditions), but is ardgd to classify methodologies
according to various aspects. The first elemetiti;mframework is philosophy. This is
the element that defines the set of principles unaterlie the methodology. It has four
sub-elements including (a) Paradigm: It referspeceic way of thinking. Avison and
Fitsgerald use objectivist and subjectivist paradidor a simplified classification; (b)
Objectives: Different methodologies may have déférobjectives. For example, while
most of the methodologies’ objective is to devaldprmation systems, some of them
are used to see if there is a need to developnrdtion systems; (c) Domain:
Methodologies may address different domains, seaimarow and isolated problems or
interrelated and complex problems; (d) Target: Samthodologies may target specific

environments and/or organizations, while others begesigned for general purposes.

Second element in Avison and Fitsgerald’s methaglols the model. “The model is the
basis of the methodology’s view of the world, itis abstraction and a representation of

the important factors of the information systenogganization”. Models are means of
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communication among stakeholders, they can belétaasinto different forms and they
can be used to provide insights into problem domAlinthe information systems
development methodologies are of iconic/schemgpie tn nature. Other types of models
include verbal, analytic/mathematical and simulatibechnigues and tools constitute the
third element. This element refers to the proditgtianalysis and modeling tools. Fourth
element is the scope referring to the extent ofiteeycle that is covered by the
methodology. Outputs constitute the fifth eleméfethodologies produce certain
deliverables at the end of each phase/cycle. Hrisro/olve requirements specification,
conceptual design diagrams, working system et@tieeais the sixth element: This
element is measured according to methodology backgr (academic or commercial),
user base (number and types of users) and partisiph methodology (if professional
analysts must be involved) and required skill deaist and seventh element in Avison
and Fitsgerald’s methodology is the product: Thesrent refers to the final deliverable

in the contract. It can be training, consultan@guimentation, software etc.

McConnell (1996) and Reeve and Petch (1999) prdvataeworks with examples to
compare software development methodologieble 2-5 was developed combining the
two frameworks. As seen in this table, some metlomies are superior in some areas,
while having poor performance in some other arBasexample evolutionary

prototyping is very suitable with working with pdpunderstood requirements and
allowing mid-course corrections. However, its parfance is not as good as waterfall
methodology when it comes to producing a relialgttesm. This result reinforces
McConnell (1996)’s statement that there is no dgwalent methodology that can be used
for all kinds of projects because the effectiversdebie model depends on the context it
is used.
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TABLE 2-5. COMPARISON OF DEVELOPMENT METHODOLOGIES BASED ON

MCCONNELL (1996) AND REEVE AND PETCH (1999)

Question Code and Fix Waterfall ETHICS Multiview Spiral D y C cial
Prototypin Off-the-Shelf
\Works with poorly understood .
. poor poor excellent fair excellent excellent excellent
requirements
\Works with poorly understood . .
. poor poor excellent fair excellent poor to fair poor to excellent
architecture
Produces reliable system .
poor excellent excellent good excellent fair poor to excellent
risks
poor poor good fair good fair n/a
Allows mid-course corrections . .
poor to excellent poor fair fair excellent excellent poor
Provides visible progress .
poor fair excellent excellent excellent excellent n/a
Requires little manager skill . .
excellent fair poor poor poor poor fair
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Benediktssort al. (2006) use metrics to compare software developmethodologies
in an actual experiment involving 15 software teaiisey used VM Model (An extended
version of Waterfall model), Evolutionary Model (EMncremental Model (IM) and
Extreme Programming (XP). Several metrics includinge effort, quality and
intermediate design products (length of code, nurobdiagrams etc.) were collected.
Quiality of the products was assessed by focusinfgverattributes of functionality,
reliability, usability, efficiency and maintainaibyl. Accordingly Table 2-6 and Table 2-7
show how much effort was spent on each activityefrh development methodology.
The modified waterfall model took the most timeotal of 748 hours, and exceeding all
other methodologies in requirements specificati@signing and coding. Extreme
programming required the least amount of time éguirements specification and
designing. Integration and testing took the long@sExtreme Programming, which
coincides with the integration issues faced in sigly as examined in Chapter 4, the
implementation chapter. Repair activities also ttheklongest time for Extreme
Programming, which was natural given less efforeigquirements specification and
design. In Table 2-8 quality parameters of funaidy, usability and maintainability
were examined. While there is not much differemcinctionality, extended waterfall
model had significantly higher maintainability coanpd to Extreme Programming. This

is also understandable given limited planning fetr&me Programming.
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TABLE 2-6. AVERAGE GROUP EFFORT BY ACTIVITY IN HOURS. (PM=
PROJECT MONTH) SOURCE: BENEDIKTSSON ET AL. (2006)

Group RegsSpec Design Code Integration Review Repair Other Total hours Total PM
and testing
VM 73.9 68.6 206.1 35.6 56.9 60.4 246.5 748.0 4.92
EM 67.8 58.0 169.1 57.8 23.0 48.0 125.6 549.3 3.61
IM 43.8 51.2 185.7 40.7 377 53.8 121.6 534.5 3.52
XP 16.2 26.2 205.6 82.7 46.9 92.7 122.4 592.5 3.90
OAve 53.3 52.8 191.1 53.1 41.0 62.4 158.6 612.1 4.03
TABLE 2-7. AVERAGE GROUP EFFORT BY ACTIVITY AS PERCENTAGES.
SOURCE: BENEDIKTSSON ET AL. (2006)
Group ReqgsSpec, % Design, % Code, % Integration Review, % Repair, % Other, % Total, %
and testing, %
VM 10 10 27 5 7 8 33 100
EM 12 10 29 1 b 9 23 99
IM 8 9 35 7 7 10 23 99
XP 3 4 34 14 8 17 21 101
OAve 8.9 8.9 30.8 8.9 6. 10.0 25.7 100

TABLE 2-8. PRODUCT QUALITY ASSESSMENT ON A SCALE 0 - 10. SOUEC
BENEDIKTSSON ET AL. (2006)

Group Functionality Usability Maintainability
VM 7:9 7.4 8.9
EM 7.9 a3 7.9
IM 8.3 8.3 7.3
XP 8.0 7.7 7.7
OAve 8.0 by ) 8.0
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Benediktssort al. (2006) reached the conclusion that the assumptegesding XP
(therefore agile) methods were satisfied, sincelskiateams were able to deliver the
biggest and most comprehensive products with madéianal functionalities. XP
offered developers flexibility that allowed adaptatto changing contexts. Also parallel
with expectations, VM team required the most tiared produced products that were

behind the most recent requirements.

Shine Technologies (2003) published a survey omsgleeof agile processes. Accordingly,
93% said team productivity improved; 88% found djuelity of applications was better
and 83% experienced better business satisfactitimtiae software. Furthermore,
according to this survey, 95% of the responderdsated their costs were unchanged or

lower after adopting agile processes.

Another study by Cohn (2004) contrasts companiasgioduce heavy documentation
with agile methods, and concludes that agile metlprdvide a strong competitive

advantage in the professional world.

2.5.10. A Final Look at the Development M ethodologies

Goldfinch (2007) states that most of the informatsystems development projects result
in failures. Larger development projects have hightes of failure. While the numbers
are uncertain and there are not universally acdepiteria to decide failure, 20% to 30%
of all development projects result in completeufial (abandonment); 30% to 60% of all
projects are partial failures due to cost and towerruns. The rest, which is a small

minority, can be regarded as examples of success.

There can be many reasons for development pr@éatds. One of them is that, usually
there are large gaps between that the actors hawend about the final product to be
delivered. Such problems will largely originate daehe lack of communication and
understanding between these actors. This is hurslyrapproached in Figure 2-24,
which shows that while the end user asked for lgisolution, the various members of
the information systems team had different ideaaiathe user requirements due to
inaccurate communications in between actors, lieguh an end product that is

completely different than the desired simple solutiKurbel (2008) state that especially
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the waterfall process has the drawback that thggnaii requirements and the

requirements at the delivery are different.

Reeve and Petch (1999)’'s example differ from Ku(BeD8)'s in that it also shows the
potential problems associated with communicatisnes, again humorously portrayed in
Figure 2-25. In addition to similar problems, fingers of the system may use the
system in a way other than the way it was desidpyetthe developers, and the way users
themselves asked for in the first place. Currentdydevelopment methodologies
including agile development, which is relativelgtimost recent methodology, provide
any methods for somehow including user observatsee how the users actually use
the software. Available methodologies usually asstimt sufficient active user input

will be sufficient for a successful implementation.

Another explanation comes from Reeve and Petch9)198 they claim that information
systems used to be solely seen as technologicdiigi® When an information system
fails, the immediate and almost instinctive reaci®to look for technical explanations.
Technical people usually think that software caubd cope, network infrastructures and
protocols were inadequate, or the system respanse tvere poor. However some
computer specialists conclude that failure liesimeimeglecting the human and
organizational aspects of computing. Systems wWiefidted to the organizations they
were delivered. Organizations have been expectaddommodate technologies, rather

than the other way around.
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What the consultants thought the users needed 2. What the application design team thought the
mmﬂmnfupmuum the users needed

y

3, What the software dellverad 4_ Whalt the users actually wanied

FIGURE 2-24 USERS DON'T ALWAYS GET WHAT THEY WANTED. SOURCE:
REEVE AND PETCH (1999)

5. What tha users did with it
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FIGURE 2-25 WHAT THE USER WANTED. SOURCE: KURBEL (2008)
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At this point it is clear that methodologies thateigrate human and organizational
aspects of computing are needed to addresses retatsg end user’s not getting what
they wanted. Benediktss@hal.’s (2006) experiment using different methodologies
revealed that each methodology has certain stromgsp However specific
methodologies (XP in their case) offer better olleesults, especially with regards to
being able to adapt to changing user requiremémsther conclusion they also pointed
out was that the most suitable methodology dependdtie contextual characteristics

and participants.

For example, if there is a highly technical projenta security theme, with end users
capable of producing detailed technical requiresienaterfall type of development
which ensures efficient reliability and maintair@pimay be among the best options.
Similarly, more than 20 years ago, Brooks (198@jneed that there is no silver bullet,
and this is a result of the essential and accitleotaplexities. Berry (2004) agrees with
Brooks, and supports the argument by basing thelgmoon requirements, as they
always change, and they are always misunderstoespif2 of his criticisms, he also

agrees that methodologies actually do offer cetiaimefits.

Methodologies certainly offer benefits; otherwisyelopers would stick to code and fix
method, which is merely an attempt to start prognamg right after facing a problem.
Efforts to introduce systematic development havenbeearly helpful throughout the
history of software engineering. These effortsrlagen enhanced with more flexible
(such as the evolutionary), rapid and agile methBdsexample, Goldfinch (2007) cites
examples which showed an increase in the successtafare development projects
from 26% to 29% in USA, from years 2001 to 2004.

The software methodologies evaluation frameworkppsed by McConnell (1996) offers
a wide range of viewpoints a system developmentag@nwould be interested in. While
it is obvious that there is no magical developmmeathodology (or silver bullet), some

methodologies have certain aspects making therarbetten compared to the rest, as it
can be observed in McConnell’'s framework. The qaeghen becomes, which aspects

of software development are more important in @giset of general requirements,
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context and staffing environment. For example, @arand Aronson (2000) argued
prototyping is the ideal development methodologyd&8S development, because of
semi-structured and unstructured nature of thelpnad DSS users face. Their decision
resided in the idea that DSS designers cannot &@eenplete and accurate
understanding of the scope of the problem, appaitgpmodels that need to be

implemented and the information needs.

2.6. Summary and Conclusions

This literature review has a wide scope. The tomeged from the changes in
emergency management thinking, the applicatiomfofrmation systems for emergency
management and user-oriented system design fogemsy management highlighted by
principles of situational awareness. All thesedspiere contributions forming a
foundation to design and apply an information systelevelopment methodology to

construct a WEM-DSS, as it is one of the challergjehis research.

This methodology stems from the major strengthsuofent methodologies and
additional social theories that are mentioned is literature review and are critical for

enhanced development processes.

Studies show that volatile work environments anaditions require agility. Agility is a
collection of principles, and the selection of marar agile methodology should depend
on particular needs and conditions of the progganization type and work
environment. Extreme programming methodology is ofithe apparent choices for this
research study. It fits well into many criteriamtiéed, and it is an appropriate option
particularly for this case since time and resousredimited, and the immediate purpose
is to develop a prototype that demonstrates funatity that can be implemented in the
future. However, pure and unenhanced use of agt@ads may not be recommended
for life critical systems with extremely low toleree to errors. A CMMI framework is
recommended can be especially useful implementafidife critical systems. Enhanced
XP integrated into CMMI framework is a viable sadut in this case, and the benefits of

combining the methodologies, such as:

98



* The combination provides a balance between agihty discipline
» It also provides a foundation for transitioningattigher levels of CMMI
o Quality and reliability considerations are addresse

0 Process improvement is envisioned

Such a combination will guide the development of Hoftware for this case study.
Testing and evaluating it in the situation | hahesen will present a solid opportunity to
design an appropriate development protocol comgiXiR and CMMI principles, and to
evaluate the efficacy of the design used to prodioeesoftware for the client.

The next chapter will outline the translation of tP and CMMI principles to a working
methodology and how evaluation of the efforts wWasiped.
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Chapter 3 Methodology
3.1.  Overview of Development and Research M ethodology

There were many uncertainties regarding the prdyefdre implementation.

Additionally, it was not very clear what feature=eded to be developed. | anticipated
that there could be multiple changes to systemsinrements during the development.
Additionally it was not clear how much end usersldaontribute or how much technical
knowledge they had. One assumption was that ifvegved them some prototypes early
in the development, they could see how it coulduoter improved and we could
incorporate their input midway in the developmertigess. This would also require short
development cycles. Due to these factors ExtreragrBmming (XP) seemed as a viable
candidate development methodology. This study @qaired documentation to monitor
the process and evaluate the performance of thieimgmtation to guide the
development. Due to such needs Capability Mativibglel Integration (CMMI) was

seen as a methodology that required appropriatendestation, which would serve as

lessons learned.

For above mentioned concerns and needs, the devetdpnethodology used in this
study relied on an integration of XP and continumpmesentation of CMMI. This choice
of a continuous representation was made sincedpresentation offers maximum
flexibility. Using continuous representation al®or a focus upon specific process
areas, rather than attempting to improve the whrdanizational process. Concentration
on specific process areas, especially the onetedela software production fits the

purpose of developing for priority areas in the WHDI8S better.

Situational awareness principles were integrah&design step of the development.
These principles guided the interface design akagaletermining how to represent
spatial and non- spatial information. Melding th® tdevelopment approaches and
situational awareness principles required carefldction of the correct elements to base
a design methodology upon. This melding is illustlain Figure 3.1. Capability Maturity
Model Integration (CMMI) constituted the framewddt process improvement part of

the methodology. Accordingly, when there were peald in a particular practice during
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the development, that practice would require modtfon. The target goal was capability
level 2 for selected process areas (continuougseptation of CMMI). Extreme
programming primarily guided how the product wob&ldeveloped by setting four
stages of planning, design, programming and testirdgvelop product releases. While
situational awareness only contributed to desiggestCMMI process areas
corresponded to all XP stages. Each of CMMI proeesas required documentation
during development, and this documentation corneded to the stages set by XP as
well. The details of XP and CMMI are explained aidwing sections in detail.

The proposed methodology covered two important@spe systems engineering in
order to satisfy the main research objective: Vémgfineering products to produce and
how such products are produced. With regard tditsieaspect, the intermediate
products of this research will be documentatiounegl by selected CMMI areas.
CMMI’s focus is producing certain products to imypegrocesses, and it does not
explicitly specify how to produce them. For the ge®f this research, my corresponding
purpose is to develop a WEM-DSS for the emergenayagers in Oklahoma. This will
be done by implementing selected process area®MiI@o reach a certain capability
level for the software development process as destby the Software Engineering
Institute. Process improvement will be achievegimducing a set of documentation that
conforms to CMMI standards, which is a key to mamdiscipline in software
development. Selected CMMI areas for this resehasie been explained as well as

justifying why some certain process areas are editt Section 3.3.
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FIGURE 3-1 CMMI, XP AND SITUATIONAL AWARENESS

102



With regard to the second aspect (that is how tigineering of the systems will be
implemented) the proposed methodology utilizestReanethodology as a means to
analyze, design, and implement a WEM-DSS. In tieedture review agile
methodologies were discussed, and they were fdumdbst adaptive and popular
methodologies in the literature reviewed. ExtremegRamming (XP) is a particular agile
methodology, and will be used in this study fortwaie development methodology.
Certain parts of XP methodology will be omitted lewer, due to constraints in research

environment. These modifications and constraint® leeen explained in Section 3.3.

3.2.  XPand CMMI Integration for this Study

3.2.1. Overview of Products: Selected CMMI Process Areas
Among the twenty-two process areas in CMMI for depment, six were initially chosen
to try to achieve due to time limitations of thesearch. These are the process areas that

correspond well with XP practices and thereforetiyoslated to software development.

Project Planning

Project management is a process area under progggement process category. The
purpose of this process area is to develop andtemaiplans that define what to produce
during the course of the development project. Rtg)anning is very important as any
established software methodology requires certaiouat of planning. For the
development of WEM-DSS, planning was an importativay during development and
will involve meeting with project advisors to detene which functionalities to develop
within one to three weeks (which is a time spamuestoptimal according to XP

practices).

Requirements Devel opment

Requirements development is a process area undereening process category. The
purpose of this process area is to identify usguirements and establish corresponding
product requirements. This process is necessargaasnvolvement is central to this
research. For the development of OK-FIRST, theirements development process area

is integrated with the XP practice of user stodelection. As CMMI requirements
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development requires more formal documentation tisam stories, user stories will be

written into formal and technical documentation.

Requirements Management

Requirements management is a process area undeeergg process category. The
purpose of this process is to gauge the requiresradrihe products to identify
inconsistencies between project plans and prodagtsrements, and identify any
necessary changes in requirements. This processsattee only CMMI item that does

not have a direct correspondence in XP. The regeprirements management is selected
is that user involvement (communicating requirers@vith users and getting their
commitment) is central to this research. Additibnakequirements management is

closely tied to requirements development and ptggkmnning.

Risk Management

Risk management is a process area under projecgearent process category. The
purpose of risk management is tracking and momigprisks before and after they occur.
This process area also involves activities to deitez actions to handle risks such as

mitigation planning.

Technical Solution

Technical solution is a process area under engirgeprocess category. The purpose of
this process area is to design and implement teahsolutions to user requirements.
This process area involves evaluation and selecfi@olution alternatives, preparing

designs for selected solutions and implementinggdss

Validation

Validation is a process area under engineeringgzocategory. The purpose of
validation is to show that a product fulfills it#eénded. This process area is important as
this is the way to check is the user requiremeat® been satisfied. Additionally,

validation corresponds to user acceptance tes{® of
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Verification

Verification is a process area under engineerioggss category. The purpose of
verification is to make sure that a product meeg¢sspecified requirements. This process
area is included as verification is a means fotijuassurance. In the context of OK-

FIRST, verification is important in order to delive prototype meeting certain standards.

Often, verification and validation can be confuseth each other. According to CMMI
Product Team (2006), “verification ensures that lgailt it right; whereas, validation
ensures that you built the right thing” (p. 483).order to make sure the right products
have been developed, users are expected to bev@aviol validation process. The reason
for this is developers may not always be able tedee what the actual user expectations
are regarding the software.

Different aspects can be incorporated into veriiisaand validation. Cohn (2004)
mentions the following four: (1) User interfacetieg: to make sure the interface
functions and can be used as expected; (2) Usatabting: to make sure software is
easy to use; (3) Performance testing: to measwefdst and efficient the software
behaves with varying workloads; (4) Stress testiogibserve how the software will

respond when there is extreme number of usersyeiess etc.

Other types of testing such as reliability tesfjaeg. if the system can go without any
crashes for two months, security testing (e.g.kdge of unauthorized access to the

system) can be added to this list as well.

3.2.2. Extreme Programming Activitiesin the Integrated Development

There is no consensus on whether XP and CMMI digdampatible, however it has
been shown that XP can be modified to achieve CNéVi| 2 (K&hkdnen and
Abrahamsson 2004). For a broad review on how XPGI#I are compatible, see the

literature review in section 2.5.7 at page 67.

There will be some modifications to XP due to imggpn with CMMI and due to

limitations of this research. For example, sin@edbvelopment team will consist of one
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person, “pair programming” cannot be implementdtithfese modifications and their

justifications are explained in the remainder @ gection.
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The activities that comprise the development petede implemented include:

Writing Story Cards

It is the responsibility of the customer to writerges, prioritizing them and testing that
stories were developed as expected. The XP cussasheuld be highly interested
persons and can be the future users of the systgmnoduct manager, project manager
and analyst. This activity is related to requiretsatevelopment of CMMI. A typical
user story in the context of WEM-DSS for this stwdwld be:

User story: Emergency manager checks the dew fwi@klahoma City area.
Priority: 9/10

Small Releases

XP is executed though a series of iterations, eaethich usually takes one to three
weeks. At the beginning of each iteration the depelent team decides on each iteration
length. The duration of iteration should be as shsmpossible. Iterations cannot be
extended, meaning that the amount of the work shioellaccommodated within the
predetermined time frame without compromising tbeliy. The complete small release

corresponds to the technical solution process@r€MMI.

The Planning Game

The planning game refers to the iteration planmingng which customers and
developers predict the future, depending on they stards, and the cost estimates based
on these cards. Cost estimates are made by théodeks they are simply man hours and
required money expenditure. Customers prioritizestories and then place the stories
with highest priorities into the first iterationjweh is limited by the amount of work
developers think they can do. After the assignrfamthe first iteration, the remaining
iterations are assigned to stories with decredswe of priority. The customer then
decides on which iterations will constitute releasehenever he/she thinks there are
sufficient stories. The planning game correspoondfé project planning process area of
CMML.
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Refactoring
Refactoring refers to restructuring or rewritingtloé code without modifying its behavior
and functionality. This prevents the decay ofdbde that may cause serious problems in

the near future.

Acceptance Testing

Acceptance testing is an important part of Extré&rmgramming. During an iteration,
acceptance tests are created based on the uses s&lected during the development.
The customer specifies scenarios and expectedsesuhow the particular function will
be realized so that the implemented user storybeaested. It is the responsibility of
customers to confirm the correctness of the acoeptests and evaluate test scores to

provide feedback to developers (Wells 2006).

Continuous I ntegration
The practice of integrating early and often is sgggd in the XP environment, to avoid
situations where there are separate applicatiaisted to be integrated. The purpose of

continuous integration is to save time eventually.

Modifications and Reduced Activities within the Extreme Programming Process

Since the programming team will consist of one perSpair programming” cannot be
attempted and “team code ownership” cannot bezeghliAdditionally, “unit testing” is
also omitted due to limited time. XP also advosatestainable pace, which means that
development should move at a consistent and festTais is certainly a desirable
activity, however, due to the conditions in thisgarch environment (such as
uncertainties in commitment of customers and tesdim@ssistance from OK-FIRST
people), it could not be foreseen whether it wassjiibe to keep the development pace

consistent.

3.2.3. Overview of Proposed | ntegrated Methodology

This methodology was the main component of theallvproject. The model in Figure

3-3 can be viewed as the extended version of adypiP process, which is enhanced

with additional documentation described by CMMInstards. All the documentation to

be produced is grouped under 6 CMMI process aledsate selected for development
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for OK-FIRST. Note that Project Planning of CMMffers to Release Planning of XP,
and Technical Solution of CMMI refers to IteratiohXP. Red colored activities are XP
based, and they determine the flow of the methdtiMCactivities (blue colored) are

anchored to XP processes, and each CMMI activityatos relevant documentation.

As a principle, while there are many instancesazfuinentation to be produced,
documents were kept as compact and simple as possibisidering each iteration should
be done in at most a month (as a principle of 4Ry there is only one principle

developer in this project.
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OF XP, AND TECHNICAL SOLUTION OF CMMI REFERS TO ITRATION OF XP.
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3.2.4. Achieving Generic Goalsand Practices

In order to achieve a capability level of 2, ak tyeneric goals for each of the process
areas need to be satisfied. Under each generidlygral are a number of generic
practices, which are recommended practices, bytatenot obligatory. Below | explain
which generic practices will be implemented, andszh®ome of the practices may be

implemented partially or not at all, and the reasare given for each generic practice.
Generic Goal 1 Achieve Specific Goals

Generic Practice 1.1 Perform Specific Practices

Perform the specific practices of the process tre@velop work products and provide
services to achieve the specific goals of the meeeea.

For each of the process area, it is explained hpmeiBc practices will be implemented in

Section 2.3.2 “Achieving Specific Goals and Praegic
Generic Goal 2 I nstitutionalize a Managed Process

Generic Practice 2.1 Establish an Organizationatyo

This practice is addressed in project initiation.

Generic Practice 2.2 Plan the Process

The purpose of planning process practice is detengirequirements to perform the
process area. This involves preparation of a peodescription, and to get agreement on
the plan from relevant stakeholders (CMMI Produeai, 2006). This goal is addressed
in sections XP and CMMI integration (explained sfeally for each process area) and
project initiation. For the purposes of the dissoh research, the entire dissertation
proposal was a plan of the research process, anortiposal defense was the procedure
to get the agreement on the plan from primary $takiers (end users and committee

members) who are the equivalent of managers irctss.

Generic Practice 2.3 Provide Resources
The purpose of providing resources practice is ngakure that the resources required to
perform the process area are available. Thesenemay include funding, time,

physical facilities, skills, and tools (CMMI Produteam, 2006). This practice was
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addressed at in project initiation, resource plagrsiection. For the purposes of the
dissertation research, resource planning involvestimg with interested parties (may
involve people in dissertation committee, OK-FIRSErs, and emergency managers)
and figuring out required amount of resources imgof man hours, access rights to any

facilities, necessary hardware and software.

Generic Practice 2.4 Assign Responsibility

The purpose of assigning responsibility for proessand products is to ensure that there
is accountability for performing these activitiesachieve aimed results through the
project (CMMI Product Team, 2006). This practiceswaainly reduced to assigning the
project development responsibility to the princigaleloper. Dissertation committee

members naturally had the responsibility to monib@ processes and evaluate the work.

Generic Practice 2.5 Train People

This practice was addressed in project initiatraethodology communication section.

For the purposes of the dissertation researchgrihetraining users (emergency
managers and other potential users who will detemequirements) needed to have is to

learn how to write story cards and validation tests

Generic Practice 2.6 Manage Configurations

This goal primarily applies for configuration maeagent process area of CMMI, and it
can be used in other process areas as well. Howéiggoal will not be addressed in
this project for developing for WEM-DSS; since thlis smaller sized project, change
and version control is not expected to be a frejaetivity. Therefore managing

configurations is not a priority, nor a necessityhis project.

Generic Practice 2.7 Identify and Involve Relevatatkeholders

This goal is addressed in project initiation sectiparticularly stakeholder identification
and stakeholder commitment acquisition subsectiboisthe purposes of the dissertation
research, additional potential stakeholders treab#rer than emergency managers,

committee members and OCS people will be identifieécessary.
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Generic Practice 2.8 Monitor and Control the Preces

The purpose of monitoring and controlling the pssces to be able to take corrective
actions whenever necessary (CMMI Product Team, R0t development process was
structured as it is broken down into pieces thiddoXP methodology, so that it is
possible to monitor and control the processes wite development cycles for the
WEM-DSS to be developed.

Generic Practice 2.9 Objectively Evaluate Adherence

The purpose of objectively evaluating adherengeasiding assurance that the processes
have been implemented as planned that the procesgebes descriptions, standards and
procedures (CMMI Product Team, 2006). Objectivdwat#on for adherence to the
methodology and requirements can only be done dpéople outside the development
team. These people may involve committee membedsseope of this evaluation

depends on how much time they can put into evanaif the process and products.

Generic Practice 2.10 Review Status with Higherdlé&tanagement

The purpose of reviewing status with higher levahagement practice is providing
higher level management with the process as thegirproceeds (CMMI Product Team,
2006). There is no “higher level management” iis $tudy, except that the dissertation
committee members and directors of OK-FIRST casd®n as management people.
Compliance with this goal depends on how much timeg can put into review of the

research, just like Generic Practice 2.9.

3.2.5. Achieving Specific Goals and Practices
This section also contains description of steps@Wd/I process areas shown in Figure
3-3.

Requirements Devel opment

Product Requirement Form
This is a pure CMMI practice and needed for Reguéets Development Specific Goal
2. Based on the user story, the requirements eag(tieat is the developer in this project)

will develop a list for descriptions of architeawequirements, functional requirements,
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component requirements, related processes andsaegessources regarding WEM-

DSS development.

Requirements Management

User Stories Evaluation Form

This is a hybrid product built on user stories X#f) that satisfies CMMI Requirements
Management (Specific Practice 1.1) requirementsegoh user story filled out by OK-
FIRST users, priority, clarity, completeness, appdeness, testability and traceability

are evaluated by requirements engineer (the degelnghis project).

Requirements Change
Requirements change is necessary in applicati@Mi¥ll Requirements Management
Specific Practice 1.3. If a requirement changebénWEM-DSS development due to any

reason, it is recorded into Requirements Changea.for

Requirements Commitment

Requirements commitment is necessary in applicaic®MI Requirements
Management Specific Practice 1.2. That is, for esstécted user story, commitments
from people who are needed to contribute (theybsaoommittee members, OCS people

or emergency managers) are collected and recorded.

Project Planning

Task Description

This document is necessary in application of CMMij€ct Planning Specific Practice
1.1. Each task in the WEM-DSS development neetige tbescribed and relevant

requirements need to be specified.

Work Estimate
This document is necessary in application of CMMij€ct Planning Specific Practice
1.2. For each of the task that is selected to Ipbeimented, estimates of criteria, size and

complexity of tasks and work products, and workneste are evaluated and recorded.
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Project Schedule
This document is necessary in application of CMMij€ct Planning Specific Practice
2.1. For each iteration in the development of tHENWDSS, covered tasks, schedule

assumptions, task dependencies and amount of nasdistince are recorded.

Data Management Plan

This document is necessary in application of CMMij€ct Planning Specific Practice
2.3. For each iteration in the development of tHENWDSS, data content and format
description, privacy requirements, security requeats, mechanism for data retrieval,

reproduction and distribution and schedule of abite of project data are recorded.

Project Resource Plan

This document is necessary in application of CMMij€ct Planning Specific Practice
2.4, 2.5, 2.6 and 3.1. For each iteration in theetment of the WEM-DSS, critical
facilities and equipment lists, skill needs, idBadition of necessary stakeholder

involvement and stakeholder commitment are recorded

Risk Management

Risk and Issue Registers

Risk and issue registers are kept for tracking lerab and foreseen risks throughout the
project. In this study, a risk is identified aheetat to project objectives that has not
occurred yet. An issue is identified as a risk dwtally occurred. This is particularly
useful for calibrating next phase project plannifgr example, if there were too many
issues in one phase / cycle, for the next cycleefdeatures or user stories may be

chosen for implementation.

Technical Solution

Solution Alternatives

This document is necessary in the application oMINlechnical Solution Specific
Practice 1.1. For each task group (iteration) @WEM-DSS development, a set of
solutions should be identified and documentedtt#dl alternative solutions should be
evaluated according to cost, technical limitatiareks, scalability, performance and

complexity criteria.
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Rationale for Selecting Solution Alternative
This document is necessary in the application oMINlechnical Solution Specific
Practice 1.1. Among the alternatives, the bestismlishould be selected, and the reasons

for selecting that alternative should be statetthisi document.

Product Component Solutions
This document is necessary in the application oM@ Nechnical Solution Specific
Practice 1.2. For each of the solution alternafinesessary and/or alternative

components need to be identified in this document.

Rationale for Selected Components
This document is necessary in the application oMINlechnical Solution Specific
Practice 1.2. Among the alternatives, the best amapt arrangement solution should be

selected, and the reasons for selecting that aligenshould be stated in this document.

Product Design
This document is necessary in the application oMINlechnical Solution Specific
Practice 2.1. For the selected product in OK-FIRI8Velopment, use cases, static UML

diagram and activity diagrams need to be creatdddanumented.

Technical Data Package

This document is necessary in the application oMINlechnical Solution Specific
Practice 2.2. For all the products to be develdpe®K-FIRST, product architecture
description, product component descriptions, afwtaled resources will be described in

this document.

Interface Design

This document is necessary in the application oM@ Nechnical Solution Specific
Practice 2.3. For all the products to be develdpe®K-FIRST, interface design will be
described in this section. It will be evaluatediira Situation Awareness point of view.

Interfaces with internal and external componentshei identified.
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User Manual

This document is necessary in the application oMINlechnical Solution Specific
Practice 3.2. This document will contain the instians on how to use the developed
product(s) for the users of the WEM-DSS.

Operator Manual

This document is necessary in the application oM@ Nechnical Solution Specific
Practice 3.2. This document will contain the dggns regarding the product(s), so that
developers will be able to modify it/them in theure for future developments of the
WEM-DSS.

Validation
Validation of the product is carried out by custontethe results of validation indicate
any problems with regards to the implementatiotherdesign, these issues will be fixed

before moving to the next development step in tHEMADSS development.

Validation Test

This document is necessary in the application oMEMalidation Specific Practice 1.1,
1.3 and 2.1. For each product/service to be testéljant user stories and requirements
are identified. The validation process is descrilvath instructions and expected results.
After the tests are executed regarding the WEM-D8&Ilopment, errors (if any) are

recorded, and results are described and evaluated.

Validation Analysis

This document is necessary in the application oMEMalidation Specific Practice 2.2.
For each of the validation test regarding the WEBSXdevelopment, expected results,
actual results and products/services with issue$isted. This is performed by the end

users and the results relayed to the developars®in the next process, verification.

Verification

Verification process is the same as validationgekthat it is carried out by developer. If
the results of verification indicate any problemthwegards to the implementation or the
design, these issues will be fixed before movintheonext development step in the
WEM-DSS development.
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Verification Test

This document is necessary in the application oM@Merification Specific Practice

1.1, 1.3 and 2.1. For each product/service to $tederegarding the WEM-DSS
development, relevant user stories and requirenagatglentified. The validation process
is described, with instructions and expected resAliter the tests are executed, errors (if

any) are recorded, and results are described aldated.

Verification Analysis
This document is necessary in the application oM@ Merification Specific Practice
2.2. For each of the verification test, expecteuiits, actual results and products/services

with issues are listed.

3.2.6. Practicescompletely outside CMMI

Use of user story form is an XP practice that ipkyed in this study. Users will write a
description of tasks they would like to carry auuser story forms, and they will
constitute the user requirements. In order to &) there needs to be a transition from
the informal user story forms (required by XP) toquct requirement form (required by
CMMI). This process will involve interpretation ager story forms and writing them in a
more technical format, so that it conforms to CMdtndards. Lastly, once the iteration
is completed, customers will evaluate the prodyotdidation tests (acceptance tests),
and approve the product is their requirements ate Tiis step is called customer

approval.

3.3. Preliminary Design Considerations

While an agile method will be adopted (that is pobjrequirements are open, and always
subject to change), the researcher neverthelessohas preliminary design
considerations. These considerations stem frora efdhe art practices in decision
support, emergency management, working environuethisimilar WEM-DSS'’s that are

being used by various organizations.

Such practices were discussed throughout thetliteraeview presented in Chapter 2.
This discussion demonstrated that Geographic Iriton Systems support and

situational awareness plays a great role in emeygeranagement decision support.
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Additionally, the broad range of users requiressagration of user customization as a
viable feature.

The multi-hazard approach has been raised througheuntroduction (especially in
research questions and objectives) and literaaview sections of this dissertation. This
has been addressed by including emergency managei@ e involved in various
hazards for inputting to study. These hazards mantlude hazmat, weather related and
fire hazards. Also situational awareness has beeémportant part of the literature
review. Situational awareness oriented princips lbeen adopted during the design of

the interface of the system.

Due to the familiarity of the developer with .NERGRESRI ArcGIS Server, ArcGIS
Silverlight API was decided to be used. All thepplecations were targeted to be
integrated in a Service Oriented Architecture (S@&hion. An SOA infrastructure
allows different applications to exchange data witle another as they participate in
various processes. Service-orientation aims abseleoupling of services with operating
systems, programming languages and other techeslegiich underlie applications.
Additional data sources, such as Google Maps and Kligks can be introduced under

this particular architecture.

The iterative structure of Extreme Programming loamdeal to observe appropriation of
developed technologies and how social structurgeince these processes. This could
simply be done by having emergency managers ewadudat/or use the product.
However, as it is discussed in Chapter 4 (Impleatesrt chapter), user input and
feedback was so limited that such points couldoeotisited within the scope of the case
study.

3.4. Brief Overview of the Methodology

This methodology starts with project initiation thequires documenting organizational
policy, resource planning, methodology communicgtgiakeholder identification and
stakeholder commitment acquisition. After theiation, project continues with the
implementation. When the implementation is finishie project is evaluated. These

activities are described in detail below:
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3.4.1. Project Initiation
The research project will be initiated by complgtfive items as described below.
a. Document Organizational Policy
This activity satisfies CMMI Generic Practice 2Establish an Organizational
Policy. It involves the following:

“Establish and maintain an organizational policygtanning and
performing the process. The purpose of this gerpesctice is to define
the organizational expectations for the processnaakke these
expectations visible to those in the organizatitware affected” (CMMI
Product Team, 2006).

Such a policy can be generated for the correspgrailinprocess areas with the
help from committee members and some input from OCS

b. Resource Planning
This activity satisfies CMMI Generic Practice 2B8ovide Resources. It involves
the following:

“The purpose of this generic practice is to ensha¢ the resources
necessary to perform the process as defined byldéimeare available when
they are needed. Resources include adequate furagipgppriate physical
facilities, skilled people, and appropriate toql€MMI Product Team,
2006).

For each of the process areas, resource plannthglieation need to be done.
c. Methodology Communication

This activity satisfies CMMI Generic Practice 2I5ain People. It involves the

following:

“The purpose of this generic practice is to ensha¢ the people have the
necessary skills and expertise to perform or sugperprocess” (CMMI
Product Team, 2006).

The purpose of this document is to inform the cotteaimembers (aka project
managers) about the process areas, methods anchelo@tion to be produced.
The customers will also be trained on how to preduser stories and validation
tests.

d. Stakeholder identification:
This activity satisfies CMMI Generic Practice 2ldentify and Involve Relevant
Stakeholders. Due to the work environment, the saenson can be identified as
both as a customer and a project advisor. Stakehaldntification involves:
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» Definition of customers: These people will dirdot development on
“what’s” of the project. E.g. “what needs to betbe flood monitoring
screen?”

o Definition of development team: The actual develephteam
principally consists of the researcher (one perddojvever, a few
more people couldnd should be involved to assist the developer
regarding the technical matters and limitationsesgly during the
planning game.

0 Explaining to customers about their duties (st@mds, planning and
testing): This is necessary considering probablgusiomer will have
a prior knowledge about XP.

» Definition of project advisors: These people willedt the development on
“how’s” of the project. E.g. “how to arrange fomfermation panels on the
main screen?”. These people can also act as customether words, they
can direct the development on “what’s” of the pobjes well.

o All the committee members are project advisorstaed input will be
seek as long as they can commit assistance

o Other people, such as people with technical exgeedh OK-FIRST

o People with expertise on software interface design

o0 People with expertise on emergency management

Stakeholder commitment acquisition:

This activity satisfies CMMI Generic Practice 2A&sign Responsibility and

Generic Practice 2.7: ldentify and Involve Relev@takeholders. Stakeholder

commitment will be necessary during the softwanreettsoment process in terms

of dedicating specified time and efforts. Paralbethis, during the project
initiation, a general commitment needs to be ackedged by identified
stakeholders that they will be able to contribotéie study throughout the

development process.
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3.4.2. Implementation
Implementation corresponds to technical solutiarcess area of CMMI and iteration
activity of Extreme Programming. Development methlody will be implemented as
defined in detail in previous section. The basiogples of the iteration are:
» Each iteration should be finished in three to faeeks. During an iteration,
several requirements could be accommodated.
» Several iterations will result in a release. Depegan the project status, one or
few releases can be delivered.

* Project planning will be carried out under supeoriof “project advisers”.

3.4.3. Project Evaluation
Project evaluation is different from validation aretification, which are parts of
development process. Project evaluation will inelad evaluation of

» Overall research project

» Success and Issues with XP and CMMI integration

» Emergency Management Decision support improvement

There will be ideally three groups of people whaleaate:
» Committee members at the management level
» OK-First managers and developers

* Current and prospectus OK-First Users

3.5. Anticipated Timeline
Project initiation phase was planned to be comgdlete2 month after proposal is

presented to the dissertation committee, pendingeagent of the committee to proceed.

The implementation part is to be conducted usicgiti@s at University of Oklahoma
Center for Spatial Analysis, University of Oklahombapartment of Geography and
Oklahoma Department of Wildlife Fishery Researcbhdratory. U input was to be
collected from emergency managers in the Statekt#@ma. At the beginning of the
study however, there was an input session meetitigtlree emergency managers in
Ozark, Arkansas since there was not sufficientolese to conduct an input session

meeting with Oklahoma emergency managers.
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Note that proposed software development methodaoglythe general methodology of
this study are not the same. Rather, proposed adtdevelopment methodology can be
seen as a sub-methodology, whereas the generabaaddlgy of this study encompasses

software development methodology as well as prajeiation and project evaluation.

Another important point concerns the activitieshivitthe proposed software
development methodology. Since the intent is kgt agile principles, it would be
inconsistent to predetermine exactly when the $ipeaitivities will take place. Rather, a
certain amount of time will be devoted to applioatof proposed software development
methodology. Accordingly, the number of iteratioregases, and the exact amount of
hours devoted to coding, testing, planning and dwniation will be decided depending

the course of the development process, and thanmsr

This phase was planned to be completed three tarionths after project initiation was
completed. However, since this is an agile appraaessence, the timeline needs to be
modified during the project. A rough time spanrisgosed instead of a list of
functionality as it cannot be foreseen whethes fiossible to keep the development pace

consistent.

3.6. Summary

This chapter describes the methodology that wasamg, providing details of how the
integration of Extreme Programming and CMMI wereaplished. Specifically, the
selected CMMI process areas and the rationale hssvhow to achieve the generic and

specific goals were explained.

This chapter was finished with description of pretiary design considerations and the

anticipated timeline.
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Chapter 4 Implementation and Analysis
4.1. Introduction

This study was conducted based on the input froergemcy managers that use OK-
First, or had training for it. The reason for thedection was that they were
knowledgeable about using computerized systemsn@rgency management, and it
was possible to contact them through OCS for inplé scope of the product has been
broadly identified as decision support system eerery management. The identification
of the particular functionalities for emergency ragement and the prioritization of

depended on the user input.

The implementation consisted of initial projectrpiang and project execution that
included three phases. Initial project planningsisted of IRB documentation
submission, Draft of Mission Planning, Draft of TkibDescription, Mission Planning

Revision Statement, IRB Approval and Input Sessidh Emergency Managers.

After Project Planning, project continued with FaijExecution. Project execution
involved three development cycles that are typicdxtreme Programming practices.
For each cycle, coding was the priority; therefmest of the time (10 to 15 days) was

allocated for coding practice.

All the coding was done in MS Silverlight, Visuau8lio .NET and using the ArcGIS
Silverlight API. A Silverlight application is wrign in two parts, the XAML code (which

is an extension of XML) and either C# or Visual Bas

4.2. Organization of User Input

User input was mainly in the form of user storiBso input session meetings were
conducted before the implementation and anothestisgssion was conducted during the
development to identify user stories, and to ptimeithem. See Figure 4.1 for the
evaluation of list of user stories at the beginrofthe project (after the first two input
sessions). The first input session was conductedataber 15th 2009 in Ozark,

Arkansas with three emergency managers, the segasd¢onducted on October 23th
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2009 in Norman, Oklahoma with three emergency marsagnd the third was conducted
on January 122010 with four emergency managers in Norman, Gkiah

4.2.1. Acquisition and Evaluation of User Stories

In the first two input sessions prior to implemeiata, a list of potential user stories was
presented. This list was prepared based on datzhwas put together as a result of the
initial interviews with three emergency managens the recommendations of Dr.
Rashed, a committee member, due to his expertitleeo0WEM-DSS. Another resource
for user stories was user evaluations that weleaeld for evaluation of OK-FIRST.
These evaluations were assessed and selectedngostere converted into user story

format.

In the user input sessions, every item in thistiss read to them, and the users were
asked if the particular user story was somethirgfull$or them. They were also asked
how a particular functionality (that correspondsitoser story) would be used, and if

there would be any modifications regarding thisctionality.

They were also asked to identify which functionsewaore important than the others.
While they said all of the user stories were imaottthe responses regarding the
importance of each user story was not structurébeassers were not able to provide
precise answers. Since the unstructured resporesesnot useful, the prioritization was
made by Dr. McPherson, another committee membere&ch story, scores between
zero and ten assigned for four parameters, impogtaease of implementation, clarity
and completeness. A score 10 for importance méanider story was extremely
important, a score 10 for ease to implement méantiser story was extremely easy to
implement, a score 10 for clarity to implement nteghg user story was extremely clear
to understand and a score 10 for completeness rtieanser story was entirely
complete. Another parameter, priory was then ddfesea simple multiplication of
parameters importance and ease of implementatiahranged from zero to a hundred,
with hundred indicating highest priority. Anothearpmeter, called testable indicates
whether a user story is testable or not. Valuetdoeither be “Yes” or “No”. This

evaluation is shown in Table 4-1, along with tharse for each user story and the task
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identification number if the user story has bedacted. Additionally, selected user

stories have been highlighted according to the Idpweent cycle they were developed in.

4.2.2. Selection of User Storiesfor Development Cycles

After the parameters of all user stories were meghd was able to see which user stories
had a higher priority for development. While sogtthem according to their priorities

and selecting those with highest priorities woutdalm obvious choice, from an
organizational and practical point of view it wouldt have been ideal. Therefore these
specifications were not absolutely necessary tovglrather they were treated as guides.
Many of the user stories actually complemented e#obr or developing one was a
requirement for developing another. Therefore deyie a complementary user story
was easier and more practical than implementingnaelated one. Therefore, often for
each development cycle a number of user stories greuped into tasks. Since the
development methodology focuses more on agilityevdwvoiding to spend too much

time on planning the evaluations were limited testn criteria mentioned before.

Additionally, selection of the user stories to leyeloped was done at the beginning of
each cycle, not at once. This allowed the developmpmcess to be flexible, which is an
agile development principle, providing the abilityincorporate any changes or new

additions to user stories. The initial user stoaed their evaluation are shown in Table

4-1, which was slightly modified with further usaput during the implementation.
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TABLE 4-1USER STORIES EVALUATION TABLE BEFORE IMPLEMENTATION

Imp e Ease to Priority  Clarity Completene Testable Source
Implement ss
80 Dr. Rashed and |, and approved at
1 Userzooms in to map 8 10 10 8 Yes first two input session meetings
80 Dr. Rashed and |, and approved at
2 User zooms out of map 8 10 10 8 Yes first two input session meetings
60 Dr. Rashed and |, and approved at
3 User pans across map 6 10 10 8 Yes first two input session meetings
User identifies features (point 90 Dr. Rashed and |, and approved at
4 selection) 9 10 10 8 Yes first two input session meetings
18 Dr. Rashed and |, and approved at
5 User zooms to the map extent 3 6 10 8 Yes first two input session meetings
User zooms to the bookmarked 48 Dr. Rashed and |, and approved at
6 features using a dropdown menu 6 8 10 10 Yes first two input session meetings
10 Dr. Rashed and |, and approved at
7 User draws a hazard response plan 10 1 8 4 Yes first two input session meetings
10 Dr. Rashed and |, and approved at
8 User edits a hazard response plan 10 1 8 4 Yes first two input session meetings
10 Dr. Rashed and |, and approved at
9 User shares hazard response plans 10 1 8 8 Yes first two input session meetings
10 Dr. Rashed and |, and approved at
10 User erases hazard response plans 10 1 8 10 Yes first two input session meetings
User attaches building specific 10 Dr. Rashed and |, and approved at
response plan(s) to the hazard first two input session meetings
11 response plan 10 1 8 2 Yes
User views locations of emergency 40 Dr. Rashed and |, and approved at
vehicles on the map real time first two input session meetings
12 (prototype) 8 5 10 6 Yes
User toggles between different types 25 Dr. Rashed and |, and approved at
13 of emergency vehicles 5 5 10 10 Yes first two input session meetings
User views locations of emergency 10
managers on the map real time
14 (prototype) 2 5 10 6 Yes First Input Session Meeting
User views labels on top of emergency 35 Dr. Rashed and |, and approved at
15 vehicles on the map 7 5 10 10 Yes first two input session meetings
80 Dr. Rashed and |, and approved at
16 User views topographic maps 8 10 10 10 Yes first two input session meetings
80 Dr. Rashed and |, and approved at
17 User views land cover satellite imagery|8 10 10 10 Yes first two input session meetings
80 Dr. Rashed and |, and approved at
18 User views land use maps 8 10 10 10 Yes first two input session meetings
50 Dr. Rashed and |, and approved at
19 User views real time radar data 10 5 10 10 Yes first two input session meetings
27 Dr. Rashed and |, and approved at
20 User views building floor plans 3 9 10 10 Yes first two input session meetings
User views building floor plans by 7 Dr. Rashed and |, and approved at
21 clicking on the building on the map 7 1 10 10 Yes first two input session meetings
User views building floor plans by 56 Dr. Rashed and |, and approved at
clicking on the building name from a first two input session meetings
22 drop down menu 7 8 10 10 Yes
User draws polygons on the fly during 48 Dr. Rashed and |, and approved at
23 response 8 6 10 8 Yes first two input session meetings
User views what critical facilities are in 45 Dr. Rashed and |, and approved at
24 adrawn polygon automatically 9 5 10 8 Yes first two input session meetings
User ranks the selected facilities based 42 Dr. Rashed and |, and approved at
25 on an attribute 7 6 10 8 Yes first two input session meetings
User views a checklist for actions to do 72 Dr. Rashed and |, and approved at
26 for certain events 9 8 10 10 Yes first two input session meetings
Useridentifies a hot emergency area [o] Dr. Rashed and |, and approved at
27 on the map 0 7 10 8 Yes first two input session meetings
User defines hot/warm/cold 0 Dr. Rashed and |, and approved at
28 emergency areas as buffer rings 0 6 10 8 Yes first two input session meetings
User sees the interface change colors 20 Dr. Rashed and |, and approved at
29 when the threat level changes 10 2 10 6 Yes first two input session meetings
User views near real time cameras on 45 Dr. Rashed and |, and approved at
30 |the map 9 5 10 8 Yes first two input session meetings
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Story Story Importance Ease to Priority Clarity Completene Testable Source
ID Implement ss
User sends text based messages to 32 Dr. Rashed and |, and approved at
31 other users 8 4 10 8 Yes first two input session meetings
An administrative level user specifies 4 Dr. Rashed and |, and approved at
amessage that will be displayed on all first two input session meetings
32 [the user’s interfaces 2 2 10 7 Yes
User toggles between different data 80 Dr. Rashed and |, and approved at
33 source 10 8 10 10 Yes first two input session meetings
User views weather radar data that is 60 Dr. Rashed and |, and approved at
34 refreshed every 1 minute 10 6 10 8 Yes first two input session meetings
User accesses archived incident map 63 Dr. Rashed and |, and approved at
35 reports and statistics 9 7 10 6 Yes first two input session meetings
30 Dr. Rashed and |, and approved at
36 User customizes mapping application (10 3 10 4 Yes first two input session meetings
30 Dr. Rashed and |, and approved at
37 User saves customized settings 10 3 10 10 Yes first two input session meetings
32
38 User splits the interface into two maps [8 4 10 8 Yes OK-FIRST User evalulations
User selects the county name from a 40
39 drop down list to zoom in 5 8 10 10 Yes OK-FIRST User evalulations
User can view county names on the 90
40 map 10 9 10 10 Yes OK-FIRST User evalulations
41 User views names of towns 10 9 90 10 10 Yes OK-FIRST User evalulations
User orients the map by rotating it 18
42 with a compass 3 6 10 10 Yes First Input Session Meeting
User views critical facilities’ building 35
43 square footage 5 7 10 6 Yes First Input Session Meeting
User views critical facilities by 64
selecting them from a drop down
44 menu 8 8 10 10 Yes First Input Session Meeting
User views the address book to contact 70
people in critical facilities and other
45 agencies 10 7 10 6 Yes First Input Session Meeting
User views website of a critical 63
46 building by clicking on it 9 7 10 10 Yes First Input Session Meeting
User views phone number for a critical 70
47 building by clicking on it 10 7 10 9 Yes First Input Session Meeting
User views what shelters are in a 50
48 drawn polygon automatically 10 5 10 8 Yes First Input Session Meeting
User chooses whether shelters and/or 40
critical facilities will be displayed by
clicking on checkboxes when a polygon
49 is drawn 8 5 10 10 Yes First Input Session Meeting
User views a shelters capacity, 60
proximity to drawn polygon and
50 contact information 10 6 10 9 Yes First Input Session Meeting
User views shelters as soon as a hot 50
51 zone is identified 10 5 10 8 Yes First Input Session Meeting
User can view fire department 56
according to the level of training they
have, type of fire trucks and other
52 resources 8 7 8 7 Yes First Input Session Meeting
53 User views flood plain maps 10 9 90 10 10 Yes Second Input Session Meeting
User views hazmat information 70 Second Input Session Meeting
54 regarding critical facilities 10 7 10 8 Yes
55 User can access chat logs later 7 7 49 10 8 Yes Second Input Session Meeting
User observes the color of the 40 Second Input Session Meeting
buildings which are in the hot zone
56 change color 8 5 10 6 Yes
User observes flood gauge 70 Second Input Session Meeting
57 measurements (prototype) 10 7 10 8 Yes
58 User views base reflectivity NA Yes Second Input Session Meeting
User accesses to hazmat information 70 Second Input Session Meeting
based on ERG number with a hyperlink
59 |onthe critical facilities 10 7 10 8 Yes
60 Second Input Session Meeting
User views downrange isolation and
protective distance of hazmat by
specifying type of hazmat, the amount
60 |of the leak and the wind direction 10 6 10 8 Yes
User observes the wind direction from 10 Second Input Session Meeting
61 |the interface 10 1 10 9 Yes
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4.3. Implementation

After the user stories were collected, evaluateidriized a number of them were
selected for each development cycle, the implentientphase began.

As a requirement of CMMI project management proeess, issues and risks regarding
the project were collected before the coding precAs shown at Table 4-2, nine issues
or risks were identified before the start of fulstvelopment cycle. Two items (issue #4
and #5) that first were classified as risks, waterlconverted to issues when they
occurred.
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TABLE 4-2 ISSUES AND RISKS THAT WERE RAISED BEFORE DEVELOPMENCYCLES

Response
Description Impact Bl
. Probability ~ Exposure  Action Mitigation R
L S — ®) (SxP)  Person Plan Cepthosreviaian)
) (1) There was insufficientresponse  |(1) An alternative meeting was
Insufficient response for Input Session:| . E_‘ln) isn'as't'::s‘::’”:c' without from OK. 8 emergency managers arranged in AR on 10-15-09
1 Issue Sufficient emergency managers may not {he project Moderate (3) |Likely (4) 12 Naci Dilekli |NONE @ Wpa\turml conductin 9/25/2009 |Occurred across OK responded. Responders  |(2) Another meeting with OK  (10/20/2009
respond for an input session prol it eass o ctng were scattered and itwas not Managers was
P possible to get together easily arranged on 10-20-09
Developer may not contact emergency Communicat (1) User story request email was sent
(as mass contact) for user e with OCS in |(1) Communicate with the o o T10 1000
2 Issue  [Storieson time: Al the emergency Project Delay |Moderate (3) [Moderate (3) 9 Naci Dileki, fadvance to |emergency managers that|, o1 /5009 |occurred — |(2) Communications person said they |Use the contingency plan 10/29/2009
managers are subscribed to an email ocs contact developer contacted - :
N N 'won't be emailing anymore since they
list. Developer is not subscribed; he can emergency  |before dontwant to use the list frequent
only contact them through OCS. managers quently
(1) Contact emergency
managers whose contact 1) User story request email was sent
Delay in User Communications: Since information has been ((m) 109500 T’nsiad 101008
3 Issue OCS contacts all the Emergency Project Delay  |Minor (2) Likely (4) 8 Naci Dilekli [NONE acquired through input 116/59/2009 |Occurred ~ [(2) Communications person said they |Use the contingency plan Has not been
Managers, developer has no control over sessions, individual B N closed
N 'won't be emailing anymore since they
whether an email is sent or not meetings or from the ones don'twantto use the list frequently
replying to previous
email
Insufficient response for User Stories: Since the beginning of the project,
ssue mergency Managers may not respon ) inor ikel aci Dilekli ccurred  |only one emergency personnel sent [Use the contingency plan
4 I Emergency Manag y pond | Mere limited fyor o Likely (4 8 Naci Dilekli |NONE (1) Use requirements 1, 6,59/5009 |0 d ly gency p I sent |Use the contingency pl Has not been
. user input from input session only closed
to the request for the user stories a user story
(1) Ask committee
members for acceptance . o .
Insufficient response for Acceptance testings Since the beginning of the project,
. Very Likel Lo 9 . Has not been
5 Issue Testing: Emergency Managers may not ﬁ;.ly‘,mfd Minor (2) (S)ry y 10 Naci Dilekli |NONE (2) Have a third partydo ~ |10/29/2009 |Occurred  |only no emergency personnel sent  (Use the contingency plan closed
rchoose to do acceptance testing P acceptance testing an acceptance testing
(3) Skip acceptance
tocti
Hardware Problem at CSA: Malfunction |, 0~ ve Naci Dilekli (ngbw‘”k atoODWC Fish
6 Risk in the computer or the internet csA Serious (4) U I“;( Iy (1 4 and Brian NONE (2) Have the computer 11/12/2009 |Open
connection at CSA nlikely (1) Hart ‘ Py
fixed
Software Problem at CSA: Malfunction | Very Naci Dileki (1) Work at OBWG Fish
7 Risk in any of these software: The Windows pe Serious (4) Unlikely (1 4 and Brian NONE 2) Have the relevant 11/12/2009 |Open
XP, Visual Studio.NET, ArcGIS Server nlikely (1) Hart (¢
software fixed
Hardware Problem at ODWC: Naci Dilekli
8 Risk  [Malfunction in the computer or the ac:"":;r“;”'k at | critical (5) xe;yk Y 5 and Greg  |NONE 52 :ave the computer 114/15/2009 |Open
internet connection at CSA Y nlikely (1) Summers '
Softy Probls t ODWC: P
Welfuncion in any of hese software: The |Cannotwork at Ve Naci Dilekli (L Have the relevant
9 Risk Yy Critical (5) v 5 and Greg  [NONE software fixed 11/12/2009 |Open
Windows XP, Visual Studio.NET, ArcGIS [anywhere Unlikely (1)
Server Summers (2) Accept the risk




4.3.1. First Development Cycle

The first development cycle of implementation t@@khours. 397 lines of XAML code
and 518 lines of C# code were written. Based oreatimg with Dr. McPherson, 26 user
stories were selected as shown in Table 4-3 alatigtheir corresponding parameters.
This table contains the user stories evaluatiomfibrat is a requirement of CMMI
Requirements Management process area. It is spabifspecific requirement 1.1 within

the process area.

Selected user stories were organized accordinig tasks including managing layers,
navigation, tracking management, sketching / selechanagement, action checklist and
address book. For these tasks, then, a projeatipigulocument was created shown in
Table 4-4 This form is needed for CMMI project planning pess area, and is composed
of a combination of smaller forms that were intégganto a single document for
practicality. The project planning form includeskalescription, work estimate, project
schedule and project resource plan informationchviare required by CMMI Project
Planning specific practices 1.1, 1.2, 2.1, 2.4, 2.6 and 3.1. While it was not among the
original project planning requirements, the devefagecided to include actual costs and
actual schedules in project planning documentetp kee project delays for individual
tasks. Also the solution alternatives and the natli® for the selected solution have been

discussed in Table 4-5.

132



TABLE 4-3USER STORIES EVALUATION FORM FOR FIRST DEVELOPMENT
CYCLE

Task Story Story

nce Ease to

ority Clarity Completene Testable Source

1D Implemen ss
80 Dr. Rashed and |, and approved at
1 1 User zooms in to map 8 10 10 8 Yes first two input session meetings
80 Dr. Rashed and |, and approved at
1 2 User zooms out of map 8 10 10 8 Yes first two input session meetings
60 Dr. Rashed and |, and approved at
1 3 User pans across map 6 10 10 8 Yes first two input session meetings
18 Dr. Rashed and |, and approved at
1 5 User zooms to the map extent 3 6 10 8 Yes first two input session meetings
User orients the map by rotating it 18
1 42 with a compass 3 6 10 10 Yes First Input Session Meeting
80 Dr. Rashed and |, and approved at
2 16 User views topographic maps 8 10 10 10 Yes first two input session meetings
80 Dr. Rashed and |, and approved at
2 17 User views land cover satellite imagery|8 10 10 10 Yes first two input session meetings
80 Dr. Rashed and |, and approved at
2 18 User views land use maps 8 10 10 10 Yes first two input session meetings
27 Dr. Rashed and |, and approved at
2 20 User views building floor plans 3 9 10 10 Yes first two input session meetings
User toggles between different data 80 Dr. Rashed and |, and approved at
2 33 source 10 8 10 10 Yes first two input session meetings
User can view county names on the 90
2 40 map 10 9 10 10 Yes OK-FIRST User evalulations
2 41 User views names of towns 10 9 90 10 10 Yes OK-FIRST User evalulations
User views locations of emergency 40 Dr. Rashed and |, and approved at
vehicles on the map real time first two input session meetings
3 12 (prototype) 8 5 10 6 Yes
User toggles between different types 25 Dr. Rashed and |, and approved at
3 13 of emergency vehicles 5 5 10 10 Yes first two input session meetings
User views locations of emergency 10
managers on the map real time
3 14 (prototype) 2 5 10 6 Yes First Input Session Meeting
User views labels on top of emergency 35 Dr. Rashed and |, and approved at
3 15 vehicles on the map 7 5 10 10 Yes first two input session meetings
User identifies features (point 90 Dr. Rashed and |, and approved at
4 4 selection) 9 10 10 8 Yes first two input session meetings
User draws polygons on the fly during 48 Dr. Rashed and |, and approved at
4 23 response 8 6 10 8 Yes first two input session meetings
User views what critical facilities are in 45 Dr. Rashed and |, and approved at
4 24 adrawn polygon automatically 9 5 10 8 Yes first two input session meetings
User ranks the selected facilities based 42 Dr. Rashed and |, and approved at
4 25 on an attribute 7 6 10 8 Yes first two input session meetings
User views phone number for a critical 70
4 47 building by clicking on it 10 7 10 9 Yes First Input Session Meeting
Userviews what shelters areina 50
4 43 drawn polygon automatically 10 5 10 8 Yes First Input Session Meeting
User chooses whether shelters and/or 40
critical facilities will be displayed by
clicking on checkboxes when a polygon
4 49 is drawn 8 5 10 10 Yes First Input Session Meeting
User views a shelters capacity, 60
proximity to drawn polygon and
4 50 contact information 10 6 10 9 Yes First Input Session Meeting
User views a checklist for actions to do 72 Dr. Rashed and |, and approved at
5 26 for certain events 9 8 10 10 Yes first two input session meetings
User views the address book to contact 70
people in critical facilities and other
6 45 agencies 10 7 10 6 Yes First Input Session Meeting
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TABLE 4-4 PROJECT PLANNING FOR THE TASKS DEVELOPED IN FIRSEMELOPMENT CYCLE

Task Task Description Relevant
ID Requirements

Actual Time Actual Date Started
and Finished

Estimate Criteria Size and Complexity of tasks and work products

Work Estimate Project start and
end dates It Took

14

This task involves
development of

navigation

controls 1,2,3,5,42

Mapping data

collection, display 16, 17, 18, 20,

and management 33, 40, 41

Emergency vehicle
and person
tracking and
management

Mapping and
managing critical
facilities and
shelters
information

according to user 4, 23, 24, 25,

specified polygon 48, 49, 50

Checkbox for
necessary actions 26

Address book 45

12,13, 14,15

Size of similar
Silverlight
projects

Size of similar
Silverlight
projects

Size of similar
Silverlight
projects

Size of similar
Silverlight
projects

Personal
experience
based on .NET

Personal
experience
based on .NET

A similar application at resources.esri.com
(http://resources.esri.com/help/9.3/arcgisserver/apis/silverlight/samples/star
t.htm#ToolBarWidget) involves a XAML file of 82 lines, and a C#file of 200 lines
containing 6 classes. Zoom in, zoom out and pan can be automatically done by

mouse input (with the use of roller). The zoom extents eventis the only one

that will require programming. The estimation then is it will take half the size

of the similar application at resources.esri.com 5hours

This task is data collection intense. Toggling between data sources requires a
radiobutton control. A similar application
(http://resources.esri.com/help/9.3/arcgisserver/apis/silverlight/samples/star
t.htm#SwitchMap). It is estimated the developed application will have a

slightly larger size due to the more data services that are required application. 8 hours
An application at resources.esri.com to display graphical objects
(http://resources.esri.com/help/9.3/arcgisserver/apis/silverlight/samples/star
t.htm#AddGraphics) involves a XAML file of 38 lines, and a C#file of 222 lines
containing 6 functions. The application that will be developed will not have as

many different objects as in this reference application. However, there needs

to be an algorithm to randomly generate emergency vehicle and people

locations. Besides, since user will toggle the types of emergency vehicles, it

will add some more complexity. Overall, it is estimated the developed

application will have somewhat larger size compared to the reference

application. 8 Hours
A similar application
(http://resources.esri.com/help/9.3/arcgisserver/apis/silverlight/samples/star
t.htm#SpatialQuery) involves a XAML of with 129 lines, and a C# file of 163 lines

with 5 functions. The example does not include the ability to sort the records

according to a polygon. In addition, there needs to be a checkbox to limit what

type of buildings can be selected. Lastly, distances from the drawn polygon and

the shelter or facility location needs to be calculated. It is expected that these
requirements will make the size of the task 2-3 times the size of the referenced
application 12 hours

This is a fairly simple task, requiring no GIS component. This requires setting up

a data table for the necessary actions, and classifying them according to the

hazard type and magnitude. It will require setting up two drop down menus

and several functions to read from the data tables based on the selection. 6 hours

This is a fairly simple task, requiring no GIS component. This requires setting up
a data table for the contact information. There will be a listbox that the user
can scroll to view the contact information. 4 hours

This task will be

started on 11/16/09

and finished the

same day 6 Hours

This task will be

started on 11/18/09

and finished on

11/19/09. 30 hours

This task will be

started on 11/17/09

and finished on

11/19/09. 6 hours

This task will be

started on 11/19/09

and finished on

11/20/09. 18 hours

This task will be

started on 11/23/09

and finished the

same day 4 hours

This task will be

started on 11/24/09

and finished the

same day 4 hours

This task was started
on 11/16/09 and
finished the same day

Generated arbitrary
floor plans on 16-11-
09, generated arbitrary
Critical Facilities or
Shelters information
17-11-09, Added local
services on 11/30/2009

This task was started
on 11-19-09 and
finished on 11-18-09

This task was started
on 12-1-09 and
finished on 12-3-09

This task was started
on 12-3-09 and
finished on 12-4-09

This task was started
on 12-3-09 and
finished on the same
day



SET

Task Task Description

ID

This task involves
development of
navigation
controls

Mapping data
collection, display
and management

Emergency vehicle
and person
tracking and
management

Mapping and
managing critical
facilities and
shelters
information
according to user
specified polygon

Checkbox for
necessary actions

Address book

Schedule Assumptions

There will not be any
major interferences to
this work

There will not be any
major interferences to
this work

There will not be any
major interferences to
this work

There will not be any
major interferences to
this work

There will not be any
major interferences to
this work

There will not be any
major interferences to
this work

Task Dependencies Potential
Risks

List of Managed Data

This task does not
depend on any

other tasks None None
Topographic maps,
landcover satallite
imagery, landuse maps,
building floor plans,

This task does not counties and their

depend on any names, towns and their

other tasks 11 names

This task does not

depend on any

other tasks 10 None

This task does not

depend on any Sample or arbitrarily

other tasks 12,13 generated data

This task does not

depend on any Sample or arbitrarily

other tasks None generated data

This task does not

depend on any Sample or arbitrarily

other tasks None generated data

Schedule of
collection of
project data

NA

Task
implementation
will start with the
data generation

NA

Task
implementation
will start with the
data generation

Task
implementation
will start with the
data generation

Task
implementation
will start with the
data generation

Critical facilities and equipment
list

Computer with Visual Studio.NET,
Silverlight for Visual Studio.NET,
Silverlight API for ArcGIS Server
and ArcGlIS Server.

Computer with Visual Studio.NET,
Silverlight for Visual Studio.NET,
Silverlight API for ArcGIS Server
and ArcGlIS Server.

Computer with Visual Studio.NET,
Silverlight for Visual Studio.NET,
Silverlight API for ArcGIS Server
and ArcGlIS Server.

Computer with Visual Studio.NET,
Silverlight for Visual Studio.NET,
Silverlight API for ArcGIS Server
and ArcGlIS Server.

Computer with Visual Studio.NET,
Silverlight for Visual Studio.NET,
Silverlight API for ArcGIS Server
and ArcGlIS Server.

Computer with Visual Studio.NET,
Silverlight for Visual Studio.NET,
Silverlight API for ArcGIS Server
and ArcGlIS Server.

Problems Encountered

None

Seeissues 15, 16, 17, 18,
19, 20, 21, 22 in the Risks
and Issues register

Tracking Data
Inavailability: Developer
does not have access to
a datafeed for
emergency vehicle
locations or emergency
people. Therefore
Developer generated a
random algorithm

Developer was not able
to calculate distances
from the drawn polygon
and the shelter or
facility location.

None

None



Use case diagrams were created as shown in Figlirélde case diagrams along with
other product design documents such as activityrdras are necessitated by CMMI,

specifically in Technical Solution process are&csic practice 2.1.
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zooms to whole map
extent

views emergency
vehicles

draws polygons on
the fly

views what facilities are
in a drawn polygon
automatically

views what shelters are
in a drawn polygon
automatically

views phone number for a
critical building after
selection

puts labels on
emergency vehicles and people

chooses whether shelters and/or
critical facilities will be
Emergency Manage displayed by clicking on checkboxes

toggles between different
types of emergency vehicles
and people

identifies features

views topographic
maps

views a checklist for
actions to do for certain
events

views land use maps

views the address book to
contact people in critical
facilities and other agencies

views building
floor plans

toggles between
different data sources

views county names
on the map

FIGURE 4-1 USER STORIES AND TASKS THAT WERE DEVELOPED IN THE
FIRST DEVELOPMENT CYCLE
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TABLE 4-5 SOLUTION ALTERNATIVES IN FIRST DEVELOPMENT CYCLE WIH SELECTED SOLUTIONS
HIGHLIGHTED

framework, tl

herefore Silv

rlight solution alternative

was chosen.

User Sto Technical
i TaskID | TaskTitle and D I Alternative Cost estimate P Risks d and Disad C |
1D Limitations
B Learning may delay the actual Flex has been around for longer, there |In general, complexity of Flex and Silverlight are
Flex Learning Flex syntax |NA B . :
- development are more examples on ESRI website similar in the length of code and complexity
All All Determining the Platform
Silverlight Framework and Silverlight APl |Programmer has familiarity with .NET, .
for Development " " Relatively shorter o . e N . v In general, complexity of Flex and Silverlight are
Silverlight K NA have been released a lot more recently. |and Silverlight uses .NET framework for| =~ )
learning curve . similar in the length of code and complexity
Therefore programming end
for Selecting the ion Alternative: Since the methodology of this study relies on extreme programming’s short development cycle premise, developer has to adopt the fastest working solution. The programmer has familiarity with the .NET

Using the

It already is in the
ArcGIS for Silverlight

Customizing controls is not

If no mofifications are necessary, then there is no

put the local

12,13, 14, 15

services. Dat:

regarding of critical faciliti

es and shelters need to be local.

This task involves ESRI.ArcGIS.Client.Toolkit:Na NA n B No development efforts are needed complexity regarding the use. If developer wants to
PR API. 1 hour to straightforward if needed N A .
1,2,3,5,42 1 development of vigation i make changes to the functionality, it will take time.
- integrate
navigation controls = - - — =
Developing a navigation . It may not be accomadated within the Developer will have alot more control
40 working hours NA . . Very complex
control from scratch available time frame over the component
for Selecting the ion Alternative: It is available. No other components are available
Similar services exist
locally, soitis a little
more costly then the
other alternative It will increase the requests to the server.|In case ArcGIS data services are no . . B B
B . . N . . R o Complexity of the alternatives for this solution are
. . Serving the data locally since it requires NA A lot of the required data is large raster |longer available, the system as it is o
Mapping data collection, . . . similar
16, 17, 18, 20 2 . publishing the data sets now will still work.
display and management .
services on the
server. 8 working
hours
Using outside data services |Easy to implement. 6 ArcGIS Services may not be online in the Complexity of the alternatives for this solution are
R " NA It reduces the load on the server o
whenever possible working hours future similar
le for Selecting the ion Alternative: Both solutions are valid and selected depending on the situation. For server performance and ease of development outside services are preffered. If ArcGIS data services are discontinued, it is always possible to

Emergency vehicle and
person tracking and
management

Installing GPS signal
receivers and emitter
devices, integrating them
with the server and
application

Vert costly, money- [No hardware

wise and time-wise. |available,
Not possible to make |bureaucracy, no
an estimate without |platform to

integrate into the
silverlight system

acomprehensive
analysis

Itis likely that this would not be
managed within the available time frame

Accurate and completely working
system

Very complex

Putting random points for
showing the potential
benefits of this functionality

Easier to implement.

None
10 working hours

Itis not the real application

It gives an idea of the feature's
usefulness without taking all the risks
and taking on the costs

Far easier to implement than the other alternative

Rationale for Selecting the Solution Alternative: Due

to the time frame and highly probable technical issu;

s and risks, a prototype needed to be developed

Mapping and managing

Using the spatial query tool

10 hours of
development time

It seems like implemantation can be

applications

critical facilities and None None Fairly complex
23,24, 25, . . example, and modifyingit  |for modification and done with relatively little effort Y P
4 shelters information N N
48, 49, 50 . integration
according to user — -
. Writing the code from . Developer will have alot more control N
specified polygon 30 working hours None None R . Fairly complex
scratch over the implementation
for Selecting the Alternative: Due to the time frame and the risks, a prototype will be developed
Writing the code from . Developer will have a lot more control . .
Checkbox for necessa scratch S e uin DL over the implementation eIy aE
26 5 N v " P Leementat N N
actions . - - A short survey did not reveal any similar [Shorter development and integration B N
Using an existing application |Unknown hours None I . Fairly simple
applications time
for Selecting the Alternative: A short survey did not reveal any similar applications, so developer decided to implement the code from scratch instead
Writing the code from B Developer will have a lot more control B B
S 5 working hours None None over the implementation Fairly simple
45 6 Address book - — u linp ] — —
. . . A short survey did not reveal any similar |Shorter development and integration . R
Using an existing application |Unknown hours None Fairly simple

time

Rationale for Selecting the Solution Alternative: A short survey did not reveal any similar applications, so developer decided to implement the code from scratch instead




For visual organization of tasks in the, a simpleiface design schema was designed as
shown in Figure 4-2. This was required by CMMI Teickal Solution process area,
specific practice 2.3. While originally, navigatioantrols were planned to be placed on
the lower left corner, however due to insufficispace in the interface during

development, they were placed on the lower righteo
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Managing Layers

Tracking
Management

Map(s)

Address Book

Action Checklist

Sketching and
Selection
Management
Main Panel

Search Results

Navigation

FIGURE 4-2 INTERFACE DESIGN FOI FIRST DEVELOPMENT CCLE
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Navigation (Task #1)

This task refers to the following user stories thate identified in the input sessions in
the project.
» User zooms in to map (User story #1)
» User zooms out of map (User story #2)
* User pans across map (User story #3)
» User zooms to the map extent (User story #5)

» User rotates map (User story #42)

A navigation tool was placed on the applicatiomgsKAML code, simply using the

Navigation component in ESRI ArcGIS Silverlight Tkia

Managing Layers (Task #2)
This task refers to the following user stories thate identified in the input sessions in
the project.

» User views topographic maps (User story #16)

» User views land cover satellite imagery (User sttiy)

» User views building floor plans (User story #20)

» User toggles between background maps (User st@y #3

» User can view county names on the map (User sy #

» User views names of towns (User story #41)

Layer management panel is important from situatiameareness point of view. Using
this panel, that user can opt to decrease the anobdetail and complexity of data to

avoid data overload and complexity creep, whichdaterrents of situational awareness.

A layer can be turned on and off by the checkboxheneft. Transparency of a layer can
be adjusted by the slide bar in the middle. Atehd of first development cycle, there
were 7 layers available for managing, including:
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Background Layer: A layer showing either the straap, topographical map or
the satellite imagery. All the background layers i@atrieved from ArcGIS online
maps, as rest services.

Counties: A layer showing the boundaries and nashesunties in Oklahoma.
Buildings: A layer showing the buildings in NormadK.

Critical Facilities and Shelters: A prototype lag&iowing the critical facilities
(Police stations, fire stations, schools, hospiald shelters) in Norman, OK. This
layer was generated by arbitrarily assigning somklings in buildings layer as
critical facilities and shelters.

Building Plans: A prototype layer showing the bunlgiplans of the critical
facilities in Norman, OK. A single building plan warawn first and it was
resized, rotated and placed over each of the @ritacilities and shelters.
Tracking Layer: A prototype graphics layer showihg locations for emergency
vehicle and people locations. It was designedgpldy fire vehicles, police
vehicles and field responders. In ArcGIS Serveayraphics layer only displays
dynamic graphics that are generated in runtime.

Sketching Layer: A graphics layer that controls\sgbility of the sketching
graphics. Sketching is done through the top rigimsp.
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Mannoe Layers

||£| = |;| Background Layer
[+ _|;| Counties

[] = |;| Buildings

[+ _|;| Building Plans

[« = |;| Critacal Facilities
|£| _|;| Tracking Layer
[« = |;| Sketching Layer

FIGURE 4-3 MANAGE LAYERS PANEL

&

FIGURE 4-4 APPLICATION INTERFACE WITH SOME LAYERS TURNED OFF
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FIGURE 4-5 TRANSPARENCY FOR THE BACKGROUND LAYER ADJUSTED
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The ability to turn on and off layers as in Figdgr8 Manage L ayer s PanelFigure 4-3

lets user to focus on certain spatial informateomd filter out other information that may
distract him/her. This ability is exemplified ingtire 4-4 with turning off all the layers
except building plans and tracking features of g@ecy vehicles and personnel. The
ability to adjust transparency as in Figure 4-6rig of alternative methods to focus on

certain features while decreasing the visual sedieaf certain other spatial features.

Tracking Management (Task #3)

This task refers to the following user stories thate identified in the input sessions in
the project.
» User views locations of emergency vehicles on tap neal time (prototype)
(User Story #12)
» User toggles between different types of emergeetycles (User Story #13)
» User views locations of emergency managers on tqeneal time (prototype)
(User Story #14)

» User views labels on top of emergency vehicleshemtap (User Story #15)

This task was developed as a prototype. The putigdsebring live spatial information
alongside static spatial data to allow users teramore complete operational picture.
Inclusion of live elements is very important fromsituational awareness oriented design,
because the first two levels of situational awassnehich are perception and
comprehension of current situation require provisdbreal time or near real time
information. This information is later used to amhe the third and last level of situational
awareness, which is projection of future situatiome spatial information is also
introduced in third development cycle, with livaroaras and real time weather data

features.

Ideally, there would be vehicles with signal enmgteending GPS coordinates of the
vehicle to a server to locate them on the appbeatiVith this application, the
movements of virtual vehicles and emergency perslaomthe map were made to be

random.
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Sketching and Selection Management (Task #4)

This task refers to the following user stories thate identified in the input sessions in
the project.
» User identifies spatial features by point selec{ideer Story #4)
* User draws polygons on the fly during response (3sery #23)
» User views what facilities are in a drawn polygaomoanatically (User Story #24)
» User ranks the selected facilities based on aivatitr (User Story #25)
» User views phone number for a critical buildingdbigking on it (User Story #47)
» User views what shelters are in a drawn polygooraatically (User Story #48)
» User chooses whether shelters and/or criticalifeslwill be displayed by
clicking on checkboxes when a polygon is drawn ((®&ery #49)
» User views a shelters capacity, proximity to drgsetygon and contact

information (User Story #50)

One of the major changes from the initial usenstorthe actual implementation in this
development cycle was the omission of proximitgtawn polygon as shown in. During
the implementation developer decided it was nosis or it would take too much effort
for the development cycle. The activity diagramtfus task was illustrated by Figure
4-6.
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Ghange Selection Criteria (Critical Facities, Shelters), Both, Either or Non9 60 Modification on Selection Critera

Rectangle Selection

Polyline Selection

Point Selection

Polygon Selection

Do Sketching

If selection
option(s) is/
are checked

View Results on Table

Clear Sketch and Selection

View Results on Map

FIGURE 4-6 ACTIVITY DIAGRAM FOR SKETCHING AND SELECTION
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FIGURE 4-7 SKETCHING A FACILITY SELECTION
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Figure 4-7 shows an example of using this feateneealing the graphical sketching,

selection and displaying the attributes.

Action Checklist (Task #5)

This task refers to the following user story thatsvidentified in the input sessions in the
project.

» User views an action checklist (User Story #7)

This was developed as a prototype task to listral@n of actions an emergency manager
needs to take when user specifies a certain sityatig. a hazard. This task is shown in

Figure 4-8.

Address Book (Task #6)

This task refers to the following user stories tate identified in the input sessions in
the project.

» User views the address book (User Story #45)

This was developed as a prototype task to seeothtaat information of necessary

entities an emergency manager needs to contacttdsk is shown in Figure 4-9.

With the development of the Address Book task pllaened implementation part of first

development cycle has ended as seen in Figure 4-10.

149



Select Hazard Action List
lTornadu Action List - J
Iil Generic Action 1

Iil Generic Action 2

I_il Generic Action 3

|| Generic Action 4

Iﬂ Tornado Action 1

Iﬂ Tornado Sction 2

Il;lif Tornado Action 3

I;I Tornado Action £

[ | Tornado Action 5

[_| Tornado Action &

FIGURE 4-8 SOME HAZARD ACTION LIST ITEMS CHECKED

- Phone Book

o
Morman High /=5 Lin!
405-955-39593

T OCS Web Link
405-5595-5935
OU W=b Lirk

! | 405-355-3333

FIGURE 4-9 VIEWING PHONEBOOK ITEMS
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FIGURE 4-10 GENERAL VIEW OF THE APPLICATION AFTE
WAS FINISHED
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Evaluation of the First Development Cycle

While the application worked well at the local deygment machine, the developer failed
to foresee any integration issues that might avisen transferring the application on an
actual server that would host the application tbliptaccess. These problems arose
towards the end of the first development cycle eaused a delay in the project.

These problems, as explained in Table 4-7, wereams advance as the development
was done on a local machine with the ASP.NET Dgualent Server since it was more
comfortable for the developer to work on a locathiae. The planned and actual
schedules are shown in Table 4-6. The operator aidouthe second development cycle

is in Appendix 6.1 and the user manual is in Appe6d.
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TABLE 4-6 FIRST DEVELOPMENT CYCLE SCHEDULE IN DETAIL

Baseline
Task Name Estimated

Duration
First Cycle 16 days

Project Planning
(CMMI)/Release  0.5days
Planning (XP)
Task Description
0.5 days

Document (CMMI)

Detailed Work
Estimate Document 0.5 days
(CMMI)

Detailed Project

0.25 days
Schedule (CMMI)
Data Managemel
0.38 days
Plan
Project Resource
0.13 days
Plan (CMMI)

Technical Solution
(CMMI)/Iteration 11.25days
(XP)

Solution
Alternatives 0.38 days

Document (CMMI)

Product
Component Solution{0.38 days
Document (CMMI)

Product Design

0.38 days
Document (CMMI)
Implementation /
. 10 days
Coding

User Manual

0.38 days
(CMMI)
Sent 1st Iteration t
2 days
customers

Baseline Baseline
Actual Actual
Estimated Estimated
Duration  Start
Start Finish
Thu Thu
Wed 9/30/09 18days
10/22/09 11/12/09
Thu
Tue 10/6/09 Tue 10/6/09 |1 day
11/12/09
Thu
Tue 10/6/09 Tue 10/6/09 1 day
11/12/09
Thu
Tue 10/6/09 Tue 10/6/09 1 day
11/12/09
Thu
Tue 10/6/09 Tue 10/6/09 1 day
11/12/09
Thu
Tue 10/6/09 Tue 10/6/09 1 day
11/12/09
Thu
Tue 10/6/09 Tue 10/6/09 1 day
11/12/09
Wed Fri
Tue 10/6/09 17 days
10/21/09 11/13/09
Fri
Tue 10/6/09 Tue 10/6/09 1 day
11/13/09
Fri
Tue 10/6/09 Tue 10/6/09 1 day
11/13/09
Fri
Tue 10/6/09 Tue 10/6/09 1 day
11/13/09
Sat
Tue 10/6/09 Tue 10/20/0¢15 days
11/14/09
Mon
Tue 10/20/0¢Tue 10/20/0¢1 day
12/7/09
Thu Mon
Fri 10/23/09 1 day
10/22/09 12/7/09
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Actual Duration
Finish Variance
Mon

2days
12/7/09
Thu

0.5 days
11/12/09
Thu

0.5 days
11/12/09
Thu

0.5 days
11/12/09
Thu

0.75 days
11/12/09
Thu

0.63 days
11/12/09
Thu

0.88 days
11/12/09
Mon

5.75 days
12/7/09
Fri

0.63 days
11/13/09
Fri

0.63 days
11/13/09
Fri

0.63 days
11/13/09
Fri 12/4/09 5 days
Mon

0.63 days
12/7/09
Mon

-1 day
12/7/09

Start
Variance

31 days

27 days

27 days

27 days

27 days

27 days

27 days

28 days

28 days

28 days

28 days

29 days

34 days

32 days

Finish
Variance

32 days

27 days

27 days

27 days

27 days

27 days

27 days

33 days

28 days

28 days

28 days

33 days

34 days

31 days



TABLE 4-7 RISK AND ISSUE REGISTERS FOR THE FIRST DEVELOPMENT
CYCLE

Response
[ mpact
Cssifiation . Probabilty  Exposure Actin  Miligation oL
@ (Sx)  Person __ Plan g
trackiog D navaiabingDeseoper|cannor o reatsic | Develop an algorinm
10 Issue does not have access @ feed for |implementthe |y oqerate (3) very Likely 15 Naci Dileidi | T119at0n locations over time to 11/12/2009 |Closed Generated a random 11/19/2009
emrgonywenide osatons or feaure © plan can be 1263100 over e algorithm
emergency people completely dovsed  [Po0ce o brolosr
ot o realistic
oor Plans inavailablty Developer (1) Use afow example
11| sue ldoes nothave e foorplans forthe [T |oderare (2[5 LY SO cci ek |T192000 - ioorplans for protonping [11/12/2009. [Closed Put arbitary foor plans (1171612009
acual buidings o oy han canbe |(2) Acceptine risk
Cannot o reatistic|() Use s o example or
12 | sue  [ommanoniavalabingOewioper mpemente |yogerare (3) Vo Y ECIIN i i (11992100 tacilves and sheters for (1111212009 [closea Putarbitary information [11/17/2009
shelters locations |completely Pl
(2 Accoptine ik
(1) Create another table Excluded the sort
land use ws's unctionaity so that benerts
13 | s [HeGSShengap vy e o |orea@ (Lot [ o vone  [Spncambuscoumn (11122000 open of GrapcAtbuteColumn (111972008
SraphicAtributeColumn cannotbe - |according 1o instead for soring coutd be used (such as
() Acceptine risk nighigiing of features)
«
14 Issue takes considerable time to put together Moderate (3) |V kel 15 Naci Dilekii [NONE (1) Extend the 11/19/2009 [Closed Took the effort to integrate |, 45009
ke aeparats apriteations lon time. 5) [development cycle. the separate applications
ook o e e s found out hat the server
annot 9 had to be added as a GIS
Local seruices could not be addedio 070! Very Likely soluion oo e
15 Issue. he Silverlight application; This caused [ 01" crical ) | o 25 Naci Dileii |NONE (2) Do the implementation |11/25/2009 |Closed [ overws wobaddress com 11/26/2009
errors on the run tme \without any local servces
completely (decreasing funcionality acress raner nan gening
aramaicalty
(1) Look for e error
ot messages and fnd the There was a problem adding local  [(1) Register agsxextension in
ncougnoteadted.  libionanime o, Very Likely R OO tementaton maps on the applcation. They (1S
6] e e ¥ Jieature el ® s “ i Diekil INONE |2 5o e Implemeniaton | 1112612009, |C1050 g not be displayed onthe |2 Do an Avcgis Senverwe [11/261200°
[completely (decreasing functionality application Postinsall
aramaically
cated esr suppos
Developer browsed the ESRIuser |21 %51 SUPPOR 709
(1) Look for he error forums for 4 hours and checked 16 [(%4%" |
t messages and find the forum threads for possible solutions. hough the problem. itturned
o lsolution out i needed o enter
ssue # 16 persisted: Asoluson could [implement ine ery L ried everything on the specific rograi s
17 Issue E 416 ted: Asolut d Pl e | critical (5) very Likely 25 [Naci Dilekli |NONE (2) Do the implementation | 11/26/2009 |Closed Tried everything on the specif (CAProgram R 11/26/2009
not be found feawre ) |without any local services. thread with (:86) ArcGISDoNet-ad util
completely [ A Mhread arcgis. | saw
(ramateaiip 5041=17028.=2069954mC=5 68  [1Lon the user forum as well
posts. However I copied and pasted if
o the ™A securty exception
occured whie trying (o connect to
() Lookfor ne error the REST endpoint. Make sure you [add mime bpes (based on
B . ﬂ'e‘ﬁjavﬂ and find the have a cross domain policy file irections or
sis o1a [Canmo ; Very Likely = aci Dilekis o i plemenaton avaiabo a e oot foryour sener nipfeam i reupage aspi2
1| e onroviion omed popiom |meler Crtead &) ) “ fact Dilelt INONE (2 Do e implemenaton [11/2712009 |CI0sedinat allows fo requests from tis  [6z2/confguring- 1112712009
» noutanylocal servces oplcaion- o v out s, |cierigheapsicatons
ety siveriight project wil not just work
will need some
0 Lok or e error
e omten and ncne debugging e because nigraied
5. Gota |CaNMOL Vory Likely <ol zhanccation s o enable inegrated windows
19 Issue E e ——i criical ) |6} 25 [Naci Dilekii [NONE (2) Do the implementation [11/27/2009 [Closed eﬂab!ed n trying to use the authentication 11/27/2009
System |without any local senvices actual IS ms!ead of the visual
(ecreasing funciionaliy studio deelopment emironment
55 Cook for the eror
e omten and ncine Could not download the siheriight
Cannot o appication. check the web server
20 Issue Sﬁmvllghlconﬁgumucn ucatie Dmb?:"““ Critical (5) é‘;"y Likely 25 [Naci Dilekii [NONE (2) Do the implementation |11/27/2009 [Closed settings: when trying to host solved byreseting IS 11/27/2009
[system | without any local senvices sihverlight application on the
(ecreasing funciionaliy localhost
(53 ool or e error
Canmot massages anddrd tha 0) Caled Esr suppor
2rsisted despite of solving . Very Likely o5 Jaci Dileki [soluton umed out the actual problem
21 fssue issues #19, #20, and #21. ” Crtieal ©) | (g) < Naci Dileldi | NONE (2) Do the implementation |11/30/2009 |Closed was different. 1was using the [11/30/2009
[system |without any local senices | soap endpointinstead of rest
(decreasing funcionality
(1 ook for e rar
messages and fnd the
ssue 415 persisted despite of ying o
Is5ue 415 persisted despite of NG10. |Gy e Ui o | had o create a now arcgis
22 Issue Critical (5) AS)'V v 25 Naci Dilekli [NONE (2) Do the implementation |12/1/2008  |Closed server instance (arcgis2) so | 12/1/2009
was not readable system |without any local services that the end point is readable.
(decreasing funcionality
1) Design a ayer
2 | ssue  [baerMasagemenPomenmciienc - |Netwer yinor(z e Ukey 10 |NaciDileki [NONE managementpanel (127112009 [Closed [ cded the manage layers ;711,200
s e d o (2) Don'tdo anything s
| had 10 specity the specific
layer for the query hitp/fish-
(1) Lookfor the error y
Cannot messages and fnd the ices/CriicalBuildings/Maps
ssve  [SpatalOuerveaied s-Erorguery  |mplementne |y Very Likely " — otuton o= enerio.
24 ! d: ESRIACGIS.C| feature Critical (5) (5) = Naci DilekiiINONE (2) Do the implementation 12/1/2009  |Closed 0" being the first and the only | 12/1/2009
|completely [without the spatal query layer. Unfortunately this was
funcionaliy xpiicit enougn for tne
developer in the ESRI
resources help
(1) ook for e errar [After ours of research and
Cannot messages and fnd the rals, doveloper realized that
Spatial Query Failed 2: Query fails when fimplementthe | Very Likely - soluton if not al te layers in the
25 1559 ihere s another layer feature Crtieal ©) | (g) ) aci Dilekii INONE (2) Do the implementaton |12/1/2009 | Closed application have the same  [12/3/2009
completely without the spasal query spaial reference, query will
[functionality fail (no dynamic graphic to
S5 developer decided (@ put
e o o 0s e lines between panels.
26 Issue Aborder can | MOt user Minor (2) very Likely 10 [Naci Dilekli |NONE (2) Putlines in betweer 12/4/2009  [Closed [Additional margins were put | 15//5000
oniy be puton  cameas rendty © he stackpanels as well 50 that the panel
eatures coud be better
aistnguished
e T dolopment phase e Deeloper decided o crop
o0 Mueh Projact Detay.The ameuntor |05 O 6 (1 wiie e seen that, for almost all U he components related
27 Issue time spent on the first exceeded the. for Minor (2) very Likely 10 [Naci Dilekli |NONE documentation anway 115/7/2009  [closed somuons lheve is only one documentation, and regard | 15/7,5009
o © ) Cancel unccessary mponent available and therefore it [any components that may
documentason & peiilos 1o ocuaman campanent| oene asrous nthe e 25
aliematives solution altematives
Broblem wih calculaiing distances
Cannot A quick suney on ESRI forums and
trom the drawn polyaon and the shelter ooeiope decided omi is
I i
S I e vl [ P acioiewi [None [ Dontcosnyming |1ziz00n [ciosea |(vsloperresoutes webste ddnot | O ey 12702000
e orted su cycle schedule.
Ol supperied completely calculate those distances. ot oy sonea
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All the issues that were faced during the develagréfirst development cycle are

shown in Table 4-7.

4.3.2. Second Development Cycle

The second development cycle of implementation &®kours. The total lines of

XAML code were 569. The total lines of C# code ev&.09. Based on another meeting
with Dr. McPherson, it was decided that uploadisgrugenerated content (such as
emergency plans) was a priority. Accordingly, depelr selected 6 user stories (as seen
in Table 4-8) that were seen as feasible to imptemiéhese user stories were organized
under 2 tasks as a project planning was done id#velopment cycle as shown in
Table 4-9.

Supported tasks include zooming to bookmarked alfetitures and emergency plans
management. For these tasks, then, a project plguioicument was created shown in
Table 4-9. The solution alternatives and the ratieor the selected solution have been
discussed in Table 4-10.
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TABLE 4-8 USER STORIES SELECTED FOR SECOND DEVELOPMENT CYCLE

Task Story Story Import Ease to Priority Clarity Complet Testable Source
ID ID ance Implement eness
User zooms to the bookmarked features using a 48 Tarek and Me approved by AR and
7 6 dropdown menu 6 8 10 10 Yes OK Input Session Meetings
User views critical facilities by selecting them from a 64
7 44 drop down menu 8 8 10 10 Yes First Input Session Meeting
10 Tarek and Me approved by AR and
8 7 User draws a hazard response plan 10 1 8 4 Yes OK Input Session Meetings
10 Tarek and Me approved by AR and
8 8 User edits a hazard response plan 10 1 8 4 Yes OK Input Session Meetings
10 Tarek and Me approved by AR and
8 9 User shares hazard response plans 10 1 8 8 Yes OK Input Session Meetings
10 Tarek and Me approved by AR and
8 10 User erases hazard response plans 10 1 8 10 Yes OK Input Session Meetings
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TABLE 4-9 PROJECT PLANNING FOR THE TASKS DEVELOPED IN SECONIEVELOPMENT CYCLE

Task Task Description Relevant Estimate Criteria Size and Complexity of tasks and work products Work Estimate Project start and Actual Time Actual Date Started

ID Requirements end dates It Took and Finished

User zooms to the This task will be
bookmarked started on 12/17/09 This task was started
features using a Experience from This tasks requires creating a dropdown menu, linking it with the REST service, and finished the on 12/17/09 and

7 dropdown menu 6,44 previous cycle and placing an event handler when the dropdown menu index is changed 4 hours same day 6 hours finished the same day

This task will be

User manages started on 12/17/09 This task was started
hazard response Experience from This task requires writing a fair amount of new code. Developer did not have a and finished on on 12/18/09 and
8 plans 7,8,9, 10 previous cycle clear strategy to develop this feature in the planning process. 80 hours 12/30/09 60 hours finished on 12/28/09

Task Description  Schedule Assumptions Task Dependencies Potential List of Managed Data Schedule of Critical facilities and equipment  Problems Encountered
Risks collection of list
project data
User zooms to the Task Computer with Visual Studio.NET,
bookmarked There will not be any This task does not implementation Silverlight for Visual Studio.NET,
features using a major interferences to depend on any Critical facilities data will start with the  Silverlight APl for ArcGIS Server  Graphic Selection
7 dropdown menu  this work other tasks None (arbitrarily generated) datageneration and ArcGlIS Server. Problem (Issue 30)

Computer with Visual Studio.NET,
User manages There will not be any This task does not Silverlight for Visual Studio.NET,
hazard response  major interferences to depend on any Silverlight API for ArcGIS Server
8 plans this work other tasks None None NA and ArcGlIS Server. None




6S1

TABLE 4-10SOLUTION ALTERNATIVES IN THIRD DEVELOPMENT CYCLE WIH SELECTED SOLUTIONS

HIGHLIGHTED

them to the application

shapefile, however it did not allow
uploading multiple files

modify consiredably to make it usable
for the application

User Story Task ID Task Title and Desciption |Solution Alternative Cost estimate T.EC!"“C.aI Risks and Di C y
1D Limitations
Zooming to bookmarked .
. Writing the code fi . .
6,44 7 features using a Sc:;::: € code from 4 hours None None Short development time Very simple
dropdown menu
Rationale for Selecting the Solution Alternative: There was only one alternative to choose from
It may not be While this is possible doing in .NET Web
Writing an application from tech?ical\y Application Deve\‘oper Framework, thert.e
. possible to were not any available samples to do this . -
scratch to create and modify B . . N Best solution for usability and
S . Unknown hours develop this using the Silverlight API. It may be not . . Very complex
features within the spatial N > N functionality.
. solution possible to develop due to complexity or
database online. . " o
alternative with | may not be accomadated within the
Silverlight API available time frame
Saving graphics of hazard . While not as usable as the previous
) . It may be not possible to develop due to N .
plans as text files using Probably over 160 N solution alternative, users would be
. . . . N None complexity or may not be accomadated N . Very complex
Creating, editing and JavaScript Object Notation hours o N 3 able to share maps using a single text
N within the available time frame y
7,8,9,10 8 sharing hazard response |format. file.
lans While th 't dil ilabl
P Saving created hazard plans fe there weren tany rea |Yava| avle Easier than the two previous solution
N N lexamples to save drawn graphics only on .
as raster images along with Probably over 120 N o alternatives, however users would not .
" . None a map based on a quick survey, it is Fairly complex
their coordinates to a hours N . \ be able to share the maps/plans they
) relatively easier than the previous
separate text file N create
alternatives.
. This is the easiest solution due to
. " After a quick survey, developer found a I e
Creating shapefiles on " . availability of an existing library.
. library that allows users uploading a A
desktop GIS and uploading 80 Hours None Developer however would need to Fairly simple




Zooming to Bookmarked Features (Task #7)

This task refers to the following user stories tate identified in the input sessions in
the project.
» User zooms to bookmarked spatial features usingdinon menu (User Story #6)

» User zooms to critical facilities using dropdownrmadUser Story #44)

The zooming to bookmarked features task was deedlaging prototype data. This
ability lets user to focus on certain spatial infiation by zooming to its extents, and
therefore filtering out other information that maigtract him/her. Arbitrarily generated

critical facilities and shelters were used as boalks for this task.
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Emergency Plans Management (Task #8)

This task refers to the following user stories thate identified in the input sessions in
the project.

» User draws a hazard response plan (User Story #7)

» User edits a hazard response plan (User Story #8)

* User shares a hazard response plan (User Story #9)

» User shares hazard response plans (User Story #10)
There were different development alternatives tehmesen for emergency plans
management. These were, editing emergency platisedty, saving them as flat text
records, saving them as image files (along witkixa file including the coordinates of the
plan’s extent), or uploading shapefiles into thplaation. A brief survey showed them
among these alternatives, the quickest and safkgims was uploading a shapefile into
ArcGIS Silverlight application was using an extemscalled EsriSLContrib

(http://esrislcontrib.codeplex.comn/
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Evaluation of the Second Development Cycle

While the coding portion of second development eyeas finished before the expected
date 12/29/10, it was not finished immediately. En@ail to emergency managers was
sent on 1/4/10 instead. This was because devetopsidered that emergency managers
would not be able to access their emails duringtiac time.

With the development of the emergency plans managetask, the implementation
portion of the second development cycle was firdside operator manual for the

second development cycle is in Appendix 6.2 andide manual is in appendix 6.5.
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TABLE 4-11 SECOND DEVELOPMENT CYCLE IN DETAIL

Basdine Basegline
Task Name Estimated Estimated
Duration Start
Wed
Second Cycle 15.63 days
10/21/09
Project
Planning (CMM1) Mon
. .5 days
/ Release Planning 10/26/09
(XP)
Task
o Mon
Description 0.5 days
10/26/09
Document (CMMI]
Detailed Work
) Mon
Estimate 0.5 days
10/26/09
Document (CMMI]
Detailed
. Mon
Project Schedule 0.25 days
10/26/09
(CMMI)
Data Mon
0.38 days
Management Plan 10/26/09
Project
Mon
Resource Plan  |0.13 days
10/26/09
(CMMI)
Technical
. Mon
Solution (CMMI) 11.25 days
. 10/26/09
/ Iteration (XP)
Solution
) Mon
Alternatives 0.38 days
10/26/09
Document (CMMI]
Implementatior Mon
) 10 days
/ Coding 10/26/09
User Manual Mon
0.38 days
(CMMI) 11/9/09
Sent 2nd
) Wed
Iteration to 2 days
11/11/09
customers

Baseline
Estimated
Finish
Wed
11/11/09

Mon
10/26/09

Mon
10/26/09

Mon
10/26/09

Mon
10/26/09

Mon
10/26/09

Mon
10/26/09

Tue
11/10/09

Mon
10/26/09

Mon
11/9/09
Tue
11/10/09

Fri
11/13/09

Actual
Duration

16 days

1 day

1 day

1 day

1 day

1 day

1 day

11 days

1 day

8 days

1 day

1 day

Actual
Start

Mon
12/14/09

Mon
12/14/09

Mon
12/14/09

Mon
12/14/09

Mon
12/14/09

Mon
12/14/09

Mon
12/14/09

Tue
12/15/09

Tue
12/15/09

Thu
12/17/09
Tue
12/29/09

Mon
1/4/10
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Actual
Finish

Mon
1/4/10

Mon
12/14/09

Mon
12/14/09

Mon
12/14/09

Mon
12/14/09

Mon
12/14/09

Mon
12/14/09

Tue
12/29/09

Tue
12/15/09

Mon
12/28/09
Tue
12/29/09

Mon
1/4/10

Duration Start
Variance Variance

0.37 days 38 days

0.5days |35days

0.5 days 35 days

0.5 days 35 days

0.75 days 35 days

0.63 days 35 days

0.88 days 35 days

-0.25
days

36 days

0.63 days 36 days

-2 days 38 days

0.63 days 36 days

-lday [38days

Finish
Variance

38 days

35 days

35 days

35 days

35 days

35 days

35 days

35 days

36 days

35 days

35 days

36 days
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TABLE 4-12 RISK AND ISSUE REGISTERS FOR THE SECOND DEVELOPMERYCLE

Description Impact
e ; f « Probability Action Mitigation
Classification Severity ® e o Contingency Plan
(1) Delay the research
Dr had some other . "
29 Issue  |Developer had to catch up on the RA | Project Delay |Minor (2) 2’5”’ Likely 10 Naci Dilekli |NONE E’z’;’l‘z"k onthe research | 12/16/2009 |Closed Z‘:’:::C”s:::j':cyfd the 12/21/2009
project project
Developer discovered that
Graphic Selection Problem: Clearing Bu Very Likel problem goes away when the
30 lssue [selection and making another selection | g"gcy ion | Serious @) (S)ry y 20 Naci Dilekli [NONE 8; S:'::"fi:’b'e'" 12/25/2009 |Closed machine is restarted. It 12/28/2009
causes a crash on the VS virtual server PP 9 seemed like it was a
memory conflict problem
Emergency Managers not available: Developer decided to wait
Developer realized if he sent the email " N "
31 | ssue [containing manuals, itwas likelythat | "SUMEIENt yringr ) |Very Likely 10 |NaciDilekii |NONE (1) Delay the email 12/20/2009 |Closed and delay the email to 1412010
user input ®) (2) Send itanyway improve the chances of
emergency managers would miss it
since they were busy around that time getting more response




All the issues that were faced during the develagréfirst development cycle are
shown in Table 4-12. In general, there were nohasy and problematic issues
compared to the first development cycle, mainlyaose the integration issues were

taken care of in the first development cycle.

4.3.3. Third Development Cycle

The third development cycle of implementation t@ékhours. The total lines of XAML
code were 886. The total lines of C# code were147

After the second development cycle was finishedffsr input session was organized
with 4 emergency managers. In this session, theg asked about their opinions on the
application, as well as what tasks should be d@eslmext. Their responses focused on
integration of weather data and hazmat informafidrase emergency managers have
been using CAMEO, MARPLOT and ALOHA software packador a long time, and
discussed that similar functionalities need torfmduded in this WEM-DSS as well.
Consequently, the developer decided to focus osetheo tasks for the third and last
development cycle. Project planning for these taskaell as traffic cameras
management were shown and discussed in Table Adbtidtionally, solution alternatives
and the rationale for the selected solution wesewdised in Table 4-15.

167



TABLE 4-13USER STORIES SELECTED FOR THIRD DEVELOPMENT CYCLE

Task Story Story Importance Ease to Priority Clarity Completene Testable Source
ID 1D Implement ss
User zooms to the bookmarked 48 Dr. Rashed and |, and approved at
7 6 features using a dropdown menu 6 8 10 10 Yes first two input session meetings
User views critical facilities by 64
selecting them from a drop down
7 44 menu 8 8 10 10 Yes First Input Session Meeting
10 Dr. Rashed and |, and approved at
8 7 User draws a hazard response plan 10 1 8 4 Yes first two input session meetings
10 Dr. Rashed and |, and approved at
8 8 User edits a hazard response plan 10 1 8 4 Yes first two input session meetings
10 Dr. Rashed and |, and approved at
8 9 User shares hazard response plans 10 1 8 8 Yes first two input session meetings
10 Dr. Rashed and |, and approved at
8 10 User erases hazard response plans 10 1 8 10 Yes first two input session meetings
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data
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FIGURE 4-16 USER STORIES AND TASKS THAT WERE DEVELOPED IN THE

THIRD DEVELOPMENT CYCLE
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TABLE 4-14PROJECT PLANNING FOR THE TASKS DEVELOPED IN THIRDHYELOPMENT CYCLE

Task Task Description  Relevant
ID Requirements

Estimate Criteria Size and Complexity of tasks and work products

Work Estimate Project start and
end dates

Actual Time Actual Date Started
It Took and Finished

This task will be
started on 1/15/10
and finished on

This task was started

Real time weather on 1/15/10and

Experience from This task requires either radar services rest format, or extending the existing

9 data 62, 63,64, 65 previous cycles Silverlight library to use existing WMS services 40 hours 1/20/10 30 hours finished on 1/19/10
This task will be
started on 1/21/10 This task was started

Live cameras on Experience from This task requires installation of a camera overlooking a street, installation of and finished the on 1/20/10 and

10 the map 30 previous cycles  Microsoft Expression Encoder to convert the video stream for Silverlight 5 hours same day 6 hours finished the same day
This task will be
started on 1/22/10 This task will be

51, 54,59, 60, Experience from This task requires creation of a new panel, entering hazmat information and and finished on started on 1/21/10 and
11 Hazmat mapping 66 previous cycles creation of geometric shapes that will be manipulated by the user input 50 hours 1/29/10 60 hours finished on 1/29/10

Task Description

Schedule Assumptions Problems Encountered

Task Dependencies Potential List of Managed Data Schedule of Critical facilities and equipment
Risks collection of list

project data

Computer with Visual Studio.NET,
Silverlight for Visual Studio.NET,
Silverlight API for ArcGIS Server

and ArcGlIS Server. None

This task does not
depend on any
other tasks None None NA

There will not be any
Real time weather majorinterferences to
9 data this work

Cameras with connection,
permission from necessary
authorities, Computer with Visual

Live cameras on

There will not be any
major interferences to

This task does not
depend on any

Studio.NET, Silverlight for Visual
Studio.NET, Silverlight API for

Authorities did not
allow placing a webcam

10 the map this work other tasks None None NA ArcGlIS Server and ArcGIS Server. on campus
Task Computer with Visual Studio.NET,
There will not be any This task does not Sample data gathered implementation Silverlight for Visual Studio.NET,
major interferences to depend on any from Emergency will start with the  Silverlight API for ArcGIS Server
11 Hazmat mapping this work other tasks None Response Guide book  data generation and ArcGIS Server. None
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TABLE 4-15SOLUTION ALTERNATIVES IN THIRD DEVELOPMENT CYCLE WTH SELECTED SOLUTIONS
HIGHLIGHTED

User Stol Technical
i TaskID [ Task Title and Descipti ion Alternative Cost estimate P Risks and Di C: i
1D Limitations
Reading WMS services into While this is very simple to implement,
Displaying real time  |ArcMap to publish themas |50 hours None None itis not a fast and efficient Very simple
weather title. This task |REST services. implementation to display WMS data
62, 63, 64, 65 9 involves researching
what WMS data are A short survey revealed that there is a
. Directly reading WMS " A q v . i i
available as well. N . - 40 hours None None Silverlight library to directly read WMS [Fairly simple
services into the application ; . R
services as if they were REST services
i for Selecting the i ive: Due to performance related issues developer decided to direcly access to WMS services
It may not be
. possible to install |Developer is not experinced much with
Placing a camera on a R . X o . .
L acamera thatis installing cameras and streaming videos [This alternative lets use of actual . .
building on OU campus and |6 hours N . . N Fairly simple
N . . close enoughto |from them. Previous trials involved locally acquired data
" N . streaming from it using ) . . B
30 10 Displaying real time an available web |problems with connecting to video server|
traffic camera streams server
Using arbitrary video streams . - . .
" This alternative is easier to implement
from Web to show examplify . N . .
N N . " |5 hours None None since there is not a need to deal with  |Very simple
the potential benefit of this
. hardware
function
i for ing the i ive: This alternative was chosen because developer wanted to avoid using random data as much as possible
Writing the code from
51 54 59, scratch and using partial
’60 :SG ’ 11 Hazmat Mapping guides from the Hazmat 50 hours None None This is the only alternative Fairly complex
! Guidebook for Emergency
Management

Rationale for Selecting the i ive: There was only one alternative to choose from
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FIGURE 4-17 INTERFACE DESIGN FOR THIRD DEVELOPMENT CYCLE
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WMS Data I ntegration (Task #9)

» User views NEXRAD Base Reflectivity Data (User $t862)

* User views CONUS NEXRAD Storm Total Precipitaticatal (User Story #63)

» User views NWS Current Warnings (User Story #64)

* User views CONUS GOES Infrared Satellite data foud cover (User Story
#65)

Initially, user story #19, which was “user viewslréme radar data” was going to be
implemented within this task. However, developeasidied that this user story was too
general and the term “radar data” could be intéggras vague. Therefore, this particular
user story was transformed into four other usaresgdhat were unambiguous and
mentioned above.

WMS layers were added to the layer management io@ntas seen in Figure 4-18
Silverlight APl is originally designed to display@GIS services with REST endpoints.
In order to be able to display WMS maps, a new aorept
ESRI.ArcGIS.Samples.WMS, was added to the project.

Traffic Cameras Management (Task #10)

* User views live traffic cameras (prototype) (Ustr$ #30)

This was developed as a prototype task, that theis shown on the map do not stream
the actual locations. By default Traffic Cameragtas turned on. There are 3 traffic
cameras, and these cameras may not always beldsdilssed on their maintenance and

general network issues.

Three layers containing traffic cameras were addede layer management container as
seen in Figure 4-19. These cameras were not rexprdedia from the actual area on the

map. Arbitrary video streams were used for thidqiype.
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Hazmat Management (Task #11)

» User specifies initial isolation and protectivei@atareas (User Story #60)
» User views hazmat guides for spilled hazmat (UsarySt54)

» User views hazmat guides for buildings (User St6§)

The hazmat shape generation button was added attm@mgher sketching/selecting tools

as shown in Figure 4-20.

With this release, the hazmat drawing tool was daaeong the sketching and selection
tools. When clicked on the hazmat icon, the parmild/be expanded so that the user can
specify hazmat parameters. The information onitite side of the interface may occupy
much of the screen. In this case, user can cltiserar both of the hazmat guides as
shown in Figure 4-21. This was done so that useropato decrease the amount of detail
and complexity in the interface to avoid data avad and complexity creep, which are

deterrents of situational awareness.
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FIGURE 4-20 HAZMAT ICON HIGHLIGHTED AND CLICKED

POTENTIAL HAZARDS

* Substance does not burn but will support
combustion,

* Vapors from liguefied gas are initially heavier
than air and spread alomg ground.

* These are strong oxidizers and will react
vigorously or explosively with many materials
including fuels,

* May ignite combustibles (wood, paper, oil,
clothing, etc.).

#*

FIGURE 4-21 USER CAN CLOSE A HAZMAT GUIDE BY THE “X” BUTTON
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FIGURE 4-22 ACTIVITY DIAGRAM FOR HAZMAT MANAGEMENT
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Evaluation of the Third Development Cycle

With the development of hazmat management taskpthkementation part of the third
and last development cycle was finished. The operaainual for the third development

cycle is in Appendix 6.3 and the user manual iagpendix 6.6.

177



Manage Lavers 9 g

Selct 2 Critical Facility to Zaom

41 —{] secksround Laver - = | = H Era—

& —[]] Counties A LIRS, i = I 2 I i

M- 5 / H T ——

[ —{ uiktings — L - { W Indian_Hills Rd 2 e \ l‘ Select: ] Crica Facites (4] Shelers

[ —[] Building plans | | = J \ Ul

R aionl ) ~ % E o \ \| \ | et sLe S
I Z i ) " z

S,

% | H

SR77m

Y g
( H 2 s =
- < ) = o
2 g z| g £
8| ¥ 4 2 i
H \E = . E
= O < £ ' L
4 —{| Emergency Plan Layer s 2
Select Background Data Source £ il
@ streets O Topo O Imagery
Tracking Labels: (s) OF () On [F=
[¥] Fire [ Police [¥] Field —_ SR7& @\

Phone Book

FIGURE 4-23 GENERAL VIEW OF THE APPLICATION AFTER THIRD
DEVELOPMENT CYCLE

178



TABLE 4-16 THIRD DEVELOPMENT CYCLE SCHEDULE IN DETAIL

Baseline
Task Name Estimated
Duration
Third Cycle 21.38 days
User Stories
) 3.75 days
Collection
User Stories
) 3 days
Arrival
Product
Requirement Form 0.75 days
(CMMI)

Project Planning
(CMMI)/Release  |0.5days
Planning (XP)

Task Description
5 days

Document (CMMI)

Detailed Work
Estimate Document 0.5 days
(CMMI)

Detailed Project

0.25 days
Schedule (CMMI)

Data Managemer
0.38 days
Plan

Project Resource
0.13 days
Plan (CMMI)
Technical Solution
(CMMI) / Iteration
(XP)

16.25 days

Solution
Alternatives Documel0.38 days
(CMMI)

Implementation /
. 5 days
Coding

User Manual

0.38 days
(CMMI)
Sent 3rd Iteration tc
2 days
customers

Baseline
Estimated
Start

Mon
11/16/09
Mon
11/16/09
Mon
11/16/09

Thu
11/19/09

Baseline
. Actual
Estimated )
Duration

Finish
Tue

9days
12/15/09
Fri 11/20/09 1 day
Thu

day
11/19/09

Fri 11/20/091 day

Fri 11/20/09 Fri 11/20/09 1 day

Fri 11/20/09Fri 11/20/091 day

Fri 11/20/09Fri 11/20/091 day

Fri 11/20/09Fri 11/20/091 day

Tue
Fri 11/20/09

Mon
Fri 11/20/09

Mon
11/23/09

Mon
12/14/09

Wed

Fri 11/20/09Fri 11/20/091 day
Fri 11/20/09Fri 11/20/091 day
17 days
12/15/09
1 day
11/23/09
Mon
15 days
12/14/09
Mon
1 day
12/14/09
Thu
1 day
12/17/09

12/16/09
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Actual
Start

Tue
1/12/10
Tue
1/12/10
Tue
1/12/10

Tue
1/12/10

Wed
1/13/10

Wed
1/13/10

Wed
1/13/10

Wed
1/13/10
Wed
1/13/10
Wed
1/13/10

Thu
1/14/10

Thu
1/14/10

Fri
1/15/10

Actual Duration
Finish Variance
Fri 2/5/10 -2.38 days
Tue

-2.75 days
1/12/10
Tue

-2 days
1/12/10
Tue

0.25 days
1/12/10
Wed

0.5 days
1/13/10
Wed

0.5 days
1/13/10
Wed

0.5 days
1/13/10
Wed

0.75 days
1/13/10
Wed

0.63 days
1/13/10
Wed

0.88 days
1/13/10

Fri 2/5/10 0.75 days

Thu

0.63 days
1/14/10

Thu 2/4/1(0 days

Fri 2/5/10 Fri 2/5/10 0.63 days

Fri 2/5/10 Fri 2/5/10 -1 day

Start
Variance

41 days

41 days

41 days

38 days

38 days

38 days

38 days

38 days

38 days

38 days

39 days

39 days

39 days

39 days

37 days

Finish
Variance

38 days

37 days

38 days

37 days

38 days

38 days

38 days

38 days

38 days

38 days

38 days

38 days

38 days

39 days

36 days
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TABLE 4-17 RISK AND ISSUE REGISTERS FOR THE THIRD DEVELOPMENOYCLE

Description Impact

Probabilit: Exposure ction Mitigation
Classification Severity v ; 9

® (SxP) Pt e Contingency Plan

Hazmat Buffer not working: The
graphical hazmat selection required Cannot Developer contacted ESRI
transforming coordinate systems, implementthe Very Likely P (1) Fixthe problem support and solved the
82 Issue | wever, this results with getling feature Moderate (3) | o) Naci Dilekii | NONE (2) Do nothing 1/13/2010  |Closed problem working with the | 22/2010
NullReferenceException with the completely support
ProjectAsynch method.
Bl b tall " c " 1) Devel Deeloper decided to have a
school property:Itwas notpossible o [mplomentne Very Likely it PO prototype feature insead.
33 Issue b P Minor (2) 10-Jan-1900 |Naci Dilekli |NONE . 1/14/2010 |Closed and used video streams from |2/2/2010
place a webcam on a school property  |feature 5) (2) Don'tdevelop the liforni h
due to regulations. completely feature Califomia to show
functionality
Cannot put hyperlinks along with Instead of putting hyperlinks
spatial results: Cannotmake it go to the \(I:ﬂanlre‘?;emmg Very Likel (1) Fixthe problem or buttons. pdeveﬁ: ermade
34 Issue  |specified URL in XML data source. Note | P Moderate (3) y Naci Dilekli [NONE P! 1/15/2010 |Closed : P 2/4/2010
feature 5) (2) Do nothing clicking on anywhere on the
that myButton is notrecognizedas an | ‘= he b detail
objectin the CS part p ly row open the hazmat details
35 lssue  |Scheoland office closed: Schoolwas o oot pejay [Minor 2) |V MK [ 10.3an-1000 |Naci Dilekii [NONE (1) Delay the project 1/18/2010 |Closed Dewloper delayed the 1/19/2010
closed due to ice storm (5) research project




4.4. Changesthroughout the Project

The developer tried to follow the intended projelein and schedule as much as possible.
There were several requirements changes that dues impossibilities or ambiguities
with user stories as shown in Table 4-18. Thesewecumented in a requirements

change form as required by requirements managegmecess area of CMMI.

Additionally, since the research project involveplacation of CMMI approach, the
developer had the freedom modify the project plaemfollowing the original plan

would not help finishing the project, or did notrig any viable benefits.

The changes occurred include:

» Sakeholder commitment acquisition: This was a requirement to make sure
stakeholders would commit certain time necessithtetihis project. This
commitment was necessary before beginning the girdffowever, due to poor
user response at the beginning of the projectrédgairement has been removed.

* Product Component Forms: This is a change that occurred after first develeipt
cycle. In the first development phase it was skat for almost all the solutions,
there is only one component available.

» It was foundthat emergency managers contributéd ita emails. While the
developer tried to get user stories at the begqofreach development cycle,
there was only one email received for the useresor

* Product Requirement Form: Since there was not sufficient user input, no pobd
requirement forms were developed.

» Validation/ Acceptance testing: After realizing users do not contribute much for
the user requirements / user requirements,the aieetlecided it was unrealistic
to expect users to submit acceptance tests whichxgrected to take considerably
more time.

» Veification: The first development cycle of the project tookrentme than
expected for the developer. Multiple issues dutitggcoding process took
significant time to fix, the developer decided topithe verification process to

save time.
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Technical Data Package: This element was eliminated since it did not havegh
priority after the first development cycle, whiclasva lengthy process.
Programmer’s Manual: The first development cydléhe project took more time
than expected for the developer. Multiple issues@aduring the coding process
that took significant time to fix, the developerctkd not to write a manual for
programmers. On the other hand, user’'s manuals alweys produced because
they were necessary for the users to be able t@tpthe application.
Customer Approval: This is an Extreme Programming practice, but wappkd
since it was anticipated that users would not saryctime for this process
either.
Evaluation of the Project by Users: After the third development cycle was
finished, emails requesting feedback from usergwent. These emails include
0 An email on 2/2/10: To all emergency managersliage shown interest
to my study before (20 people)
o0 An email on 2/2/10: To my committee members (6 feop
o0 An email on 2/3/10: A particular emergency mandgehaving face to
face meetings with a few emergency managers tovgotbe application.
o An email on 3/3/10: To all emergency managersliage shown interest
to my study before
o An email on 3/4/10: A particular emergency manager
o An email on 3/19/10: A particular emergency manager
There was only one response (received on 3/196t@rbject evaluation after

these 6 emails.
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TABLE 4-18 REQUIREMENTS CHANGE FORM

Change Date

User Story ID

Original User Story

Modified User Story

Description of the Change

Userviews a shelters
capacity, proximity to

User views a shelters

Distances from the drawn polygon and the shelter or facility

data

cloud cover

12/3/2009 50 capacity and contact location needed to be calculated. However, this part of the user
drawn polygon and contact |, . .
) ) information story could not be implemented
information
Before the impl tation, it decided that the original
User views real time radar |User views NEXRAD Base efore the Imp eme.n ation, 1 ‘,N?S ecide @ . € original user
1/12/2010 19 . story was too generic and ambigious. Therefore it was broken
data Reflectivity Data . . . L
into four user stories that were specificand unambigious.
. . User views CONUS NEXRAD |Before the implementation, it was decided that the original user
User views real time radar R : - .
1/12/2010 19 data Storm Total Precipitation story was too generic and ambigious. Therefore it was broken
data into four user stories that were specificand unambigious.
Before the impl tation, it decided that the original
User views real time radar |User views NWS Current etore the imp eme.n ation, 1 ‘_Nés ecide @ . € original user
1/12/2010 19 . story was too generic and ambigious. Therefore it was broken
data Warnings . . . .
into four user stories that were specificand unambigious.
. " User views CONUS GOES Before the implementation, it was decided that the original user
User views real time radar . . L .
1/12/2010 19 Infrared Satellite data for story was too generic and ambigious. Therefore it was broken

into four user stories that were specificand unambigious.
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4.5. Evaluation of the Entire | mplementation

| incorporated situational awareness oriented pples into the interface design while

developing the application. The principles thaluahced the design included:

Presenting and organizng information based on spatial proximity. The
application was designed to be able to retrievermétion based on spatial
proximity. This was the case when users could ilehtizmat spill location and
size to retrieve the information belonging to catifacilities that were in the
affected area.

Attentional shifts required and number of separate displays should be minimized.
Accordingly, for the sake of simplicity and usatyilihe designed application had
a single display.

There should be functionalities that allow users to increase or decrease the level

of detail. Level of detail can be managed by zooming in and@spatial
features. Certain spatial information and detashiswn only at certain scales to
realize this task.

As attentional constraints may be present, the system should be able to filter the
abundant information based on the relevance and importance. This principle was
mainly realized using a layer management taskviaataddressed in the first
development cycle. A layer management task allosvaut turn on and off
desired spatial information, basically by turningand off layers. These layers
contains vector features (some of which includéelgand attributes), raster
maps and streaming videos. All prominent GIS (lasircGIS, Mapinfo,
Geomedia, TNT Mips), CAD (such as AutoCAD) and ENd®(such as Hazmat,
Marplot, OK-First) utilizes similar functionalities

Long term storage should be able to be accessed as quickly as possible with
information organization and object categorization.

Attentional narrowing should be avoided. This can be improved by providing
simultaneous access to secondary information which will not interfere with
primary tasks. The designed application is capable of multi-tagkiThis way,
users can still access the less important functtise same screen without
shutting down other functions.
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* Themost important and relevant information should stand out the most
perceptually. Accordingly, spatial information, which is the masportant
information were always presented in the centehefinterface. Additionally,
some panels can be added and can later be renwaéddw users to limit visual
elements that can distract them.

* Verbal information should be minimized, especially regarding spatial data.

Verbal information was either stored in spatialedlt$, or they were mainly
displayed at the periphery of the user interface.

» Soring multiple attribute information in spatial objects. This was done with the
primary data displayed in this application. Thepipiaal selection was done by
selecting spatial objects by drawing points, liaed polygons to display detailed
multiple attribute information.

» The system should provide information regarding the trends and rates of changes
in conditions. The application environment was chosen as MS @idNe, which
is capable of handling graphical animations andingwbjects. The information
provided however depended on user input. As digclsger, the system included
a prototype application to display emergency peareband vehicle positions.

» Peripheral vision can be utilized to input some of the non-crucial information.
Accordingly, while panels that user interacts wialorganize data were placed on
the periphery of the interface not to distractuser from spatial information.

» Useof parallel systems: As opposed to serial systems whose output are
requirements for taking actions, This WEM-DSS hasrbdesigned as a system

that provides information and recommendations dnatoptional.

While | tried to incorporate all the principles ofuational awareness, | was not able to
integrate several into my research for variousaessl was not able to integrate the
design principle regarding making cues that areenmoportant to long term memory to
stand out in order to provide rapid pattern matghar comprehension. This was because
I did not conduct any survey on what cues were rrop®rtant to long term memory.
Another design principle was utilizing additionabdes of input such as auditory and

tactile modes along with the visual input. This was$ considered due to technical and
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time limitations of this study. Additionally, thé&wgational awareness design principle
regarding providing visual redundancy for more imgot information was not
considered as this was regarded as a secondagndgzl. The primary goal with
respect to information design was to present ghartant information, especially spatial
information. If this primary goal could have beaiaved, | would then try to
incorporate redundant information. Another prineiplas that system should provide
means for the users to relate himself or hersetieadisplayed information spatially.
This was not achieved since it requires the apfptiodo capture user’s location,

requiring additional hardware and possibly a cogrgille amount of programming.

It was noticed during the development that evatunatif user stories was not as
influential as it would be in an ideal developmprdject. As mentioned before, many of
the user stories actually complemented each othitveadevelopment of one may have
been a requirement for developing another. Thituatian could be further enhanced
with additional criteria to structure requiremesgtection rigorously. This can be done
by including a co-dependence index to indicate Wwineguirements depend on each
other, in which case implementing one requiremgiat prerequisite to implement
another. Another index might be one called “comm@atindex”, which would be used to
evaluate the easiness to implement one future w&hether one is already implemented.
It should be noted that including these two indiaed finding ways to structure
requirements selection process might be an exlwalstong process, as both indices
require cross tabulation of all the requirementa project (in this project (3721
individual evaluations for 61 initial requirements)d a methodology needs to be devised

for a rigorous selection process.

There are other reasons as to why the requiremeéttitshe highest priorities were not
always selected to be implemented. Throughout tbegss, it was also realized that
when different solution alternatives were considetbe ease of implementing these
requirements, and therefore their priorities, catildnge as well. In order to be able to
incorporate this, | would need to think about solutalternatives for each requirement
even if | would not necessarily end up implemensagl alternatives. This would

increase the planning process drastically. Adddilynit was noticed that the importance

186



and ease of implementation requirements changezhd@ehof importance was due to
additional user input during the development. Aspioject progressed, | became more
accurate in predicting the ease of implementaaou, this resulted in changes in the
evaluation of requirements from my point of vievhi§ however was not reflected in
managing requirements change, as modificationapfirements parameters were not

initially planned in the methodology section.

During the project, there were many delays. Onth@frimary causes of delays for the
project was insufficient response from the usenwill be discussed why the response
was so limited in Chapter 5. One of the biggesaykebccurred with the first cycle of the
development. The main reason was developer’s lih@tgosure to the specific
programming environment (ArcGIS Server API for 8ilight) and publication of

Silverlight Applications on Windows Server.

For the first development cycle, the actual implatagon took 15 working days, while
the estimation was 10 working days. For the sed@wlopment cycle, the actual
implementation took 8 working days, while the estiion was 10 working days. This

was due to the fact that, the developer was faemautious with the amount of user
stories to be developed. Therefore, the develdpeseca more conservative development
strategy. However, the developer has not noticatiah important amount of the time in
the implementation process in the first developnegote was spent on integration of the
application on an actual web server. Specific8ijyerlight needed to be configured to
run on the Internet Information Systems. Anothe@bpem with the integration included
creating the proper GIS services for the web sewkich also took a considerable

amount of time.
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TABLE 4-19 PROJECT EXECUTION ESTIMATED AND ACTUAL TIMELINES
SUMMARIZED

Baseline Baseline Baseline

. . . Actual  Actual Actual Duration Start Finish
Task Name Estimated Estimated Estimated . . . . .
Duration Start Finish Variance Variance Variance
Duration Start  Finish
Project Wed Fri Thu Fri
. 57.63 days 62 days 4,37 days 3ldays 35days
Execution 9/30/09/12/18/09 11/12/09 2/5/10
) Wed Thu Thu Mon
First Cycle 16 days 18 days 2days 3ldays |32days
9/30/0910/22/09 11/12/09 12/7/09
Wed Wed Mon Mon
Second Cycle @ 15.63 days 16 days 0.37 days 38days |38days
10/21/09 11/11/09 12/14/09 1/4/10
. Mon Tue Tue Fri
Third Cycle | 21.38 days 19 days -2.38 days 41 days |38 days
11/16/09 12/15/09 1/12/10 2/5/10

70

M Estimated

W Actual

Difference

FIGURE 4-24 PROJECT EXECUTION ESTIMATED AND ACTUAL TIMELINES
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Looking at Table 4-19 and Figure 4-25, it may seenif there was not much deviation
from the estimated schedule if development cydesrspected only. This is due to the
elimination of some practices such as the verificaprocess that were mentioned in the

previous section.

While there were many more issues observed initsiedievelopment cycle, as shown in
Figure 4-25, the maximum amount of time to closésane did not exceed 6 days. This
figure reflects the conservative approach the agerladopted when selecting user
stories to develop in the second development cgfer the first development cycle
where there were too many issues. This adaptiategly reflects the philosophy of
process improvement oriented development suggest&MMI. The conservative

approach however resulted in the completion ofsaskess time than planned.

In second development cycle, there were a totahbf 3 issues, and while two of them
took five days to close, which was also the maxinamount of time to close an issue in
this development cycle.

The third development cycle was designed to béathgest one in the initial estimated
plan. It was finished 2 and half working days earthan expected, due to eliminated

practices.

There is a total of 35 risk and issue registenser& were 4 risks identified before the
development has begun. 24 issues were recordeugdhe first development cycle. 3
issues were identified in the second developmeriecand 5 issues were identified in
the third development cycle. The reason for théadigiumber of issues in the first
development cycle was unanticipated problems viaghinstallment of Silverlight on the

actual server.
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FIGURE 4-25 NUMBER OF DAYS IT TOOK TO CLOSE ISSUES IN THE SECON
DEVELOPMENT CYCLE
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FIGURE 4-26 NUMBER OF DAYS IT TOOK TO CLOSE ISSUES IN THE FIRST
DEVELOPMENT CYCLE
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FIGURE 4-27 NUMBER OF DAYS IT TOOK TO CLOSE ISSUES IN THE THIRD
DEVELOPMENT CYCLE
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Chapter 5 Conclusions and Recommendations
51. Summary

The dual purposes of this concluding chapter afé)summarize the research that has
been carried out and assess the degree to whihebearch succeeded in answering its
guiding questions, and (2) highlight the contribas of this research, its limitations, and
directions of future research.

The primary goal of this research was to develaptast a consolidated design
methodology for web-based emergency managemerdiodecupport systems (WEM-

DSS). This dissertation, demonstrates how this gaalaccomplished.

Chapter 1 included a number of research challeagésntermediate objectives that were
set forth to accomplish the goal of this reseahneth vas aforementioned. It was argued
that WEM-DSS are tools to assist emergency mandgetiseentire emergency
management practice. Based on this argument, fabatiton of elements of WEM-DSS,
its comparison with other decision support systantsthe identification of efficient

development strategies were established as intéateagsearch objectives.

This work continued with a literature review in @har 2. The review began with the
observation of a paradigm shift from single hazarchulti hazard oriented emergency
management, and then addressed its implicatiooperational emergency management
and information needs and systems. Discussion@$id@ support systems included an
examination of user-centered design for decisiokimgaand geographic information
systems. Then, information systems for emergenayagement were discussed in
particular, with their characteristics, requirenseand examples. A long review was
devoted to the examination of information systemgetbpment methodologies. This
portion of the review ranged from traditional seafied models to agile and flexible
development methodologies. The review concludet itomparison of information

systems development methodologies.

Chapter 3 built on the theoretical discussions dréram the literature review. It includes

a methodology which was a particular integratiofErfreme Programming and
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Capability Maturity Model Integration that was ladt and was to be implemented. The
details of this integration were discussed espgdiaregards to how the agility and
discipline would be balanced in this new methodgldthis chapter was finished with

step by step explanation of the methodology andrgicipated timeline.

Chapter 4 included discussion of the applicatiothefproposed development
methodology as a case study. This methodology aagd out with project initiation,

and then three development cycles in an iteratiaemar. For each development cycle, a
number of user stories were implemented. Usualhyraber of user stories are collected
under a “task”. Use case diagrams and activityrdimg accompanied the tasks. Since the
methodology was an agile one, there were changesghout the project. These

changes, along with the justifications were exm@dim this chapter. In addition to the
methodological modifications, there were some vYams from the proposed time
schedule. These variations were discussed in ditatare manner. Additionally, the
modifications, issues and risks throughout theqmtojvere documented during the

project and they were discussed in this chapter.

This dissertation ends with Chapter 5 presentiegctinclusions of this dissertation, in
which an evaluation of the proposed methodology¥&M-DSS is undertaken in the
light of qualitative and quantitative analyses aaetdd in Chapter 5. In addition, the
theoretical and practical contributions, along wita future research directions are

discussed in this chapter.

5.2. Contributions

The contributions of this study stem from addregshe research questions and

challenges. The first research question of thidystuas:

What are the key elements of an Emergency ManageDeamsion Support
System (EM-DSS)? How has DSS technology been ustgtiarena of
emergency management?

In the literature review and for the justificatifor the proposed methodology, it was
emphasized that it is important to let the usetsrd@ne the functionalities of the system

as well as the presented spatial and non-spat@hmation. These functionalities may
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include key elements of a WEM-DSS as well. Stdine features of WEM-DSS can be
identified as very important as discovered in éitare review, examination of existing
WEM-DSS and the user input in this study. Thestae (a) Easy to use and fast user
interface; (b) Ability to integrate various map\sees across various platforms; (c)
Ability to work (to an extent) without internet coeaction: This was one of the issues
raised by the emergency managers in input sessmrglucted. It was understood that
emergency managers can be in areas without inteonetection at times; (d) Ability to
add user maps; (e) Ability to integrate real tinagac (f) Ability to integrate a range of
maps and other information to give a sense of itnal awareness; (g) Ability to
increase and decrease amount of information anditunality detail to avoid data
overload, which is a deterrent of situational awass; (h) Ability to simplify and
complicate the user interface according to usedsié® avoid complexity creep, which is

a deterrent of situational awareness.
The second research question of this study was:

What additional benefits does a Web Based EmergBtaniagement Spatial
Decision Support System (WEM-SDSS) offer over anBS85? Does a WEM-
DSS intrinsically have different requirements ahdltenges than an ordinary
EM-DSS? If so, what are the differences?

A web based systems offer crucial advantages awemeb systems. These include
ability to use service oriented architectures, Wheatails consuming map and
geoprocessing services from non local sources. Wishadvantage comes a caveat as
well. Web based systems, especially service omkeatehitectures (SOA), may not be the
most secure option for emergency management diegeare prone to malicious attacks.

With SOA, some services may be unavailable at times

Another major advantage is the ability to potehtiabt have to install an application on
a computer. The product which is a result of teisearch can be run from any internet
browser, for example. While most of the non welebas/stems have to be written in
separate operating systems (such as Windows, Mao@$inux), web based systems

are usually interoperable and platform independent.

194



The third research question of this study was:

What is the optimal strategy for the design andl@mentation of a WEM-DSS to
support holistic planning and management of emeiigsefa How does a designer
evaluate the effectiveness of such strategy anagrersprecisely captures end
user needs?

As | concluded after the literature review chaptsyggested that striking a balance
between agility and discipline is important. Fagker projects, | would suggest
producing more documentation, more planning, ladgseloper teams as well as
ensuring user participation either through incesgior having it mandated through their

organization.

Answering this research question also helped naeltoess the first challenge identified
in Chapter 1: “There is a need for a systematic@gugh to develop, evaluate and identify
which technology is best suited to a particulaetgp decision situation during an
emergency”. This was specifically done: (a) In Gkag by investigating and evaluating
methodological and technological aspects of dewetppmergency management
decision support systems; (b) In Chapter 3 by psoygpa new methodology for
development of WEM-DSS and (c) In Chapter 4 by enmnting and evaluation this

particular methodology.

In addition to addressing the research questiodshallenges, several other
contributions emerged during this research. Thérinrions of this study range across
academic fields. Its contributions to geographynstem utilization and exploration of
hazards research, situational awareness and infiomsystems development
methodologies in emergency management. It was sigclin the literature review that
geographic information systems development prosadisenot make use of the latest
advancements in software engineering. Across ttetdanf geography, including
geographic information systems and geographic diducand research, there is a need to
incorporate more information technologies and saferengineering principles. In GIS
education, the conventional focus is towards mamgadata and designing spatial
databases. With the advancements in modern softestiensibility of information

systems has become an important aspect. Scopeibration of GIS can be greatly
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extended by customizations and extensions thatreeglanning. This newly emerging

need requires understanding development processas £ntire GIS or parts of it.

One important contribution to the GIS field origies.from the gap identified by Pick
(2008) who states that the use of software devetopmmethodologies and tools has been
limited in GIS industry. This study, which was dgsd and geared towards developing a
spatial information system, is an example to hatesdf the art software engineering

tools and methodologies can be applied in the belBIS.

The second field my work contributes to is the iglsee of information systems and
software engineering. My dissertation is one offéve research examples emphasizing
the importance of subject matter when designinghvesé in a combined XP and CMMI
approach. The methodology | designed addressedpoaiing user input from various
efforts such as input sessions, user stories tioteand validation. However, the utility
of user input was limited due to this particulaciabcontext, due to a lack of consistent
input into the development process. This methodolmdped me create and shape
software products in areas dealing with spatiabda®lutions. The results demonstrate
the importance of balancing planning and documemtgas represented by CMMI
approach in this study) against agility and flelipi(as represented by XP approach in

this study) and melding these two approaches deapjparent contradictions...

Thirdly, my work contributes to the field of emengy management. The collected user
requirements and their implementation into the WBBS incorporated common needs
for all hazards and particular emergency functidmeerefore, the argument that
developing multi-hazards emergency managementide@spport systems is more
practical and feasible than developing emergenayagement decision support systems

separately was proved valid.

Another strong point of the proposed methodologssistructure that welcomed frequent
user input for developing computerized systemsetivelr geographic information to
users. Although the user input was limited (asuised in limitations and future work

section), potential users were given frequent casuba drastically change the direction
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of the development process. This is another famivgiy that CMMI can accommodate

Extreme Programming principles.

The proposed methodology has not only been apdigdcalso has been well documented
for evaluation purposes. This documentation itisedf major contribution of this study, as
it describes the entire application of methodoletpp by step along with diagrams,
solution alternatives and issues that were raiBedumentation allowed explanation of
why there were certain delays in the project scleednd where there were changes in

the actual implantation of the methodology.

The application produced as a result of this redesinowcases a holistic web based
emergency management decision support systemhohsiic system is an example of
service oriented architecture as it utilizes sawifrom various sources, including
background maps from ArcGIS Online, weather andrataps from lowa State
Mesonet, maps loaded on the local server anddrediinera stream. These services were
mainly utilized by using existing libraries and qooments. Some of the components
were modified to better integrate to the applicatio addition to existing and modified
components, new tools were developed. It was detraded in this research that
adopting a service oriented architecture can emp@A& tools and components under a

centrally managed holistic system.

5.3. Limitations of the research and Future Work

The purpose of this research was not to come uptivé best methodology for
developing decision support systems for emergerayagement. Rather, it was to utilize
one case study to see the applicability of an nattegl CMMI and XP approach in this
particular study which draws input from emergen@niamgers in the state of Oklahoma.
The specific social and economic settings of Okhaaiothe particular settings of the
Oklahoma emergency managers’ community might bergdimable to some extent.
However, such a generalization requires the agmicaf this approach in similar

contexts.
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While the first challenge indentified in the intredion chapter was addressed, the

second and third challenges were not addressedeTdimallenges are:

There is a need to resolve methodological issussctinfound the widespread
application of WEM-DSS across different kinds ofezgencies; and

There is a need to demonstrate how WEM-DSS cantbgrated into the process
of emergency management

These challenges can be addressed in future ras@dwe challenge of resolving
methodological issues that confound the widespapgdication of WEM-DSS across
different kinds of emergencies can be addresseddpecting emergency management
organizations that use WEM-DSS. Particularly, vasidevelopment strategies and their
performances need to be analyzed for that purgdsechallenge of demonstrating how
WEM-DSS can be integrated into the process of eemegmanagement requires studies
that reveal appropriation of technological (paticly those of WEM-DSS) structures for
emergency management. Specifically, there neelds tbservation methods to monitor
how particular methodologies are used, and to wkint they are used for their
intended designs. A study that compares the apiptapr of various WEM-DSS with
various adoption mechanisms which involve altexgatechniques (such as instructor led
training, interactive training, mandatory trainiogoptional training) can reveal ideal

strategies for integrating WEM-DSS into emergen@nagement.

In the introduction chapter, the issue of adapitgbitas raised, especially across
organizations that are not similar to each otheahility of the resultant product can only
be evaluated according to the input session thatocagied out after the completion of
the second development cycle. In this sessiona#t @bserved that users found the web
based product “very slick” and easy to use (Thimauk Session Notes, 2010). A
thorough evaluation of usability of the applicatiemot possible, since a preliminary
evaluation requires use of the product by the earerg managers until they use it in
their operations and until they become very famivéh it.

The poor user involvement makes the measuremegifeaftiveness of development
approaches difficult. One of the purposes of ashgpKP was to observe effectiveness of

an agile methodology for this particular settingwéver, many of the aspects of XP
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have not been utilized, including user testinguesy of new and modified tasks during
the development. Therefore, one significant iterthanfuture research list is using
similar methodologies while motivating users totjggrate in the process with

incentives.

This research relied on volunteer input and feeklliramen emergency managers. There
were three meetings with individual emergency marggnd a meeting with a group of
emergency managers before the implementation.derdo reach a large group of
emergency managers, email was chosen as the @imegans of communication with
emergency managers in order to have them examenablication during the
development after each development cycle was faistest it, and request new tasks in
the form of user stories. However, poor user pigditon was observed throughout this
study. Initially, higher user participation wasiaigated by the investigator, since it was

likely that the developed product would be helgéuemergency managers.

Lack of user participation has been addressed\mrakacademic works especially
regarding user participation in online communit&s;h file sharing and social
networking communities. According to Kollock (199#)ere are four types of
motivations for online cooperation. First possibiletivation is expectation to receive
useful help and information in return. The secoasdgibility is to gain reputation through
contribution. A third kind was identified as haviagense of efficacy on the environment

or society. Lastly, attachment or commitment t@amunity can motivate to contribute.

Burgahairet al. (2003) and Gollet al. (2001) suggested using micro-payments to
reward individual contributions as incentive medkars for peer to peer online
communities. Vassilevat al. (2004) suggested increasing user participation by
rewarding them a higher status in the communitg, @ioviding them a higher quality of
service. Cheng and Vassileva (2005) found out\lingle this type of motivation
increased the quantity of user participation,sbataused reduced quality as many users
tried to maximize their benefits with minimum effofhis finally caused a decrease in
the user participation as a consequence of dedepsgity of resources shared.

Similarly, a study by Farzaet al. (2008) revealed that top status focused usens in a
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online community continually added content to aaatetworking site to stay at a top
level. Level focused users however, slowed dowaltogether stopped their

contributions once they reached a certain levestatus.

It should also be noted that the term “custometfien used when referring to users in
information systems development methodologies. & lreusually an underlying
assumption that the users pay for the softwareishdgveloped, therefore their
participation is ensured through their organizatiavorkings (e.g. users being mandated
to participate by managers). It is only naturablb@erve more participation if the user
side has paid for the software. In this study havethe participants were emergency
managers working at state institutions. They watecompensated for their participation

in addition to the fact that they were usually busth conferences and emergencies.

If a similar project was to be conducted in theufat | would first secure a certain
number of participants that agree to be a contiayauit of the project until the end of the
project. For future research, in the light of theseks and especially this particular
research, it is apparent that using incentivesiger input especially when developing
WEM-DSS for nonprofit, research or public organizas would be helpful for
generating more user input. Use of incentiveskiyito increase the quantity of the user
input. However it is important to note that usemmientives might negatively affect the
overall quality of input if participants are not tivated. Additionally, comparative
studies conducted on different demographics mag gigood idea on how to get more

user participation both in quantity and qualitynasl.

Another change in future research | would adoptld/be using a development team that
involved at least two programmers and a projectagan My contention is such a
structure is closer to programming industry stadslaA project manager is needed to
organize user participation and to give directish®n there are scheduling changes and
technical issues. A second programmer would beetetxlprogress faster, as well as to

comply with the pair programming principle suggddby Extreme Programming.

In the introduction chapter, the issue of adapitghitas raised, especially across

organizations that are not similar to each othelagtability of the product in this study
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can only be evaluated according to the input sedbiat was carried out after the
completion of the second development cycle. Indession, it was observed that users
found the web based product easy to use in the ithput session. The fact that there was
not sufficient time and that arrangements couldb®otlone to observe emergency
managers using the product are other limitatiorthisfstudy. For future studies, the
aforementioned secured user participation shouktbped to include observation of
their interaction and use of the product. The asialgf deviation of the actual schedule
from the expected schedule can be dramaticallgi@teby the programming and
development environment. While the implementati@s \done using Microsoft .NET,
Silverlight, and ArcGIS API for Silverlight, it iquite possible using other environment
(such as open source GIS) for future research rhighe an effect on the learning curve,

availability of libraries and tools and performarafehe product.

Technical problems have not been large issuesghau the project. Most of the time
the issues were overcome by developing prototypetionalities rather than developing
real and functional ones. For difficult tasks, thectionalities have been simplified as
well. There were several technical issues thateaaddressed in future studies. The tool
for uploading emergency plans currently only suppaploading shapefiles with WGS84
coordinate system. Additional libraries need talbeeloped to convert coordinates
systems on the fly. Another limitation with thistas that, annotation layers cannot be
uploaded, as they are not available in shapefii@&b. However, it is possible to convert
an annotation layer into a polyline shapefile, aptbad it as a part of emergency plan.
Additional libraries can be developed that can rtead files which include text and their

spatial information (e.g. xmin, ymin and xmax, ynzmordinates).
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6. Appendix

6.1. Operator Manual for the First Development Cycle

Navigation (Feature #1)
A navigation tool was placed on the applicatiomgsKAML code, simply using the

Navigation component in ESRI ArcGIS Silverlight Tkia

Managing Layers (Feature #2)
For each layer, there is a row containing a chexkaalider box and layers name. Layer

management is achieved through XAML code. In thA8Vi. code, first a list for all the
layers is created. For each layer, a checkboeisted to turn it on and off. For each
layer, a slider is created to change its transggrefor each layer, a textbox is created to
show copyright information when user hovers overl#tyer. For each layer, a textbox is

created to display name or description of the layer

The radio buttons and their container were writte KAML. A C# code was added to
handle the click radio button event. Accordingly,s@on as the radio button is clicked, an

event is fired and the URL of the layer is updated.

Tracking Management (Feature #3)
The radio buttons, checkboxes and their contaiwvers written in XAML. The event

handlers and the functions to generate the randowe@ments were added to the C#

portion of the application.

Sketching and Selection Management (Feature #4)
Sketching / selection menu and the results pane sgacified using XAML code. There

are 10 functions and a helper class to managdlttteeaperations within this feature.
The most three important functions include the &vesriTools_ToolbarltemClicked and
MyDrawSurface_DrawComplete and QueryTask Executgileed. With
esriTools_ToolbarltemClicked event, applicatioput into a certain drawing mode (e.g.
point, polyline, polygon, rectangle) to create agric or the graphic already drawn is
cleared. With MyDrawSurface_DrawComplete event,dievn graphic is added into a
graphics layer, a query task is created, usingthphic and using the options provided

by user (limiting the query to shelters only, limg the query to critical facilities only or
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no limitation) and using the QueryTask ExecuteCeanteal event, the query is executed,

and the results are put into a separate graphjes énd their tabular data are also binded
to the results datagrid. In case there is a problgmthe query, QueryTask Failed event
is fired.

Remaining 6 functions include events:

» GraphicsLayer_MouseEnter is activated when useefsower a selected feature
to highlight the corresponsing row in the resultadyrid.

» GraphicsLayer_MouselLeave is activated when the moussor leaves a selected
feature’s graphic to turn off the highlight of tberresponding row in the results
data grid.

* Row_MouseEnter is activated when the mouse cui®agrks over to a row,
highlighting the corresponding graphic.

* Row_MouseLeave is activated when the mouse cumsarh to leave a row,
turning off the highlight of the corresponding dgnap

* QueryDetailsDataGrid_LoadingRow activates event& RdouseEnter and
Row_Mouseleave.

* QueryDetailsDataGrid_SelectionChanged is activatieen the mouse cursor
hovers over from one row to another changing thecten, highlighting the

corresponding graphic.

Action Checklist (Feature #5)

The combobox and its container were written in XAMLsingle event handler was
written to generate the list of actions once a rthiage is specified in the C# portion of
the application. Once an item from the combobaselected, the list items are added
below the combobox.

Address Book (Feature #6)
The combobox the contact information and the coetaivere written in XAML. No

event handles were written in the C# portion ofapplication.
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6.2. Operator Manual for the Second Development Cycle

Zooming to Bookmarked Features (Feature #7)
The combobox, the datagrid and their container weitten in XAML. Three event

handlers were written to display the informatiorited selected critical facility or shelter
in the C# portion of the application.

They include the events AttributeQueryComboBox_&&aChanged,
AttributeQueryTask _ExecuteCompleted and AttributeTiask Failed. With
AttributeQueryComboBox_SelectionChanged event,eaygtask is created, using
combobox item selected by user and using the Qasky/TExecuteCompleted event, the
query is executed, and the results are put ineparsite graphics layer, the selected
graphic features are zoomed in and their tabuler @@ also binded to the attribute
results datagrid. In case there is a problem vighquery, QueryTask_Failed event is
fired.

Emergency Plans Management (Feature #8)
The button and its container were written in XAMin event handler was written to load

specified shapefiles in the C# portion of the aggilon. This event handler uses a
component, Vishcious.ArcGIS.SLContrib. An exampdelacation using this component
was configured to upload a single shapefile atna tiThe code was modified so that
multiple shapefiles could be uploaded at the same. {To do this, user needs to specify

all the dbf and shp files of corresponding shapsfil
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6.3. Operator Manual for the Third Development Cycle

WMS Data I ntegration (Feature #9)
WMS layers were added to the layer management icentasing XAML code. A WMS

layer can be added as if adding a REST servicdilzing ESRI.ArcGIS.Samples.WMS

component.

Traffic Cameras Management (Feature #10)
Three layers containing traffic cameras were addele layer management container

using XAML code.

Hazmat Management (Feature #11)
The hazmat shape generation button was added amemgher drawing tools using

XAML code. Hazmat specification controls were adtetbw the sketching and
selection management panel using XAML code. Twarf@znformation panels, one for
spilled material, one for the hazmat in criticadifigdy within the spill area, were added

below the hazmat specification controls using XAktide.
Several changes were made to the C# code for skgtthelection management.

* A new drawing mode in esriTools_ToolbarltemClicleent was prepared.

» Control mechanism in MyDrawSurface_DrawCompletenéte check if user
entered an azimuth value correctly and if the typleazmat was selected was
created.

* GeometryService_Failed and GeometryService_Propeofileted events are
invoked through MyDrawSurface_DrawComplete to tfama coordinates. The
hazmat center point has coordinates in latitudel@mgtidues. However, since no
accurate measurements can be done to draw haztratigolation and protective
action areas. In order to draw these geometriceshapcurately, the hazmat
center point needs to be transformed into UTM (Z&6M for this study)
coordinate system using an ArcGIS geometry serViteaizmat area generation
tool was selected QueryTask ExecuteCompleted évewot fired yet, since the
initial isolation and protective distance areastdnieebe generated first.

» GeometryService_ProjectCompleted event was créatdchw initial isolation

distance and protection distance shapes accordlitigethazmat parameters
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specified by the user. After these polygons arevdrahey are transformed back
to the original latitute langtitude coordinate gystusing another using an
ArcGIS geometry service. Once these geometry sersgitinished transforming
coordinates back, GeometryService2_ProjectCompkatedt is fired.
GeometryService2_ProjectCompleted event is usethpeg graphics on the
map; isolation, protective area as well as a qaesg graphic that emcompasses
the both isolation and protective areas in ordejuery the features using the
options provided by user (limiting the query tolgrs only, limiting the query to
critical facilities only or no limitation) and ugirQueryTask ExecuteCompleted
event. After the query is executed, the resultatento a separate graphics layer
and their tabular data are also binded to the teedaktagrid. In case there is a
problem with the query, QueryTask_Failed eveniredf Additionally,
loadSpill[Hazmat event is fired in the end.

loadSpillHazmat is automatically fired by Geome&yice2 ProjectCompleted
event. Based on the hatmat type/name, hazmat qfaenation as described in
Emergency Response Guidebook (US Department ospaatation, 2008) is
displayed in a very similar format to the book lelthe hazmat parameter
specification panel and above search results panel.
QueryDetailsDataGrid_MouseLeftButtonUp event isvated when user clicks
on a row on the data grid to fire loadCriticalHazmaent to display hazmat
information of the hazmat material of the seleatetical facility or shelter.
loadCriticalHazmat event is activated by
QueryDetailsDataGrid_MouseLeftButtonUp to displagzmat information of the
hazmat material of the selected critical facilitysbelter.
CriticalHazmatDisplay_Close_Click event is usedltise the critical hazmat
information display SpillHazmatDisplay_Close_Clekent is used to close the
spilled hazmat information display.
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6.4. Interface Description and User Manual for the First Development Cycle of the
Proj ect

This application is developed by Naci Dilekli, adPstudent in University of Oklahoma,
Department of Geography for his research.

Warning: This is a prototype application, and the purpdseis to show functionality
provided that there are correct and updated infooman it. For the study, Norman, OK
was chosen, and data was collected and generatedlangly. Data in this application is
mostly arbitrarily and/or randomly generated, asdat to be used for any actual
decision making.

1. Introduction

The purpose of this study is to develop and testrsolidated design methodology for
web-based emergency management decision supptetrs/§WEM-DSSs). A WEM-
DSS is a decision support system utilizing recevietbpments in communications,
especially Internet technology, for holistic anteefive emergency management.
Accordingly, an emergency management decision stiggstem (EM-DSS) is a tool to
assist emergency managers in all elements relatiégt tholistic planning and
management of emergencies, from efforts aimingéognt emergencies, to preparing
for the emergencies, to the management of the laatuergency response.

This application addresses a group of user sttrasare collected through user surveys
conducted by the researcher. This application veagldped using ArcGIS Server and
the ArcGIS API for Microsoft Silverlight. User neetb install Silverlight to run the
application. Note that the application has onlyrbested in the MS Windows.

e For Windows:_http://www.microsoft.com/silverligh&t
started/install/default.aspx

* For Mac OS:
http://www.apple.com/downloads/macosx/developmeatstsilverlight.html

e For Linux and UNIX:_http://www.go-mono.com/moonligh

The application consists of a panel on the lefifi@anaging the data, a panel for
sketching and selecting on top right, and a pasreh&vigation on the bottom left of the
interface. A complete list of supported featurese(wstories) is provided at the end of this
document.
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Figure. General View of the Application
2. Supported Features/ User Stories

* User zooms in to map

» User zooms out of map

» User pans across map

* User zooms to the map extent

* User identifies features

» User views locations of emergency vehicles on thp neal time (prototype)

» User toggles between different types of emergeetycles

» User views locations of emergency managers on tqenerl time (prototype)

» User views labels on top of emergency vehicleshemtap

» User views topographic maps

» User views land cover satellite imagery

» User views building floor plans

» User toggles between different data source

* User can view county names on the map

» User draws polygons on the fly during response

» User views what facilities are in a drawn polygomoanatically

» User views what shelters are in a drawn polygooraatically

» User views phone number for a critical buildingeaftelection

» User chooses whether shelters and/or criticalifeslwill be displayed by
clicking on checkboxes when a polygon is drawn

» User views a checklist for actions to do for cer@vents
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» User views the address book to contact peoplaticairfacilities and other
agencies

3. Managing Layers

Layers can be managed through the top portioneopéimel on the left, titled: Manage
Layers. For each layer, there is a row containisgexkbox, a slider box and layers
name.

Manage Layers

|+ 1. Background Layer

{.| Counties

1) Buildings

AREEER

] Building Plans

{_| Critical Facilities

{_| Tracking Layer

1 Sketching Layer

Figure. Manage Layers Panel

A layer can be turned on and off by the checkboxheneft. Transparency of a layer can
be adjusted by the slide bar in the middle. Culyetttere are 7 layers available for
managing, including:

* Background Layer: A layer showing either the straap, topographical map or
the satellite imagery.

» Counties: A layer showing the boundaries and nashesunties in Oklahoma.

» Buildings: A layer showing the buildings in Normadk.

» Building Plans: A prototype layer showing the binlgiplans of the critical
facilities in Norman, OK.

» Critical Facilities: A prototype layer showing thetical facilities (Police stations,
fire stations, schools, hospitals and shelter§arman, OK.

» Tracking Layer: A prototype layer showing the lacas for emergency vehicle
and people locations. It includes fire vehicledjqeovehicles and field
responders.

» Sketching Layer: A layer that controls the visiilof the sketching graphics.
Sketching is done through the top right panel.
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i,

Figure. Some layers turned off

Manage Layers

Figure. Transparency for the background layer adjusted

User can change the contents of the background tayehoosing one of the options
through the radio buttons. The options are stratt,dopography data and satellite
imagery.

Select Background Data Source
(#) Streets () Topo () Imagery

Figure. Background Data Source Panel

4. Managing Tracking Symbols and L abels

User can turn on and turn off labels for the tralctemtures by the radio buttons next to
“Tracking Labels:”. Categories of certain trackedtiires can be turned on and off by the
checkboxes next to “Fire”, “Police” and “Field”.
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Tracking Labels: (+) Of () On
| Fire [+ Pelice [¥] Field

Figure. Managing Tracking Symbols and Labels Panel

5. Phonebook

This is a panel for viewing the web sites and phawmabers of the listings in the
application. User can click on the combobox andwaw the entries. Also, by clicking
on the web link, user will be directed to the raletinstitution’s web site.

- Phene Book

| Norman High [
405-999-9999

-l ocs I
405-353-5355

ou
| |405-935-3935

Figure. Viewing Phonebook Items

6. Viewing Hazard Action List

This is a panel for viewing the action lists forteén events. When the user clicks on the
combobox, and selects a category, a list of actiath$op up below. Note that checking
any of the actions will not cause anything on teerunterface. The list is a reminder for
the emergency manager for what he/she needs tadky gertain circumstances.

Select Hazard Action List
| A

" Ternade Action List

Fire Action List
Flood Action List

Hazmat Action List

=

Figure. Selecting Hazard Action Lists

Select Hazard Action List
| Tornado Action List

|| Generic Action 1
|%| Generic Action 2
|| Generic Action 3
] Generic Action 4
| Tornade Action 1
|s] Tornado Action 2
|| Tornado Action 3
(] Tornado Action 4
|| Tornado Action 5
[ Tornado Action &

Figure. Some Hazard Action List ltems Checked

211



7. Sketching and/or Facility Selection

This is a panel for drawing features on the magrldan choose to select critic
facilities and/o shelters based on the drawn features as welthigruser needs
choose which group of features will be selectedheycheckboxes next to “Select”. U:

then can make the selection based on a single @darttify) €, drawing a polyline X

drawing a polygor%a or drawing a rectang| & Todo this, user first needs to click
the selection option (identify, polyline, polygonrectangle) and then do the drawir
selection operation on the screen. User can tteseehe drawing by clicking on t

clear selectior & button. For example, using the polygon sketchirmd taser may dray
a rough plume area on the map, and see what iegiéite in this are

Sketching and/or Facility Selection
Select: || Critical Facilities |+ Shelters

0s LS

Figure. Sketching and/or Facility Selection Me

If any selection is made, then the restinformation regarding the critical facilities a
shelters) will be displaying below the Sketchingl &election Panel. When user hov

on to a selected feature, that graphical featumeedisas its entry in the results table v
be highlighted. The see effect happens when the user hovers on any ienting result:
table.

Figure. Sketching an Facility Selecti
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8. Navigation and Navigation Panel

Navigation on the map can be done via the mougergss which are similar to Google
Earth controls. To pan the map, user can holddfteriouse button down, and move the
mouse. User can also use the arrow keys on hisdmeputer to move left, right, up and
down as well. To zoom in and out of the map, useruse the mouse wheel.

On the navigation panel at the right bottom ofrtiep, user can pan, zoom in and out,
rotate the map, reset the rotation, and zoom texkents of the map.

By clicking on the arrow buttons around the ringeiucan pan the map. User can zoom in
and out to the map using the zoom slider or therzmoand out buttons on the left side of
the navigation panel. User needs to click and thraging, and then move the mouse to
upward or downward direction to rotate the viewetJseeds to click the north-up button
to reset the view so that north is at the top efdtreen.

o
ore

Figure. Rotating Using the Navigation Panel
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6.5. Interface Description and User Manual for the Second Development Cycle of

the Project
This application is developed by Naci Dilekli, adPstudent in University of Oklahoma,
Department of Geography for his research.

Warning: This is a prototype application, and the purpdseis to show functionality
provided that there are correct and updated infooman it. For the study, Norman, OK
was chosen, and data was collected and generatediangly. Data in this application is
mostly arbitrarily and/or randomly generated, adat to be used for any actual
decision making.

1. Introduction

The purpose of this study is to develop and testrsolidated design methodology for
web-based emergency management decision supptetrs/§WEM-DSSs). A WEM-
DSS is a decision support system utilizing rec@vietbpments in communications,
especially Internet technology, for holistic anteefive emergency management.
Accordingly, an emergency management decision stiggstem (EM-DSS) is a tool to
assist emergency managers in all elements relatéx tholistic planning and
management of emergencies, from efforts aimingéognt emergencies, to preparing
for the emergencies, to the management of the laatuergency response.

This application addresses a group of user sttrasare collected through user surveys
conducted by the researcher. This application ve&eldped using ArcGIS Server and
the ArcGIS API for Microsoft Silverlight. User neetb install Silverlight to run the
application. Note that the application has onlyrbested in the MS Windows.

e For Windows:_http://www.microsoft.com/silverligh&t
started/install/default.aspx

e« For Mac OS:
http://www.apple.com/downloads/macosx/developmemistsilverlight.ntml

e For Linux and UNIX:_http://www.go-mono.com/moonligh

The application consists of a panel on the lefifi@naging the data, a panel for
sketching and selecting on top right, and a pamehdvigation on the bottom left of the
interface. A list of supported features (user s®rihat are developed specifically for this
release is provided at the next section.
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Figure. General View of the Application

2. Supported Features/ User Stories
» User zooms to the bookmarked features using a dwpdnenu
» User draws a hazard response plan
» User edits a hazard response plan
» User shares hazard response plans

3. Zooming to Bookmar ked Features

Features can be zoomed in by selecting their n&mesthe dropdown menu on the
right.

Select a Facility to Zoom

Seleeka, >

Figure. Zooming to Features Menu
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5&1«1 a Facility to ZDBﬂI-
[Select... - I
| -

| Select...
sk: ion

Select: Random Name 1 helters

Random Name 2

q Random Name 3 (f

Random Name 4

Random Name 5

o W99

Random Name 6

Random Name 7 ot

Random Name 8

e

Random Name @

Random Name 10 e
Random Name 11

60th Ave NE.

Random Name 12
Random Name 13

» | Random Name 14
Random Name 15
Random Name 16

Random MName 17
Random Name 18
-| Random Name 1%
_ | Random Name 20
| Random Name 21
Random Name 22
Random Name 23

| Random MNams 24

“¢ | Random Name 25

Random Name 26

Random Name 27 >

Figure. Zooming to Features Menu Expanded

After clicking on a facility name, it will automatilly zoom to that feature and it will
show its attributes below.

Figure. Facility Zoomed and Its Attributes Shown
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4. Uploading Emergency Plans

User will draw / edit and share emergency plansgi8ircGIS or any other software
(including free open source software) that is cegabmanaging and saving features in
ESRI shapefile format. The shapefiles need to NeG&S 1984 coordinate system in
order to be properly displayed since underlyingetayhave this specific coordinate
system. User can then upload multiple shapefilesxa#mergency plan using the “Click
and Specify shp and dbf files” button under “Upldadergency Plan” section on the left
side of the interface.

Upll_Jad Emergency Plan
|Click and Specify shp and dbf files|

Figure. Upload Emergency Plan Panel
After user clicks on “Click and Specify shp and @ll&s” button, user will have a dialog
to specify the shapefile(s).

-

B

Laok in: | <e Local Disk [C) vl O & e M-
% I metadata MSOCache [2] errPython. bt
[ £ ) arcgisserver Clpix [ mFcacke. 1
My Recent () ARcEISSeryer SDK |Z)Program Files =l 10,575
Documents | Basins (C)Pythoniz+ = TPH.PH
= |=3cap (3)Pythonzs 7 MEDOS. Y5
Lj j-:ldsll |)5ectionFointsID @ ntldr
Desktop |C)Documents and Settings  |_jshaheen = sqmdata0n. sgr
|Eydrivers ETemp ) sqmnoopton.sgm g
(Secipse (vl [ stiulog 3
[ 3 |Shemplan :;,wamp Aduserchrome, css %
My Documerts [__JF\shAtlas “__]Wcamlnst ‘]
I)GIS Class () WINDOWS ]
Dizes () WMaDK: z
k ‘.g ) Inetpub %] bar.emf o §
e ) Cinstalls 1) dell scr o
My Computer j
‘_‘J File narne: | |
= MyNewo | Fiesof type [ 7
= z eI

Figure. Dialog to upload shapefiles

User then browses into the folder containing emergglan shapefiles, and selects them.
User only needs to specify the files with ‘dbf astlp’ extensions (user can do this by
holding the control key down and selecting indiabifiles); however it will also work if
user selects all files for required shapefiles.
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Figure. All Files of Required Shapefiles Selected

After selection, user needs to click “Open”, anel @mergency plan will be uploaded to
the web application. User can use the sample datdadined in emplan.zip file archive),

to attach a plan that involves some arbitrary dngaiaround Oklahoma Memorial
Stadium.
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Application
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6.6.Interface Description and User Manual for the Third Development Cycle of the
Proj ect
This application is developed by Naci Dilekli, abPstudent in University of Oklahoma,

Department of Geography for his research.

Warning: This is a prototype application, and the purpdseis to show functionality
provided that there are correct and updated infooman it. For the study, Norman, OK
was chosen, and data was collected and generatedlangly. Data in this application is
mostly arbitrarily and/or randomly generated, amdot to be used for any actual
decision making.

1. Introduction

The purpose of this study is to develop and testrsolidated design methodology for
web-based emergency management decision supptetrs/§WEM-DSSs). A WEM-
DSS is a decision support system utilizing recevietbpments in communications,
especially Internet technology, for holistic anteefive emergency management.
Accordingly, an emergency management decision stiggstem (EM-DSS) is a tool to
assist emergency managers in all elements relatiégt tholistic planning and
management of emergencies, from efforts aimingéognt emergencies, to preparing

for the emergencies, to the management of the laatuergency response.

This application addresses a group of user sttrasare collected through user surveys
conducted by the researcher. This application veagldped using ArcGIS Server and
the ArcGIS API for Microsoft Silverlight. User neetb install Silverlight to run the
application. Note that the application has onlyrbessted in the MS Windows.

e For Windows:_http://www.microsoft.com/silverligh&t

started/install/default.aspx
e For Mac OS:

http://www.apple.com/downloads/macosx/developmeatistsilverlight.html

* For Linux and UNIX:_http://www.go-mono.com/moonligh

The application consists of a panel on the lefifi@naging the data, a panel for

sketching and selecting on top right, and a pasreh&vigation on the bottom left of the
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interface. A list of supported features (user s®rihat are developed specifically for this

release is provided at the next section.

Manage Layers 3 | o Select a Critical Facility to Zoom

41— | Backaround Layer [ ¥ { s (Select. -

= = P = 3

& :

- -u i QB( S - % 2 Sketching and/or Facility Selection
[~ Buildings W Indian_HillsRd 4 L Select: (] Critical Facilities [¥] Shelters

[} —{] Building Plans
] =[] eritical Facilities
)] nEXRAD Base Ref.

Larg, ]
=] u NEXRAD Storm Tot Ppt
[[J ] €urCloud Cover (IR}
I} cur weather watches y \
= / I \
[} Traffic Cameras » h A\
[ =] Tracking Layer g = o e
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4] %J Emergency Plan Layer
Select Background Data Source
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st A W
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@ streets (O Topo (O Imagery

Tracking Labels: (=) Off () On I
/] Fire [¥] Police [¥] Field - SRT4

Upload Emergency Plan

|Click 2nd Specify she and dbF files | &

Figure. General View of the Application
2. Supported Features/ User Storiesin thisCycle
» User views NEXRAD Base Reflectivity Data
» User views CONUS NEXRAD Storm Total Precipitaticetal

» User views NWS Current Warnings

* User views CONUS GOES Infrared Satellite data foud cover
» User views live traffic cameras (prototype)

» User specifies initial isolation and protectivei@astareas

» User views hazmat guides for spilled hazmat

» User views hazmat guides for buildings
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3. NEXRAD Base Reflectivity Data

Manage Layers

—| | Background Layer

—:—D Counties
—D Buildings

| NEXRAD Base Ref.
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{} curweather watches
eD Traffic Cameras

-ﬂ:D Tracking Layer

—| | Sketching Layer

—T—D Emergency Plan Layer

-

— — — —
| NEXRAD sform Tot Ppt

D Atribute Selection Layer

Figure. Layers Menu with NEXRAD Base Reflectivity layeghlighted

NEXRAD Base Reflectivity Data can be viewed by taghon this layer in the layers

menu.
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4. CONUSNEXRAD Storm Total Precipitation data
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4] ) Tracking Layer

|1 = | Attribute Selection Layer
[¥f] | | Sketching Layer

[+ || Emergency Plan Layer

Figure. Layers Menu with CONUS NEXRAD Storm Total Precipion layer
highlighted

CONUS NEXRAD Storm Total Precipitation layer canwewed by turning on this

layer in the layers menu.

Manage Layers Selact a Critical Facility to Zoom
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() Streets (&) Topo () Imagery

Tracking Labels: () 0ff () On

1] Fire [¥] Police [¥] Field

Phone Book
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L )
Upload Emergency Plan

| Click and Specify shp and dbf files|

Figure. CONUS NEXRAD Storm Total Precipitation Data showmthe map
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5. CONUSGOESInfrared Satellite Data
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] %] Emsrgency Flan Layer

Figure. Layers Menu with CONUS GOES Infrared Satellitesialgighlighted

CONUS GOES Infrared Satellite layer can be vieveesee the cloud cover by turning
on this layer in the layers menu.
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Figure. CONUS GOES Infrared Satellite Data shown on thp ma
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6. NWS Current Warnings
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Figure. Layers Menu with NWS Current Warnings layer highted

NWS Current Warnings layer can be viewed by turminghis layer in the layers menu.
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Figure. NWS Current Warnings shown on the map
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7. LiveTraffic Cameras
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Figure. Layers Menu with Traffic Cameras layer highlighted

This is a prototype feature, that the cameras stmwihe map do not stream the actual

locations. By default Traffic Cameras layer is taron. There are 3 traffic cameras, and

these cameras may not always be available bas#temrmaintenance and general

network issues.
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Figure. One camera stream is zoomed in
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8. Managing Hazmat Features
With this release, the hazmat drawing tool is adai®dng the sketching and selection
tools. When clicked on the hazmat icon, the pankbe expanded so that the user can
specify hazmat parameters.

Select a Critical Facility to Zoom

| Select... » |

Sketching and/or Facility Selection
Select: || Critical Facilities |+ Shelters

e ¢ & E’(:é\)c?

5|:|ecif_5|I Hazmat Parameters and Area
Hazmat: | + | Azimuth: [zs0 |
Spill Size: (=) Small Spill Time: () Day
_J) Large Spill ) Night

Figure. Hazmat Icon highlighted and clicked
After user specifies the hazmat parameters, useclaz on the map to specify the origin
of the hazmat spill. After this, the origin locatiepecified by a hazmat icon, a graphic
indicating the initial isolation (red) area and thretective action (blue) area will be
drawn. A guide (orange colored) that correspondbdaspecified hazmat is also
automatically displayed below the hazmat paramelegks the other selection tools, the
records for the critical facilities inside the dragraphic are shown automatically in the
graphical search results. These results are placger the spilled hazmat guide.
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Figure. Hazmat area drawn, guide displayed, and overlagjitigal facilities

User can also access the hazmat information tltatntained in a building. To do this,

user needs to click on a record in the graphicalcderesults box, and the corresponding

guide will be displayed under the graphical seaeshlts. Note that, graphical search

results can be accessed with identify, polylindygon and rectangle selection tools as

well. User can also access the hazmat informatiothe critical facilities using these

tools.
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displayed

The information on the right side of the interfacay occupy much of the screen. In this

case, user can close either or both of the hazmdesg
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X
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Figure. User can close a hazmat guide by the “X” button
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