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#### Abstract

With the use of information technology in industries, a new need has arisen in analyzing large scale data sets and automating data analysis that was once performed by human intuition and simple analog processing machines. The new generation of computer programs now has to outperform their predecessors in detecting complex and non-trivial patterns buried in data warehouses. Improved Machines Learning (ML) techniques such as Neural Networks (NNs) and Support Vector Machines (SVMs) have shown remarkable performances on supervised learning problems for the past couple of decades (e.g. anomaly detection, classification and identification, interpolation and extrapolation, etc.).


Nevertheless, many such techniques have ill-conditioned structures which lack adaptability for processing exotic data or very large amounts of data. Some techniques cannot even process data in an on-line fashion. Furthermore, as the processing power of computers increases, there is a pressing need for ML algorithms to perform supervised learning tasks in less time than previously required over even larger sets of data, which means that time and memory complexities of these algorithms must be improved.

The aims of this research is to construct an improved type of SVM-like algorithms for tasks such as nonlinear classification and interpolation that is more scalable, error-tolerant and accurate. Additionally, this family of algorithms must be able to compute solutions in a controlled timing, preferably small with respect to modern computational technologies. These new algorithms should also be versatile enough to have useful applications in engineering, meteorology or quality control.

This dissertation introduces a family of SVM-based algorithms named Unconstrained Learning Machines (ULMs) which attempt to solve the robustness, scalability and timing
issues of traditional supervised learning algorithms. ULMs are not based on geometrical analogies (e.g. SVMs) or on the replication of biological models (e.g. NNs). Their construction is strictly based on statistical considerations taken from the recently developed statistical learning theory. Like SVMs, ULMS are using kernel methods extensively in order to process exotic and/or non-numerical objects stored in databases and search for hidden patterns in data with tailored measures of similarities.

ULMs are applied to a variety of problems in manufacturing engineering and in meteorology. The robust nonlinear nonparametric interpolation abilities of ULMs allow for the representation of sub-millimetric deformations on the surface of manufactured parts, the selection of conforming objects and the diagnostic and modeling of manufacturing processes. ULMs play a role in assimilating the system states of computational weather models, removing the intrinsic noise without any knowledge of the underlying mathematical models and helping the establishment of more accurate forecasts.

## Part I

Unconstrained Learning Machines for Supervised Learning

## Chapter 1

## Introduction and Literature Review

### 1.1 Origins of Supervised Learning

Supervised learning is a machine learning approach that aims to estimate functions which link input observations to pre-determined targets. As the approach itself implies that computers host supervised learning algorithms, the notion of seeking such estimating functions, or patterns, is very old. The first modern cases of pattern searches in data date back from the early days of modern astronomy where empirical laws of motion were deduced from numerical observations. Kepler's laws of planetary motion and Newton's law of universal gravitation are early examples of pattern analysis on observational data [Kepler, 1619; Newton, 1687]. While finding nonlinear patterns was still a matter of good judgment toward the end of the 18th century, several mathematicians re-invented a systematic approach for finding linear relationships between observations: the so-called method of least-squares which was introduced to predict the position of celestial objects [Gauss, 1809; Legendre, 1805]. In the 19th century, graphical methods were vastly used to establish many nonlinear empirical laws of chemistry and electricity which are still used nowadays (e.g. Ohm's law [Ohm, 1827]). Log-log and semi-log graphs were used together with nomograms [d'Ocagne, 1885] and specialized slide rules to analyze patterns in observations, and remained used for the purpose of pattern analysis until the early 1960s.

The early 20th century was marked by the emergence of modern statistical science which was due, for a large part, to the English statistician Fisher who also introduced the very first machine learning tools. The Fisher's linear discriminant was first described in

1936 to perform what is now referred as linear binary classification [Fisher, 1936]. This method was closely related to the analysis of variance (ANOVA) and the regression analysis which was pioneered the century before, with the exception that targets were now discrete objects and not numerical values. It was also related to Principal Component Analysis (PCA) [Pearson, 1901] and Factor analysis. The method of least squares that spawned regression analysis and eventually the Fisher's linear discriminant was a simple form of what is now called regularization. The regularization theory is concerned with the introduction of supplementary information to solve problems highly sensitive to perturbations or ill-posed problems. The Tikhonov regularization [Tychonoff, 1963] marked the crown achievement of regression methods at the dawn of computer technology and machine learning.

### 1.2 The First Generation of Supervised Learning Algorithms

Artificial Intelligence and Machine Learning were born through the work of Rosenblatt on the perceptron [Rosenblatt, 1958]. The Perceptron was the first on-line linear binary classifier meant to be powered by computers. It was the earliest example of a feed-forward neural network and its study [Novikoff, 1963] generated today's statistical learning theory. Soon after Rosenblatt's breakthrough, several authors proposed supervised learning algorithms to solve real-life problems such as the learning matrices [Steinbuch, 1965] and the Madaline [Widrow, 1962].

In the years that followed, decision trees and hidden markov models were also introduced to help computers building logical patterns between observations, although, unlike the perceptron, these methods were not based on neuron models. The search for nonlinear relations hidden in data started to be described with elements of algorithmic information theory, in which randomness is simply defined as the absence of patterns in the observations [Chaitin, 1966; Kolmogorov, 1965].

### 1.3 Second Generation (1970s-1980s)

The research on binary classification led Vapnik and Chervonenkis [1971] to formulate non-asymptotic probabilistic bounds for the rate of convergence of linear binary classifiers, regardless of the distribution of the observations. A decade later, Vapnik generalized the results to nonlinear classifiers [Vapnik, 1982]. These bounds, which are expressed by what is now known as the $V C$ dimension, led to the empirical risk minimization principle that links empirical risks of learning algorithms to necessary and sufficient conditions for the uniform convergence of their means to their expected values (i.e. a law of large numbers in a functional space). In 1991, the empirical risk minimization principle was finalized with necessary and sufficient condition for the convergence in probability toward the best possible result [Vapnik and Chervonenkis, 1991]. These probabilistic results paved the way to the modeling of supervised learning algorithms as minimization problems that attempt to minimize a risk functional over a set of functions.

During the 1980s, supervised learning algorithms underwent a nonlinear transformation with the sigmoid approximation and the resulting back-propagation networks $[\mathrm{LeCun}$, 1986; Rumelhart et al., 1986]. The discovery of nonlinear patterns hidden in classification data was then reduced to the evaluation of gradients using gradient-based optimization techniques that were developed three decades prior (e.g. conjugate gradient method [Hestenes and Stiefel, 1952]). Unfortunately, back-propagation network techniques were plagued by multiple sub-optimal minima and their inability to converge toward a global optimizer. Nevertheless, they helped the launch of modern day data mining and bio-informatics.

### 1.4 Third Generation (1990s-2000s)

The third generation of supervised learning algorithms is marked by the use of kernel methods. The theory of kernels is actually a century old [Mercer, 1909] and can be seen as the
generalization of definite matrices to functions, with an emphasis on positive definite properties. Aronszajn [1950] studied reproducing kernel Hilbert spaces which are centered around positive definite kernels. The resulting notions were eventually used in approximation and regularization theory. It led to the interpretation of kernels as measures of distances and angles in an induced Hilbert space and their use in pattern classification [Aizerman et al., 1964]. The finitely positive definite property of kernels which was a key aspect to the construction of general kernels on exotic objects was introduced a couple of decades later by Saitoh [1988]. In the early 1990s, kernel methods were used in a machine learning context by Girosi et al. [1995] to build new nonlinear neural network architectures.

Learning algorithms such as Support Vector Machines (SVMs) were the direct results of the combination of kernel methods, the empirical risk minimization principle and the maximum margin paradigm [Vapnik, 1995, 1998]. This new family of learning algorithms was fitted for both nonlinear classification and regression tasks. Nevertheless, the VC framework of SVMs provided loose and pessimistic bounds, and therefore Rademacher complexities were soon introduced as empirical estimate of the VC dimension to remedy all these problems [Koltchinskii and Panchenko, 2000]. Several flavors of SVMs were introduced after Vapnik's landmarking work such as the Least-Squares SVM (LS-SVM) [Suykens and Vandewalle, 1999] as well as computational improvements such as the Sequential Minimal Optimization (SMO) [Platt, 1999]. Then developments on Bayesian kernel methods followed [Smola and Schölkopf, 2003].

### 1.5 Current Status and ULMs

Kernel methods and SVMs have been applied to a wide range of problems such as computational biology, bio-informatics and gene analysis [Ding and Dubchak, 2001; Lee et al., 2003; Santosa et al., 2002, 2007], fluid mechanics [Oladunni and Trafalis, 2006; Oladunni et al., 2006; Trafalis et al., 2005], manufacturing engineering [Gilbert et al., 2010, 2009a;

Malyscheff et al., 2002; Prakasvudhisarn et al., 2003; Raman et al., 2005], meteorology [Adrianto et al., 2005; Gilbert et al., 2009b; Mansouri et al., 2007; Trafalis et al., 2007] and even political science [Malyscheff and Trafalis, 2003]. Financial applications of SVMs include short term portfolio management [Ince and Trafalis, 2006a], exchange rate prediction [Ince and Trafalis, 2006b] and stock price prediction [Ince and Trafalis, 2003, 2007]. Other applications are in the area of production [Alenezi et al., 2005], inventory transactions [Beardslee and Trafalis, 2005] and web mining [Chung et al., 2002].

Unconstrained Learning Machines (ULMs) are the natural evolution of the works of Gilbert and Trafalis on error-tolerant SVMs [Trafalis and Gilbert, 2005, 2006, 2007]. The resulting formulations were based either on large linear programming problems or mediumsized second-order cone programming problems, which both presented a computational challenge on large sets of data. The present form of ULMs was born from a deliberate simplification of these underlying mathematical programming problems so that they could retain the error-tolerant properties while allowing the fast computation of optimal solutions [Gilbert and Trafalis, 2009]. This increase in computational speed allowed to embed ULMs in more complex structures such as pattern searches in functional spaces, on-line processing schemes or data thinning procedures.

## Chapter 2

## Kernel Methods for Supervised Learning

The term "kernel methods" is a generic term that encompasses all treatments that a set of data can receive from a particular category of functions called kernels which are discussed in Section 2.2. More exactly, the data is processed using a subset of kernels which include the so-called positive definite kernels. Kernel methods are commonly used by SVMs to process non-trivial supervised learning tasks such as nonlinear binary classification and nonlinear nonparametric regression [Vapnik, 1982, 1995, 1998]. The analysis and pretreatment of the observations is often a crucial step for a successful application of kernel methods to them. It leads to faster and more stable computation of hidden patterns in the data. To this end, a brief review of common data pretreatment techniques is discussed in Section 2.1. Once data treatments and kernel methods are carefully chosen, it then becomes possible to quickly recover complex information from large sets of data. Estimating the patterns that links data features together is the heart of the function estimation problem that is reviewed in Sections 2.3 and 2.4.

### 2.1 Data

### 2.1.1 Source and Nature of the Processed Data

## Source of Data and Mathematical Assumptions

The data to be processed by learning machines comes in various shapes and forms. Modern pattern recognition algorithms have been used to analyze sequences of numbers, letters, images, videos, network graphs and other objects. Despite the sheer amount of possible
data treatments, all these techniques have at least two points in common:

- There exists a non-trivial hidden pattern within the data stream;
- It is possible to quantify similarities between objects found in the data stream.

Many machine learning techniques add further statistical restrictions such that all objects generated by the source of data are distributed according to a well-behaved distribution. Usually these techniques assume a perfect knowledge of the source of data and, whenever observations violate the mathematical restrictions, all outliers are modified or deleted before treatment. Such approaches can be detrimental to the pattern analysis of a data set and can produce partially unreliable results. Therefore, it becomes necessary to adopt machine learning approaches that require the least amount of mathematical assumptions on the source of data while increasing the reliability of the results. Kernel methods can be used to develop learning algorithms that fit these requirements. They only require the existence of a source of data, with no further statistical assumptions on it, the existence of a similarity measure between observations, and the existence of a pattern hidden within the data.

Hence, we will assume, in all the following, that the data which is being processed satisfies the following assumptions:

1. The source of data generates a collection of objects $e_{1}, e_{2}, \ldots$ that belongs to a measurable observation space $(E, \mathfrak{S})$ where $\mathfrak{S}$ is a $\sigma$-algebra over the set $E$.
2. There exists a measure space $(\Omega, \Sigma, P)(\Sigma$ is a $\sigma$-algebra over $\Omega$ and $P: \Sigma \rightarrow \overline{\mathbb{R}}$ is a measure over $\Sigma$ such that $P(\Omega)=1)$ and a measurable function $g: \Omega \rightarrow E, \omega \mapsto e$ which outputs are the observations $e_{1}, e_{2}, \ldots$, etc.
3. There exists a measurable pattern function $\psi: E \rightarrow[0, a]$ with $a>0$ such that

$$
\begin{equation*}
\langle\psi(g)\rangle=\int_{\Omega} \psi(g) \mathrm{d} P=0 . \tag{2.1}
\end{equation*}
$$

The first assumption ensures that it is always possible to construct a measure of similarity between observations, which is a crucial requirements for kernel methods. The second assumption assumes that all observations were effectively generated according to an unknown measurable function $g$. In other words, $g$ is the source of data. The last requirement claims that there exists a pattern hidden within the observations. It assumes that, out of all possible events in $\Omega$, the images by a pattern function $\psi$ of all corresponding observations are null on average. The codomain of $\psi$ is a closed interval of $\mathbb{R}$ in order to avoid seeking patterns which values can explode towards infinity. Vapnik [1995] enumerated several properties regarding the empirical expected values of $\psi(g)$ and its probabilistic bounds. He established guidelines for powerful learning algorithms that detect patterns within data sets which are satisfying the general conditions above. We will use the results on these bounds to generate specialized learning machines that we will name Unconstrained Learning Machines.

## Data in Supervised Learning

Supervised learning has special requirements depending on the form of the observation space $E$. Each element of $E$ must include target components that will be matched against the rest of the components by the pattern function. The target components are required to be numerical quantities to allow treatments by numerical algorithms. Nevertheless, nonnumerical targets can still be represented by real-valued components using an encoding scheme and an appropriate supervised learning algorithm. Target components are necessary to supervised learning methods since they are meant to recover patterns by matching known targets with the other components of the observation.

Hence, in all the following, the space $E$ is assumed to be identical to $X \times \mathbb{R}^{p}$ where $X$ is a measurable space and $p \in \mathbb{N}^{*}$. Each observation $e \in E$ is decomposed into $e=(x, \mathbf{y})$ where $x$ is an element of $X$ and the vector $\mathbf{y} \in \mathbb{R}^{p}$ is the target of $x$. Using Equation 2.1 as a model, supervised learning algorithms can be built to estimate pattern functions $f: X \rightarrow[-a, a]^{p}$
$(a>0)$ such that

$$
\begin{equation*}
\|f(x)-\mathbf{y}\| \leqslant \varepsilon, \tag{2.2}
\end{equation*}
$$

for all $(x, y) \in X \times \mathbb{R}^{p}$, where $\|\cdot\|$ is a norm on $\mathbb{R}^{p}$ and $\varepsilon>0$ is an arbitrary value. However, it is possible to simplify this problem by avoiding the use of a norm on $\mathbb{R}^{p}$. For instance, Unconstrained Learning Machines will be built to find $p$ pattern functions $f_{1}, \ldots, f_{p}$ (with $f_{i}: X \rightarrow\left[-a_{i}, a_{i}\right], a_{i}>0$ for all $\left.i \in \llbracket 1, p \rrbracket\right)$ such that

$$
\begin{equation*}
\left|f_{i}(x)-y_{i}\right| \leqslant \varepsilon, \tag{2.3}
\end{equation*}
$$

for all $\left(x, y_{i}\right) \in X \times \mathbb{R}$ and $i \in \llbracket 1, p \rrbracket$, where $\varepsilon>0$ is an arbitrary value.

## Numerical Data: Discrete and Continuous Components

The most particular case for the space $X$ is to be isomorphic to $\mathbb{N}^{n}, \mathbb{R}^{n}$ or a Cartesian product of both. In this case, all observations are numerical data, and their processing depends if observations have discrete components ( $X$ is equivalent to $\mathbb{N}^{n}$ ), continuous components ( $X=\mathbb{R}^{n}$ ), or mixed components.

Measures of similarity between observations with continuous components can be derived from the usual norms on $\mathbb{R}^{n}$ such as the Euclidean norm. These components are often measurements with physical dimensions which can be, for example, records of pressure, electrical intensities, frequencies, etc. This type of observations often receive a pretreatment that aims to render their components independent of the origin of their physical scale and the choice of their physical units.

Discrete components can be ordered, or not. Ordered components correspond to numerical values on a scale or finite amounts such as a number of days, the cardinality of a set or a magnitude. The measure of similarity between two observations with this type of components can be the same as the measure of similarity between observations with continuous components and they can receive the same type of pretreatment, if any.

On the other hand, non-ordered discrete components are identical to categorical values which are elements belonging to a finite countable set that has no binary relation between its elements. For example, categorical values can represent the type of an object, or an indication of magnitude (e.g., red or blue). The measures of similarity between two observations with categorical components are difficult to represent, and they strongly depend how the categorical data has been encoded i.e. represented with numbers in $\mathbb{N}$.

However, if $x=\left(x_{1}, \ldots, x_{m}\right) \in \bigotimes_{i=1}^{m} X_{i}=X$ is a categorical observation with $m$ categorical components $x_{1}, \ldots, x_{m}$ taking values in $m$ finite categorical spaces $X_{1}, \ldots, X_{m}$, then it is always possible to encode $x$ into a $z \in\{0,1\}^{n} \subset \mathbb{N}^{n}$ with $n=\sum_{i=1}^{m}\left|X_{i}\right|$. To do so, each $x_{i}$ is mapped into $\{0,1\}^{\left|X_{i}\right|}$ such that the $j$-th bit is equal to 1 and all the others are equal to 0 if $x_{i}$ is equal to the $j$-th element of the set $X_{i}$. For example, if $X_{i}=\left\{{ }^{\prime}{ }^{\prime}{ }^{\prime}, \ldots\right.$, ' f ' $\}$, then $x_{i}=$ ' ${ }^{\prime}$ ' is represented by 001000 . This representation with binary strings is the most intuitive way to handle categorical data and we will assume, in all the following, that categorical data is always given under a binary form.

## Structured Data

The space $X$ can correspond to more abstract objects which are defined by special structures such as time series, matrices, graphs and strings. Although these objects can also be represented via numerical data, the pretreatment and the measures of similarity used on numerical data can be both meaningless and inappropriate for these objects. There is a vast number of methods for representing and pre-processing these objects which cannot be summarized in this dissertation. The reader should be referred to Shawe-Taylor and Cristianini [2004] for indications regarding structured data and the appropriate way to represent such data before treatment with kernel methods.

### 2.1.2 Pre-Processing of Numerical Data

## Missing Values

The records of some numerical observations in $X$ can be sometimes incomplete and some of their components might be missing. Many learning machines were not built to process observations with missing components in order to recover a pattern hidden within a data set. Consequently, several strategies can be adopted in order to circumvent possible lack of records in the observation set.

The first approach is to remove observations with missing components. This method is not detrimental when data sets contain a significant number of observations that are similar to the ones that are being deleted. Furthermore, it has the advantage to be a form of data thinning which can reduce the time needed to process a large number of observations.

The other strategies depend on the nature of the missing values which can be of two kinds:

1. The components are missing because they were not recorded. This case implies that the missing values actually existed and were subject to a pattern, but they are absent from the records because of a failure of the recording equipment.
2. The components were never generated. In this case, the pattern behind this observation is inconsistent with the rest of the observations and these particular observations with missing values must be deleted.

There is a possibility to infer the missing components in the scenario where the absence of data is due to a failure to record it. The missing values can be interpolated from other observations with similar components. However, it requires to find first the pattern hidden within the data which leads to a causality dilemma similar to the paradox of the chicken and the egg. Nevertheless, practical approaches are using observations with no missing values to estimate a pattern between components, then use this pattern to interpolate the
missing values, then augment the set of observations with the interpolated values and use it to search again for a new pattern.

There are numerous techniques which are used to infer missing components. They vary in sophistication and processing time. When data sets are large, it is highly recommended to select simple techniques with low time complexities such as the calculation of simple statistical measures. For example, a subset of the observation set can be selected such that it contains observations with no missing components which are similar to the observation with missing components. Then a measure of central tendency of the empirical distribution of the components (the median values or the arithmetical means) can then be used to substitute the missing components.

## Data Visualization

Patterns in numerical data can be trivial to detect when the data in $X$ belongs to spaces that have at most four dimensions, since we are all gifted with a biological processor which is extremely potent at analyzing patterns in $\mathbb{R}^{4}$ (i.e. the human brain). Hence, visual aids can be powerful tools to infer good candidate patterns or appropriate pretreatments, even for large and very complex sets of data. However, it becomes extremely difficult to guess patterns when the data belongs to a space with a great number of dimensions.

Fortunately, there are approaches that can be used to visualize multidimensional data, and they often come in two stages:

1. The first stage is about the construction of an optimal map $\phi: X \rightarrow \mathbb{R}^{n}$ so that the new coordinates give a better sense of the geometrical structure of the cloud of observations in the higher dimensional space $X$.
2. The second stage concerns the plotting of the mapped data into 1-D, 2-D or 3-D graphs or tables, in a way that is most convenient to detect similarities between observations.

Principal Component Analysis (PCA) [Pearson, 1901], Kernel PCA (KPCA) [Diamantaras and Kung, 1996; Schölkopf et al., 1997; Mika et al., 1999] and Self-Organizing Maps (SOMs) [Kohonen, 1982, 2001; Kohonen and Mäkisara, 1986] form the core of the first stage. A PCA aims to map data linearly onto a subspace of $X$ which basis corresponds to the axes of maximum inertia of the cloud of observations. The inertial axes, called principal axes, are ordered by decreasing explained variance. Hence, when the principal components of the mapped observations are truncated to the first one, two, three or four variables, the resulting projection in a lower dimensional space is the best linear projection possible, in the sense that it maximizes the explained variance in the lower dimensional space (see Figure 2.1).


Figure 2.1: Bi-dimensional plot of the first two principal components after a PCA of the observations on made on three distinct species of iris flowers by Fisher [1936]. Observations tend to cluster according to the species the flower belong to.

A KPCA is a PCA that is performed when the observations are initially mapped into an higher dimensional Hilbert space where its metric is induced by the choice a particular
type of function called kernel. The inertial axes are warped according to the kernel in order to best fit the mapped cloud of observations. This is, in essence, a nonlinear extension of a PCA using kernel methods.


Figure 2.2: 2-D SOM of Fisher's iris data set [Fisher, 1936] and mapped observations. Like for the PCA, observations tend to cluster according to the species the flower belong to.

SOMs is a family of Artificial Neural Networks (ANNs) which maps observations onto a regular two or three dimensional grid. Each node of the grid is associated with an ANN model which is computed with the SOM algorithm (see Figure 2.2). An observation is mapped onto the grid node which model has the smallest distance from the observation, according to some chosen metric (which can be defined by a kernel). Similar to the KPCA, SOMs are also nonlinear generalizations of a PCA [Yin, 2007].

The second stage of treatment for the visualization of multidimensional data consists
in representing the mapped data in a convenient graph or table. If the mapped data has a single dimension, then histogram-related plots are the most suitable to display the data. If the mapped data has two or three dimensions, then 2-D or 3-D scatter plots (see Figures 2.1 and 2.2) are the best. It is possible to visualize up to six dimensions at once with the 3-D plot of a vector field, but, for more dimensions, only parallel coordinates plots [d'Ocagne, 1885] (and related plots such as Andrews plots [Andrews, 1972] and generalized parallel coordinates plots [Moustafa, 2009]) can visualize the mapped data (see Figure 2.3).


Figure 2.3: Parallel coordinates plot of Fisher's iris data set [Fisher, 1936] over the first two principal coordinates after a PCA and normalization. Only the the first and third quartile envelopes as well as the median values for each flower species are plotted.

## Normalization of Continuous Numerical Data

Continuous numerical data is often the result of physical measurements which are linked to the choice of arbitrary physical units and scales. When an observation contains several physical quantities measured with different units and/or different scales, the cloud of observations in the space $X$ becomes arbitrarily stretched along some axes and this can
significantly impact the relevance of other crucial components and make patterns undetectable.

To remedy the problems caused by the choice of arbitrary units and scales, a normalization procedure determines statistical measures of central tendency and dispersion (variability) for every component of all the observations. In other words, given $\ell$ observations $\mathbf{x}_{1}, \ldots, \mathbf{x}_{\ell}$ in $\mathbb{R}^{n}$, we compute $n$ measures of central tendency $m_{1}, \ldots, m_{n}$ and $n$ measures of dispersion $s_{1}, \ldots, s_{n}$ from the empirical distributions of every component. For example, the $m_{i}$ 's can be the means (or medians, if there are too many outliers) of the components and the $s_{i}$ 's can be the standard deviations (or inter-quartile ranges) of the components. Once the statistical measures are determined, all the observations $\mathbf{x}_{1}, \ldots, \mathbf{x}_{\ell}$ are transformed into vectors $\mathbf{z}_{1}, \ldots, \mathbf{z}_{\ell}$ in $\mathbb{R}^{n}$, which components are dimensionless, by using the following formula:

$$
\begin{equation*}
\left(\mathbf{z}_{i}\right)_{j}=\frac{\left(\mathbf{x}_{i}\right)_{j}-m_{j}}{s_{j}} \tag{2.4}
\end{equation*}
$$

for all $i$ in $\llbracket 1, \ell \rrbracket$ and all $j$ in $\llbracket 1, n \rrbracket$. If follows that the components of the vectors $\mathbf{z}_{1}, \ldots, \mathbf{z}_{\ell}$ have a similar variability around zero, which makes them homogeneous for each observation.

### 2.1.3 Data Thinning

This section only covers data thinning methods that have been developed to be used with ULMs. A large number of traditional sampling techniques can be used to thin large data sets [Cochran, 1977; He and Garcia, 2009], but the applications that led to investigate ULMs required data thinning methods which keep the overall geometrical structure of the cloud of observations in the space $X$. A couple of approaches were developed to reduce the burden of processing large amounts of redundant (or quasi-redundant) observations. One approach is independent of the search for a pattern function and is based on the idea of a Voronoi tessellation using metrics defined by kernels. The other approach is a pipe-lining scheme
based on the idea that the properties of the estimate of the pattern function gradually emerge as the ULM is sequentially fed with batches of observations.

## Neighborhood Clearing

This data thinning approach is based on the use of kernels (see Section 2.2) which can define metrics. If we consider a finite set $\mathscr{X}=\left\{x_{1}, \ldots, x_{\ell}\right\}$ of observations in $X$, then, given a scalar $\tau>0$ and a kernel $k_{\sigma}: X \times X \rightarrow \mathbb{R}$, we can define a closed ball of radius $\tau$ centered at $x \in \mathscr{X}$ by

$$
\begin{equation*}
B_{\tau}[x]=\left\{z \in X: k_{\sigma}(x, x)+k_{\sigma}(z, z)-2 k_{\sigma}(x, z) \leqslant \tau^{2}\right\} . \tag{2.5}
\end{equation*}
$$

We can notice that, for the metric induced by the kernel $k_{\sigma}$, the observations $z \in \mathscr{X}$ which are in $B_{\tau}[x]$ are "similar" to $x \in \mathscr{X}$, up to a threshold $\tau>0$. Hence, these other observations are quasi-redundant since they do not differ much from a representing observation $x$ for a given similarity measure (the distance induced by the kernel). Consequently, the observations $z \in \mathscr{X}$ which are in $B_{\tau}[x]$ can be removed from the set $\mathscr{X}$ without inducing great modifications in the shape of the cloud of observations in $X$. If we repeat this step sequentially, then only a subset of the original set $\mathscr{X}$ remains for which no distance between observations is smaller than $\tau$ for the metric induced by the kernel $k_{\sigma}$. Algorithm 2.1 implements this Neighborhood Clearing method.

## Iterative Construction of the Pattern Function Estimate

This data thinning approach was based on an experimental result: as the number of observations grows larger, the pattern function estimate given by ULMs quickly stalls and new observations barely bring any change to it. This statement is very accurate if the first batches of observations that are fed to ULMs were chosen so as to keep the geometrical shape of the entire cloud of observations in the space $X$.

```
Algorithm 2.1: Neighborhood Clearing
    Function \([S]=\) NeighborhoodClearing \(\left(\mathscr{X}, k_{\sigma}, \tau\right)\)
    Input: set \(\mathscr{X}\), kernel \(k_{\sigma}\) with parameter \(\sigma\), threshold \(\tau>0\).
    Output: set \(S\).
    \(S \leftarrow \mathscr{X}, L \leftarrow|S|, i \leftarrow 1\)
    while \(i<L\) do
        for \(j \in \llbracket 1, i \rrbracket\) do \(v_{j} \leftarrow s_{j}\)
        \(a \leftarrow k_{\sigma}\left(s_{i}, s_{i}\right)-\tau, l \leftarrow i\)
        for \(j \in \llbracket i+1, L \rrbracket\) do
            if \(a+k_{\sigma}\left(s_{j}, s_{j}\right)>2 k_{\sigma}\left(s_{i}, s_{j}\right)\) then \(l \leftarrow l+1, v_{l} \leftarrow s_{j}\)
        end
        \(V \leftarrow\left\{v_{1}, \ldots, v_{l}\right\}, S \leftarrow V, L \leftarrow|S|, i \leftarrow i+1\)
    end
    return \(S\)
```

Consider a finite set $\mathscr{X}=\left\{x_{1}, \ldots, x_{\ell}\right\}$ of observations in $X$ and the corresponding set $\mathscr{Y}=\left\{y_{1}, \ldots, y_{\ell}\right\}$ of targets. Algorithm 2.1 can be used iteratively to build a partition $\mathfrak{X}=$ $\left\{X_{1}, \ldots, X_{m}\right\}$ of $\mathscr{X}(1 \leqslant m \leqslant \ell)$ and then deduce a partition $\mathfrak{Y}=\left\{\mathbf{y}_{1}, \ldots, \mathbf{y}_{m}\right\}$ of $\mathscr{Y}$. Any set $X_{i}$ in $\mathfrak{X}$ will be such that a $x \in X_{i}$ has "cleared its neighborhood" up to a certain distance and all the sets in $\mathfrak{X}$ have the same geometrical shape overall. If $f_{1}$ is pattern function estimate given by an ULM from $X_{1}$ and $\mathbf{y}_{1}$, then, for all $i \in \llbracket 1,\left|X_{m}\right| \rrbracket$, we have that

$$
\begin{equation*}
f_{1}\left(\left(X_{m}\right)_{i}\right)=\left(\mathbf{y}_{m}\right)_{i}+r_{i} \tag{2.6}
\end{equation*}
$$

where the $r_{i}$ 's in $\mathbb{R}$ are residuals between the outputs of $f_{1}$ on a test set $X_{m}$ and the target $\mathbf{y}_{m}$. If the residuals are too large, then we are forced to compute a new function $f_{2}$ from the set $X_{2}$ that accounts for the residuals. However, we can use the results found during the computation of $f_{1}$ to describe parts of $f_{2}$. For instance, the target vector $\mathbf{y}_{2}$ is replaced by the residual between $\mathbf{y}_{2}$ and the outputs of $f_{1}$ over $X_{2}$, i.e.

$$
\begin{equation*}
\left(\mathbf{y}_{2}\right)_{i} \leftarrow\left(\mathbf{y}_{2}\right)_{i}-f_{1}\left(\left(X_{2}\right)_{i}\right), \tag{2.7}
\end{equation*}
$$

for all $i \in \llbracket 1,\left|X_{2}\right| \rrbracket$. Then a pattern function estimate $f_{2}$ is computed by an ULM from $X_{2}$
and $\mathbf{y}_{2}$ and residuals are calculated similarly to Equation 2.6. If the residuals are too large, then the scheme is repeated or until all sets in $\mathfrak{X}$ have been used, or until residuals are deemed sufficiently small. The resulting pattern function estimate $f$ after $k$ iterations will be equal to

$$
\begin{equation*}
f=\sum_{i=1}^{k} f_{i} \tag{2.8}
\end{equation*}
$$

This approach is both a data thinning method and a method to speed up the computation of pattern function $f$. Indeed, the computational time is a convex polynomial function $\pi$ of the size $l$ of the observation set. Hence, if the data sets $X_{1}, \ldots, X_{m}$ have reasonably small sizes $l_{1}, \ldots, l_{m}$, then we will have

$$
\begin{equation*}
\pi\left(\sum_{i=1}^{m} l_{i}\right) \gg \sum_{i=1}^{k} \pi\left(l_{i}\right) \tag{2.9}
\end{equation*}
$$

where $k$ is the number of iterations needed to terminate the procedure.
Algorithm 2.2 implements the procedure that iteratively constructs a pattern function estimate. The algorithm is fast only if the computational step on line 5 and the iterated summations of the function estimates are fast to compute. It can be noted that, when using ULMs, the different functions $f_{1}, \ldots, f_{k}$ can be defined with different kernels each time (see Sub-Section 2.3.2).

### 2.2 Kernels

Kernels play a major role in Machine Learning. Despite that the techniques using them have been known for more than half a century [Aizerman et al., 1964; Courant and Hilbert, 1953], their utilization by the machine learning community is less than thirty years old. These functions are used to construct, in a implicit manner, simple machine learning frameworks that efficiently handle highly nonlinear patterns in observational data. They provide an implicit way to define new metrics which is a crucial characteristic when two objects

```
Algorithm 2.2: Iterated Function Estimate
    Function \([f]=\) IteratedFunctionEstimate \((\mathfrak{X}, \mathfrak{Y}, \boldsymbol{\varepsilon})\)
    Data: iteration limit \(k_{\max }>0\).
    Input: partitions \(\mathfrak{X}=\left\{X_{1}, \ldots, X_{m}\right\}\) and \(\mathfrak{Y}=\left\{\mathbf{y}_{1}, \ldots, \mathbf{y}_{m}\right\}\) of the sets \(\mathscr{X}\) and \(\mathscr{Y}\),
                tolerance \(\varepsilon>0\).
    Output: function \(f\).
    \(k_{\text {max }} \leftarrow \min \left(k_{\text {max }}, m-1\right), \mathbf{r} \leftarrow \mathbf{y}_{m}, k \leftarrow 0\)
    while \(\|\mathbf{r}\|>\varepsilon\) and \(k \leqslant k_{\max }\) do
        \(k \leftarrow k+1\)
        for \(i \in \llbracket 1,\left|X_{k}\right| \rrbracket\) do \(\left(\mathbf{y}_{k}\right)_{i} \leftarrow\left(\mathbf{y}_{k}\right)_{i}-\sum_{j=1}^{k-1} f_{j}\left(\left(X_{k}\right)_{i}\right)\)
        Compute an estimate \(f_{k}\) using \(X_{k}\) and \(Y_{k}\).
        for \(i \in \llbracket 1,\left|X_{m}\right| \rrbracket\) do \(r_{i} \leftarrow r_{i}-f_{k}\left(\left(X_{m}\right)_{i}\right)\)
    end
    \(f \leftarrow \sum_{i=1}^{k} f_{i}\)
    return \(f\)
```

need to be compared. Kernels possess exceptional closure properties that gives them extreme flexibility in many applications.

### 2.2.1 Definitions and Properties

A kernel is a simple function of two variables over a measurable space with very simple properties. It must be real-valued, symmetric with respect to its argument and squareintegrable. The following definition was adapted from Mercer [1909]:

Definition 2.1 (Kernel). If $X$ is a measurable space, then a kernel is a real-valued function over $X \times X$ that is symmetric and square-integrable.

Kernels need to be real-valued to allow comparisons of measures of similarity between elements that belong to the measurable space $X$. The symmetry and square-integrability properties of kernels are properties which are necessary, but not sufficient, to the construction of new metrics. The sufficiency aspect comes with the finite positive definite property defined below, which was adapted from Saitoh [1988]:

Definition 2.2 (Finitely Positive Semi-Definite Function). If $X$ is a measurable space, then a function $f: X \times X \rightarrow \mathbb{R}$ is finitely positive semi-definite if it is symmetric and if

$$
\Lambda=\sum_{i=1}^{m} \sum_{j=1}^{m} f\left(x_{i}, x_{j}\right) \lambda_{i} \lambda_{j} \geqslant 0
$$

for any $m \in \mathbb{N}, \lambda_{i} \in \mathbb{R}, x_{i} \in X$ and $i \in \llbracket 1, m \rrbracket$. If $\Lambda=0$ only for $\lambda_{1}=\ldots=\lambda_{m}=0$, then $f$ is finitely positive definite.

The key aspect of kernel methods is that finitely positive semi-definite kernels can be expressed as inner products in Hilbert spaces. This result was first showed by Mercer in 1909 in a theorem that now bears his name:

Theorem 2.1 (Mercer's Theorem). Let $X$ be a measurable space and let $k_{\sigma}: X \times X \rightarrow \mathbb{R}$ be a kernel. Then there exists a unique Hilbert space $F$ and a map $\phi: X \rightarrow F$ such that

$$
k_{\sigma}(x, y)=\langle\phi(x), \phi(y)\rangle_{F},
$$

for all $(x, y) \in X^{2}$ if and only if the function $k_{\sigma}$ is a finitely positive semi-definite function.

Theorem 2.1 implies that, given a finitely positive semi-definite kernel $k_{\sigma}$, the function $\phi: X \rightarrow F, x \mapsto k_{\sigma}(x, \cdot)$ is a linear map in an Hilbert space $F$ uniquely defined by $k_{\sigma}$. Hence, the trick used by kernel methods consists into replacing complex nonlinear relations between objects in $X$ (or just dot products) by an expression made of finitely positive semidefinite kernels. By this trick, nonlinear relations become equivalent to linear mappings in Hilbert spaces for which it is unnecessary to properly describe their (complicated) metrics since they are induced by the choice of the kernels. Since processing and interpreting linear maps is trivial, complex nonlinear transformations in $X$ become simple operations in Hilbert spaces and these transformations are easily computed with the help of simple
kernels. The complicated map $\phi$ from the observation space $X$ (sometimes called the input space) into the induced Hilbert space (called the feature space) needs not to be described or known, which is saving computational time and resources.

Geometry in the feature space is directly described by the properties of any Hilbert space which are reformulated with the help of kernels. For instance, the Cauchy-Schwarz inequality or the Pythagorean theorem can be rewritten by replacing all inner product expressions with kernel equivalents. This gives an interpretation of angles and distances in the Hilbert space induced by a given kernel, and makes it easier to design novel machine learning processes which are based on the geometrical transformation of the mapped cloud of observations.

Corollary 2.1 (Geometry in the Feature Space). Let X be a measurable space and let $k_{\sigma}: X \times X \rightarrow \mathbb{R}$ be a finitely positive semi-definite kernel. The kernel $k_{\sigma}$ uniquely defines a Hilbert space $F$ and a map $\phi: X \rightarrow F$ where there exists a $\theta \in[0, \pi]$ such that

$$
k_{\sigma}(x, y)=\cos (\theta) \sqrt{k(x, x) k(y, y)},
$$

for all $x$ and $y$ in $X$. Furthermore, we have that

$$
\left\|\sum_{i=1}^{m} a_{i} \phi\left(x_{i}\right)\right\|_{F}^{2}=\sum_{i=1}^{m} \sum_{j=1}^{m} a_{i} a_{j} k_{\sigma}\left(x_{i}, x_{j}\right)=\mathbf{a}^{\mathrm{t}} \mathbf{K} \mathbf{a},
$$

for all $a_{i} \in \mathbb{R}$ and $x_{i} \in X, i \in \mathbb{N}$. The Gramian matrix $\mathbf{K}$ is called the kernel matrix and is, by the definition of $k_{\sigma}$, a symmetric positive semi-definite matrix.

Proof. Since $F$ is an Hilbert space where the inner product is defined by $k_{\sigma}$ according to Theorem 2.1, the first equality is the direct result of the Cauchy-Schwarz inequality and the second equality is given by the Pythagorean theorem.

The space of finitely positive semi-definite kernels is closed under some algebraic operations. Hence, it is possible to construct more elaborated kernels from simpler kernels by
using additions, multiplications, limits, etc. The closure properties are listed below:

Theorem 2.2 (Closure Properties of Kernels). Let $X$ and $Z$ be two measurable spaces and let $\phi$ be a map from $X$ to $Z$. Let $k$ (respectively $\kappa$ ) be a finitely positive semi-definite kernel over $X^{2}$ (respectively $Z^{2}$ ). Let p be a polynomial with real positive coefficients. Finally, let $x$ and $y$ be two elements of $X$. The following functions are finitely positive semi-definite kernels:

- $\prod_{i \geqslant 0} k_{i}$ and $\lim _{i \rightarrow \infty} k_{i}$, where $\left\{k_{i}\right\}_{i \in \mathbb{N}}$ is a sequence of finitely positive semi-definite kernels that converges pointwise.
- $p(k), \exp (k)$ and $(x, y) \mapsto \kappa(\phi(x), \phi(y))$.
- $(x, y) \mapsto \int_{X} f(x, z) f(y, z) \mathrm{d} z$ where $f$ is a symmetric function.
- $(\mathbf{x}, \mathbf{y}) \in\left(\mathbb{R}^{n}\right)^{2} \mapsto \mathbf{x}^{\mathbf{t}} \mathbf{K} \mathbf{y} \in \mathbb{R}$ for any positive semi-definite $n \times n$ matrix $\mathbf{K}$.

These closure properties are extremely useful for quickly building simple kernels that measure very complicated similarities between objects belonging to abstract measurable spaces. This allows the processing of very complicated objects by learning algorithms and the easy detection of non-trivial nonlinear patterns hidden within data.

### 2.2.2 Kernels on Categorical Data

## Hamming Distance

Measuring the likeliness between two observations containing an equal number of categorical components is similar to the computation of the number of positions at which the symbols of two strings are different. In other words, the measure of similarity between two such observations is based on the Hamming distance between their string representations [Hamming, 1950].

Given two strings $s_{1}$ and $s_{2}$, the Hamming distance measures the minimum number of substitutions that are necessary to change $s_{1}$ into $s_{2}$ and reciprocally i.e., it measures the numbers of categorical components that are different between $s_{1}$ and $s_{2}$. Hence, since the Hamming distance is a metric on the set of strings of equal length, any polynomial with positive coefficients or Gaussian function of the Hamming distance between two strings is a kernel on categorical data. When the data is in binary form, each possible string of length $n$ is a vertex of an $n$-dimensional unit hypercube and the Hamming distance between two string is equivalent to the Manhattan distance between the vertices.

If two observations $s_{1}$ and $s_{2}$ with $n$ categorical components are represented in binary form (i.e. $\left.\left(s_{1}, s_{2}\right) \in\{0,1\}^{n} \times\{0,1\}^{n}\right)$, then Algorithm 2.3 given by Wegner [1960] computes the Hamming distance $d_{\mathrm{H}}\left(s_{1}, s_{2}\right)$ between these two observations. This algorithm is extremely efficient and has a time complexity proportional to the Hamming distance itself rather than the binary length of the inputs.

```
Algorithm 2.3: Hamming Distance
    Function \(\left[d_{\mathrm{H}}\right]=\) HammingDistance \(\left(s_{1}, s_{2}\right)\)
    Input: Sequences of bits \(s_{1}\) and \(s_{2}\).
    Output: Hamming distance \(d_{\mathrm{H}}\).
    \(d_{\mathrm{H}} \leftarrow 0\)
    \(s \leftarrow s_{1} \oplus s_{2} \quad / /\) Symbol \(\oplus\) stands for exclusive or
    while \(s \neq 0\) do
        \(d_{\mathrm{H}} \leftarrow d_{\mathrm{H}}+1\)
        \(s \leftarrow s \wedge(s-1) \quad / / \mathrm{Symbol} \wedge\) stands for logical and
    end
    return \(d_{\mathrm{H}}\)
```


## Hamming Distance Kernel

Couto [2005] provides another kernel for categorical data which is based on the Hamming distance. By defining a mapping of a string into a specially constructed feature space of categorical objects, the author is able to define a new measure of similarity between
categorical data.
Let $v=\left(v_{1}, \ldots, v_{n}\right) \in \bigotimes_{i=1}^{n} X_{i}=X$ be a categorical observation with $n$ categorical components $v_{1}, \ldots, v_{n}$ taking values in $n$ finite categorical spaces $X_{1}, \ldots, X_{n}$. For a coordinate $u \in X$, Couto defines a mapping

$$
\begin{equation*}
\phi_{u}: X \rightarrow \mathbb{R}, v \mapsto \sigma^{d_{\mathrm{H}}(u, v)}=\prod_{i=1}^{n} \sigma^{\delta_{u_{i}, v_{i}}} \tag{2.10}
\end{equation*}
$$

where $\sigma$ is in $(0,1)$ and where $\delta$ is the Kronecker delta. Therefore, given two strings $s_{1}$ and $s_{2}$ in $X$, we can define the output of the Hamming distance kernel as the summation of all possible products $\phi_{u}\left(s_{1}\right) \phi_{u}\left(s_{2}\right)$ with $u \in X$. This leads to the following definition of a Hamming distance kernel:

Definition 2.3 (Hamming Distance Kernel). Let $X$ be the Cartesian product of $n$ finite sets of symbols $X_{1}, \ldots, X_{n}$ of cardinality $m_{1}, \ldots, m_{n}$, and let $\left(s_{1}, s_{2}\right) \in X^{2}$. Then the Hamming distance kernel $k_{\sigma}$ is defined as

$$
k_{\sigma}: X^{2} \rightarrow \mathbb{R},\left(s_{1}, s_{2}\right) \mapsto \sum_{u \in X} \prod_{i=1}^{n} \sigma^{\delta_{u_{i},\left(s_{1}\right)}} \sigma^{\delta_{u_{i},\left(s_{2}\right) i}}
$$

where $\sigma$ is in $(0,1)$ and where $\delta$ is the Kronecker delta.

Couto showed that this kernel can be computed recursively with Algorithm 2.4. For two strings $s_{1}$ and $s_{2}$ in $X$ of length $n$, this algorithm requires $5(n+1)$ FLOPS to compute the output of the Hamming distance kernel.

## Diffusion Kernel for Categorical Data

Kondor and Lafferty [2002] proposed a different mapping than Couto. They considered each categorical object $s \in X$ to be a vertex of a graph such that two vertices are connected by an edge only if their categorical objects $s_{1}$ and $s_{2}$ differ by the value of one component

```
Algorithm 2.4: Hamming Distance Kernel
    Function [ \(k\) ] = HammingDistanceKernel ( \(s_{1}, s_{2}, \sigma, \mathbf{m}\) )
    Input: Strings \(s_{1}\) and \(s_{2}\), parameter \(\sigma\) and vector \(\mathbf{m}\) with \(m_{i}=\left|X_{i}\right|\) for \(i=1, \ldots, n\).
    Output: Kernel output \(k\).
    \(a \leftarrow \sigma^{2}\)
    \(b \leftarrow 1-\sigma\)
    \(c \leftarrow b(1+\sigma)\)
    \(k \leftarrow 1\)
    for \(i \in \llbracket 1, n \rrbracket\) do
        \(k \leftarrow\left(a m_{i}-b \delta_{\left(s_{1}\right)_{i},\left(s_{2}\right)_{i}}+c\right) k\)
    end
    return \(k\)
```

(i.e., $\left.d_{\mathrm{H}}\left(s_{1}, s_{2}\right)=1\right)$. Using a bandwidth parameter $\sigma>0$, they adapted a diffusion kernel on graph for categorical data as follows:

Definition 2.4 (Diffusion Kernel for Categorical Data). Let $X$ be the Cartesian product of $n$ finite sets of symbols $X_{1}, \ldots, X_{n}$ of cardinality $m_{1}, \ldots, m_{n}$, let $\left(s_{1}, s_{2}\right) \in X^{2}$ and let $\sigma>0$. Then the diffusion kernel for categorical data $k_{\sigma}$ is defined as

$$
k_{\sigma}: X^{2} \rightarrow \mathbb{R},\left(s_{1}, s_{2}\right) \mapsto \prod_{i=1}^{n}\left(\frac{1-e^{-m_{i} \sigma}}{1+\left(m_{i}-1\right) e^{-m_{i} \sigma}}\right)^{\delta_{\left(s_{1}\right)_{i}\left(s_{2}\right)_{i}}}
$$

where $\delta$ is the Kronecker delta.

### 2.2.3 Kernels on Numerical Data

There is a wide variety of kernels on numerical data which is blossoming in various families of such functions, each one having desirable properties for certain kind of problems. Kernels can be chosen from a family or built specifically for one particular problem. In the later case, one should keep in mind that kernels represent a measure of distance and angle into some (possibly higher dimensional) Hilbert space. The considerations related to what constitutes the "closeness" of two distinct observations is left to the person modeling the classification problem and the nature of the numerical data.

## Kernel on Real Numbers

By using the closure properties of kernels (see Sub-Section 2.2.1), it is possible to build kernels on real numbers in order to obtain kernels between vectors. By direct application of the second point of Theorem 2.2, the simplest kernel on real numbers is

$$
\begin{equation*}
k: \mathbb{R}^{2} \rightarrow \mathbb{R},(x, y) \mapsto x y \tag{2.11}
\end{equation*}
$$

For example, the polynomial kernel (see Definition 2.5) is directly derived from Equation 2.11. But component products inside kernel between vectors (e.g., the polynomial kernel) can be replaced by more elaborated relations in order to form special kernels. If observations belong to $\mathbb{R}_{+}$for example, then spline kernels can be directly obtained from polynomial or ANOVA kernels and the function

$$
\begin{equation*}
k: \mathbb{R}_{+}^{2} \rightarrow \mathbb{R}_{+},(x, y) \mapsto \mu([0, x] \cap[0, y])=\min (x, y) \tag{2.12}
\end{equation*}
$$

where $\mu$ is the Lebesgue measure on $\mathbb{R}$. Other constructions are using

$$
\begin{equation*}
k_{\sigma}:\left(\mathbb{R}_{+}^{*}\right)^{2} \rightarrow \mathbb{R}_{+}^{*},(x, y) \mapsto \mu\left(\left[0,1 / x^{\sigma}\right] \cap\left[0,1 / y^{\sigma}\right]\right)=\frac{1}{\max (x, y)^{\sigma}}, \tag{2.13}
\end{equation*}
$$

with $\sigma>0$. Using Theorem 2.2, both Equations 2.12 and 2.13 can be combined to form

$$
\begin{equation*}
k:\left(\mathbb{R}_{+}^{*}\right)^{2} \rightarrow \mathbb{R}_{+}^{*},(x, y) \mapsto \frac{\min (x, y)}{\max (x, y)} \tag{2.14}
\end{equation*}
$$

Lastly, if there exists a $\sigma>0$ such that $(x, y) \in[0, \sigma]^{2}$ then the following function is a positive definite kernel on $[0, \sigma]$ :

$$
\begin{equation*}
k_{\sigma}:[0, \sigma]^{2} \rightarrow[0, \sigma],(x, y) \mapsto \sigma-\max (x, y) . \tag{2.15}
\end{equation*}
$$

## Kernels Based on Polynomials Kernels

The most basic kernels over $\left(R^{n}\right)^{2}$ are derived from positive definite bilinear forms such as the Euclidean dot product. They are the direct results of Theorem 2.2.

Definition 2.5 (Kernels from Bilinear Forms). If $\Sigma=\left\{\sigma_{i j}\right\}_{i, j=1}^{n}$ is a real symmetric positive definite $n \times n$-matrix, then the following function is a positive definite kernel:

$$
k_{\sigma}:\left(\mathbb{R}^{n}\right)^{2} \rightarrow \mathbb{R},(\mathbf{x}, \mathbf{y}) \mapsto \mathbf{x}^{\mathrm{t}} \Sigma \mathbf{y}=\sum_{i=1}^{n} \sum_{j=1}^{n} \sigma_{i j} x_{i} y_{j}
$$

In particular, if $\Sigma=\mathbf{I}_{n}$ then $k_{\sigma}(\mathbf{x}, \mathbf{y})=k(\mathbf{x}, \mathbf{y})=\mathbf{x}^{\mathrm{t}} \mathbf{y}$ (Euclidean dot-product).

Since any polynomial with positive coefficients of a kernel is also a kernel, we can easily derive the definition of a polynomial kernel from Definition 2.5 and the binomial theorem.

Definition 2.6 (Polynomial Kernel). Let $\Sigma=\left\{\sigma_{i j}\right\}_{i, j=1}^{n}$ be a real symmetric positive definite $n \times n$-matrix, let $\sigma_{n^{2}+1} \geqslant 0$ and let $\sigma_{n^{2}+2} \in \mathbb{N}^{*}$. Then the following function is called the polynomial kernel:

$$
k_{\sigma}:\left(\mathbb{R}^{n}\right)^{2} \rightarrow \mathbb{R},(\mathbf{x}, \mathbf{y}) \mapsto\left(\sigma_{n^{2}+1}+\sum_{i=1}^{n} \sum_{j=1}^{n} \sigma_{i j} x_{i} y_{j}\right)^{\sigma_{n^{2}+2}}
$$

Shawe-Taylor and Cristianini [2004] showed that the RKHS with the polynomial kernel as reproducing kernel is the space of all functions $\mathbf{x} \mapsto x_{1}^{v_{1}} x_{2}^{\nu_{2}} \ldots x_{n}^{\nu_{n}}$ such that $\sum_{i=1}^{n} v_{i} \leqslant v$, which is a space of dimension $\binom{n+v}{v}$. If the RKHS is further refined so that it becomes the space of all functions $\mathbf{x} \mapsto x_{1}^{\nu_{1}} x_{2}^{\nu_{2}} \ldots x_{n}^{\nu_{n}}$ such that $\left(v_{1}, \ldots, v_{n}\right) \in\{0,1\}^{n}$, then we obtain the all-subsets kernel.

Definition 2.7 (All-Subsets Kernel). If $\left\{\sigma_{i}\right\}_{i=1}^{n} \in \mathbb{R}^{n}$, then the following function is called the all-subsets kernel:

$$
k_{\sigma}:\left(\mathbb{R}^{n}\right)^{2} \rightarrow \mathbb{R},(\mathbf{x}, \mathbf{y}) \mapsto \prod_{i=1}^{n}\left(1+\sigma_{i} x_{i} y_{i}\right)
$$

If the RKHS is the space of all functions $\mathbf{x} \mapsto x_{1}^{\nu_{1}} x_{2}^{\nu_{2}} \ldots x_{n}^{\nu_{n}}$ such that $\left(v_{1}, \ldots, v_{n}\right) \in$ $\{0,1\}^{n}$ and $\sum_{i=1}^{n} v_{i}=v$ (which is a space of dimension $\binom{n}{v}$ ), then we obtain the ANOVA kernel of degree $v$.

Definition 2.8 (ANOVA kernel of degree $\sigma$ ). Let $\left\{\sigma_{i}\right\}_{i=1}^{n} \in \mathbb{R}^{n}$ and let $\sigma_{n+1} \in \mathbb{N}^{*}$. Then the following function is called the ANOVA kernel of degree $\sigma_{n+1}$ :

$$
k_{\sigma}:\left(\mathbb{R}^{n}\right)^{2} \rightarrow \mathbb{R},(\mathbf{x}, \mathbf{y}) \mapsto \sum_{1 \leqslant i_{1}<\cdots<i_{\sigma_{n+1}} \leqslant n} \prod_{j=1}^{\sigma_{n+1}} \sigma_{i_{j}} x_{i_{j}} y_{i_{j}}
$$

Shawe-Taylor and Cristianini also showed that the ANOVA kernel can be computed recursively using a dynamic programming evaluation with $2 \sigma_{n+1}\left(2 n+1-\sigma_{n+1}\right)$ FLOPS (see Algorithm 2.5). A more general and flexible family of such kernels can be constructed from the so-called graph kernel.

## Kernel Based on Radial Basis Functions

A Radial Basis Function (RBF) is a real-valued function on $\mathbb{R}^{n}$ of the form $\Phi_{\mathbf{c}}: \mathbb{R}^{n} \rightarrow$ $\mathbb{R}, \mathbf{x} \mapsto \phi\left(\|\mathbf{x}-\mathbf{c}\|_{\Sigma}\right)$ where $\phi$ is a real-valued function on $\mathbb{R}, \Sigma$ is a real symmetric positive definite $n \times n$-matrix, and $\mathbf{c} \in \mathbb{R}^{n}$. Given $\mathbf{c}=\mathbf{0}$, if the function $k:\left(\mathbb{R}^{n}\right)^{2} \rightarrow \mathbb{R},(\mathbf{x}, \mathbf{y}) \mapsto$ $\Phi_{\mathbf{0}}(\mathbf{x}+\varepsilon \mathbf{y})$ with $\varepsilon \in\{-1,1\}$ is positive definite, then this is a positive definite kernel. In the same fashion, we have that:

```
Algorithm 2.5: ANOVA Kernel
    Function \([k]=\) AnovaKernel ( \(\mathbf{x}, \mathbf{y}, \sigma\) )
    Input: Vectors \(\mathbf{x}, \mathbf{y}\) in \(\mathbb{R}^{n}\), and vector \(\sigma \in \mathbb{R}^{n+1}\).
    Output: Kernel output \(k\).
    \(\mathbf{M} \leftarrow \mathbf{0}_{\left(\sigma_{n+1}+1\right) \times(n+1)}\)
    for \(i \in \llbracket 1, n+1 \rrbracket\) do
        \(M_{1 i} \leftarrow 1\)
    end
    for \(i \in \llbracket 2, \sigma_{n+1}+1 \rrbracket\) do
        \(M_{i, i-1} \leftarrow 0\)
        for \(j \in \llbracket i, n+1 \rrbracket\) do
                \(M_{i, j} \leftarrow M_{i, j-1}+\sigma_{j} x_{j} y_{j} A_{i-1, j-1}\)
        end
    end
    return \(M_{\sigma_{n+1}+1, n+1}\)
```

- If the function $k:\left(\mathbb{R}^{n}\right)^{2} \rightarrow \mathbb{R},(\mathbf{x}, \mathbf{y}) \mapsto \Phi_{\mathbf{0}}(\mathbf{x} \cdot \mathbf{y})$ (where $\cdot$ is the Hadamard product) is positive definite, then this is a positive definite kernel.
- If the function $k:\left(\mathbb{R}^{n}\right)^{2} \rightarrow \mathbb{R},(\mathbf{x}, \mathbf{y}) \mapsto \phi\left(d_{k}(\mathbf{x}, \mathbf{y})\right)\left(\right.$ where $d_{k}:\left(\mathbb{R}^{n}\right)^{2} \rightarrow \mathbb{R}_{+}$is the norm induced by a positive definite kernel $k$ ) is positive definite, then this is a positive definite kernel.

Among all these combinations, only RBF of the form $k:\left(\mathbb{R}^{n}\right)^{2} \rightarrow \mathbb{R},(\mathbf{x}, \mathbf{y}) \mapsto \Phi_{\mathbf{0}}(\mathbf{x}-\mathbf{y})$ are invariant by translation and rotation. This is the case of the widely used Gaussian RBF kernel.

Definition 2.9 (Gaussian RBF kernel). Let $\Sigma=\left\{\sigma_{i j}\right\}_{i, j=1}^{n}$ be a real symmetric positive definite $n \times n$-matrix and let $\sigma_{n^{2}+1} \in \mathbb{R}_{+}^{*}$. Then the following function is called the Gaussian RBF kernel:

$$
k_{\sigma}:\left(\mathbb{R}^{n}\right)^{2} \rightarrow(0,1],(\mathbf{x}, \mathbf{y}) \mapsto \exp \left(-\sigma_{n^{2}+1} \sum_{i=1}^{n} \sum_{j=1}^{n} \sigma_{i j}\left(x_{i}-y_{i}\right)\left(x_{j}-y_{j}\right)\right) .
$$

Despite being the most widely used kernel, Chen [2004] showed that the Gaussian RBF kernel is not robust to outliers. The associated map $\mathbf{x} \mapsto k_{\sigma}(\mathbf{x}, \cdot)$ has images into an infinite-dimensional Hilbert space [Burges, 1998]. The Gaussian RBF kernel can be directly derived by applying Theorem 2.2 to polynomial kernels.

### 2.2.4 Kernels for Real-Valued Physical Data

For problems that estimate unidentified nonlinear patterns in $\mathbb{R}^{n}$, it often becomes necessary for kernels to give the same output for the very same pair of real-valued vectors in $\mathbb{R}^{n}$ that has been translated and/or rotated because of external factors. In other words, nonlinear patterns in $\mathbb{R}^{n}$ must be estimated the same way even if their position or orientation shifted during the measurement process. This calls for a special family of positive definite kernels that do not have a privileged frame of reference. These kernels must be invariant by translation and rotation.

## Distances and Angles in the RKHS

Given a symmetric positive definite kernel $k:\left(R^{n}\right)^{2} \rightarrow \mathbb{R}$, we have that $k$ is invariant by translation and rotation if, for a pair of vector $\mathbf{x}$ and $\mathbf{y}$ in $\mathbb{R}^{n}$, the following identity holds for all vectors $\mathbf{t} \in \mathbb{R}^{n}$ and for all $n \times n$ real orthonormal matrices $\mathbf{Q}$ :

$$
\begin{equation*}
k(\mathbf{Q x}+\mathbf{t}, \mathbf{Q y}+\mathbf{t})=k(\mathbf{x}, \mathbf{y}) . \tag{2.16}
\end{equation*}
$$

A translation-invariant kernel has additional properties. For instance, if $k(\mathbf{x}+\mathbf{t}, \mathbf{y}+\mathbf{t})=$ $k(\mathbf{x}, \mathbf{y})$, then $k(\mathbf{x}, \mathbf{y})=k(\mathbf{x}-\mathbf{y}, \mathbf{0})$ and $k(\mathbf{x}, \mathbf{x})=k(\mathbf{0}, \mathbf{0}) \geqslant 0$, since $k$ is positive definite. This gives a new interpretation of distances and angles in the RKHS $\mathscr{F}$ for which $k$ is the reproducing kernel. The distance between the images of $\mathbf{x}$ and $\mathbf{y}$ by the mapping $\mathbf{x} \mapsto k(\cdot, \mathbf{x})$
(see Corollary 2.1) is such that

$$
\begin{equation*}
\|k(\cdot, \mathbf{x})-k(\cdot, \mathbf{y})\|^{2}=k(\mathbf{x}, \mathbf{x})+k(\mathbf{y}, \mathbf{y})-2 k(\mathbf{x}, \mathbf{y}) . \tag{2.17}
\end{equation*}
$$

If $k$ is translation-invariant then $\|k(\cdot, \mathbf{x})-k(\cdot, \mathbf{y})\|^{2}=2(k(\mathbf{0}, \mathbf{0})-k(\mathbf{x}, \mathbf{y}))$. Since the above quantity is always positive, we have that $k(\mathbf{x}, \mathbf{y}) \leqslant k(\mathbf{0}, \mathbf{0})$ for all $\mathbf{x}$ and $\mathbf{y}$ in $\mathbb{R}^{n}$. Actually, the measure of angles in $\mathscr{F}$ leads to better conclusions regarding the bounds of the quantity $k(\mathbf{x}, \mathbf{y})$. The Cauchy-Schwarz inequality is expressed by

$$
\begin{equation*}
|k(\mathbf{x}, \mathbf{y})| \leqslant\|k(\cdot, \mathbf{x})\|\|k(\cdot, \mathbf{y})\|=\sqrt{k(\mathbf{x}, \mathbf{x}) k(\mathbf{y}, \mathbf{y})}=k(\mathbf{0}, \mathbf{0}) \tag{2.18}
\end{equation*}
$$

for which we deduce that $k(\mathbf{0}, \mathbf{0}) \neq 0$ except for the trivial case $k \equiv 0$. It follows that all measures of angles in the RKHS $\mathscr{F}$ have their values in the interval $[-k(\mathbf{0}, \mathbf{0}), k(\mathbf{0}, \mathbf{0})]$ and therefore that

$$
\begin{equation*}
\|k(\cdot, \mathbf{x})-k(\cdot, \mathbf{y})\| \leqslant 2 \sqrt{k(\mathbf{0}, \mathbf{0})} \tag{2.19}
\end{equation*}
$$

for all $\mathbf{x}$ and $\mathbf{y}$ in $\mathbb{R}^{n}$. In other words, whatever the distance between two vectors in $\mathbb{R}^{n}$ is, the distance between their images in the RKHS $\mathscr{F}$ for which the reproducing kernel is translation-invariant is always bounded by the quantity $2 \sqrt{k(\mathbf{0}, \mathbf{0})}$.

## Radial Basis Functions

Consider a continuous RBF $\Phi: \mathbb{R}^{n} \rightarrow \mathbb{R}, \mathbf{x} \mapsto \phi\left(\|\mathbf{x}\|_{\Sigma}\right)$ where $\|\cdot\|_{\Sigma}$ is the norm induced by the symmetric positive definite $n \times n$ matrix $\Sigma$ on $\mathbb{R}^{n}$. The function $k:\left(\mathbb{R}^{n}\right)^{2} \rightarrow \mathbb{R},(\mathbf{x}, \mathbf{y}) \mapsto$ $\Phi(\mathbf{x}-\mathbf{y})$ is real-valued, continuous and symmetric. If $k$ is positive definite, i.e. if

$$
\begin{equation*}
\phi(0) \sum_{i=1}^{m} \lambda_{i}^{2}+2 \sum_{i<j}^{m} \phi\left(x_{i j}\right) \lambda_{i} \lambda_{j} \geqslant 0 \tag{2.20}
\end{equation*}
$$

for any $m \in \mathbb{N}, \lambda_{i} \in \mathbb{R}, x_{i j} \in \mathbb{R}_{+}$and $(i, j) \in \llbracket 1, m \rrbracket \times \llbracket 1, m \rrbracket$, then there exists a unique RKHS with $k$ as the reproducing kernel. We can deduce from Equation 2.20 a condition for which $k$ is not positive definite. For example, let $m=2, \lambda_{1}=-1$ and $\lambda_{2}=1$, the function $k$ is not positive definite if there exists a $x \in \mathbb{R}_{+}$such that $\phi(0)<\phi(x)$. If $\lambda_{1}=\lambda_{2}=1$, then $k$ is not positive definite if there exists a $x \in \mathbb{R}_{+}$such that $\phi(0)<-\phi(x)$. Hence, we conclude that $k$ is not positive definite if there exists a $x \in \mathbb{R}_{+}$such that $\phi(0)<|\phi(x)|$. Another trivial deduction is that $k$ is not positive definite if $\phi(0)<0\left(m=1\right.$ and $\left.\lambda_{1}=1\right)$. Consequently, $\phi$ must be such that $\phi(0) \geqslant 0$ and $|\phi(x)| \leqslant \phi(0)$ for any $x \in \mathbb{R}_{+}$.

## Summary of Properties

A positive definite kernel $k:\left(R^{n}\right)^{2} \rightarrow \mathbb{R}$ that is suitable for real-valued vectors in physics must be invariant by translation and rotation, and therefore must verify at least the following properties:

- $k(\mathbf{x}, \mathbf{x})=k(\mathbf{0}, \mathbf{0}) \geqslant 0$ for any $\mathbf{x} \in \mathbb{R}^{n}$.
- $k(\mathbf{x}, \mathbf{y}) \in[-k(\mathbf{0}, \mathbf{0}), k(\mathbf{0}, \mathbf{0})]$ for any $\mathbf{x}$ and $\mathbf{y}$ in $\mathbb{R}^{n}$.
- $\|k(\cdot, \mathbf{x})-k(\cdot, \mathbf{y})\|=\sqrt{2(k(\mathbf{0}, \mathbf{0})-k(\mathbf{x}, \mathbf{y}))} \leqslant 2 \sqrt{k(\mathbf{0}, \mathbf{0})}$ for any $\mathbf{x}$ and $\mathbf{y}$ in $\mathbb{R}^{n}$.

If the kernel $k$ is derived from a radial basis function $\phi$ taking the Euclidean distance of two vectors as argument, then the positive definite property of $k$ implies that:

- $\phi(0) \geqslant 0$.
- $\phi(x) \in[-\phi(0), \phi(0)]$ for any $x \in \mathbb{R}_{+}$.
- $\forall(a, b) \in \mathbb{R}^{2}$ and $\forall x \in \mathbb{R}_{+},\left(a^{2}+b^{2}\right) \phi(0)+2 a b \phi(x) \geqslant 0$.

These properties rules out many radial basis functions such as the multi-quadric function $\phi: \mathbb{R} \rightarrow \mathbb{R}_{+}, x \mapsto \sqrt{x^{2}+c^{2}}$ where $c \neq 0$, and the thin-plate spline function $\phi: \mathbb{R}_{+}^{*} \rightarrow \mathbb{R}, x \mapsto$ $x^{2} \log x$.

## Examples of Suitable Kernels

The output of a kernel $k$ can be considered as a measure of likeliness between the two input observations. In $\mathbb{R}^{n}$, the greater the Euclidean distance between two vectors $\mathbf{x}$ and $\mathbf{y}$ is and the lesser their similarity is. Hence, if $k:\left(\mathbb{R}^{n}\right)^{2} \rightarrow \mathbb{R},(\mathbf{x}, \mathbf{y}) \mapsto \phi\left(\|\mathbf{x}-\mathbf{y}\|_{\Sigma}\right)$, then $\phi: \mathbb{R}_{+} \rightarrow \mathbb{R}$ should be a continuous and decreasing function such that $\phi\left(\mathbb{R}_{+}\right) \subseteq\left[0, \sigma_{1}\right]$ with $\sigma_{1}>0$. Additionally, the rate at which $\phi$ decreases can be controlled with a parameter $\sigma_{2}>0$ (see Figure 2.4).


Figure 2.4: Examples of suitable radial basis functions.

### 2.3 Estimating Functions with Kernels

As mentioned in Sub-Section 2.1.1, the aim of supervised learning is to find an bounded pattern function that links an observation $x$ in a measurable space $X$ to a target $\mathbf{y}$ in $\mathbb{R}^{p}$ such that

$$
\begin{equation*}
\left|f(x)-y_{i}\right| \leqslant \varepsilon, \tag{2.21}
\end{equation*}
$$

where $i \in \llbracket 1, m \rrbracket$ and $\varepsilon>0$ is an arbitrary value. In this study, the function $f$ is modeled by kernels with the help of the closure properties mentioned in Theorem 2.2. Equation 2.21 represents the need to arbitrarily constrain the deviations of the outputs of $f$ from the targets associated with specific observations. This constraint can be locally satisfied by attempting to minimize an empirical error measure over a set of collected observations $\mathscr{X}=\left\{x_{1}, \ldots, x_{\ell}\right\} \subset X$. However, we also need to guarantee that the pattern function $f$ will also behave as in Equation 2.21 globally. To do so, it is necessary to introduce generalization errors and the means to minimize them (see Sub-Section 2.3.4). The minimization of the generalization error depends both on the representation of the pattern function $f$ (see Sub-Section 2.3.2) and the notion of Rademacher complexity introduced in Sub-Section 2.3.3.

### 2.3.1 Type of Supervised Learning Problems

There exist two main categories of problems in supervised learning: classification problems and regression problems. The observation space $X$ remains the same in both categories, but the target space is different. In binary classification problems, targets arbitrarily belong to the set $\{-1,+1\} \subset \mathbb{R}$ without loss of generality. If a set of data encoded targets with other symbols, say 'a' and 'b' for example, then it is always possible to construct a trivial map from this two-element set into $\{-1,+1\}$. Multi-class classification problems are characterized by targets that belong to a finite set of integers between 1 and $m$ with $m$ being the number of classes. Like for the binary classification case, if targets are encoded with different symbols than integers from 1 to $m$, it is possible to construct a map from that set of symbols into $\llbracket 1, m \rrbracket$. Targets for regression problems belong either to $\mathbb{R}$ if it is a single-output regression problem, or to $\mathbb{R}^{m}$ if it is a multiple-output regression problem. In all type of problems, the objective is to find a pattern function $f$ linking observations and targets, whatever the target set may look like.

The division in classification and regression problems may seem arbitrary since a clas-
sification problem is a particular kind of regression problem for which the pattern functions take discrete values. Hence the common use of logistic regression methods to solve problems of classification. However, different structural approaches may be considered in classification problems that cannot correspond to similar approaches employed in regression problems. One of these approaches is used in the case of multi-class classification problems (see Sub-Section 2.4.2). Classification problems have also been historically considered separated from regression problems [Vapnik, 1982], with regression problems being a generalization of binary classification problems.

### 2.3.2 Representation of Pattern Functions with Kernels

Besides the nomenclature of the target set and the corresponding type of supervised learning problems, the choice of the family of pattern functions is the most crucial aspect of the supervised learning algorithms. In the case of ULMs (and SVMs), the pattern functions are built from kernels by using the closure properties of Theorem 2.2. The use of kernels to represent pattern functions is motivated by their geometrical interpretations which can be made in classification and regression problems (see Corollary 2.1) and the theoretical error bounds (see Sub-Sections 2.3.3 and 2.3.4) that are involved with them.

The geometrical interpretations of kernel methods used in classification problems relate to the separation of clusters of observations mapped in the induced Hilbert space by hyperplanes. Linear separation in the feature space has therefore a direct correspondence with the separation of cluster of observations in $X$ by nonlinear manifolds. Similarly, observations mapped in the feature space are being fitted by an hyperplane in the case of nonlinear regression problems.

For reasons which are explained in detail in Sub-Section 3.1.1, the pattern functions are chosen to belong to a family of functions $\mathscr{G}$ which is defined by

$$
\begin{equation*}
\mathscr{G}=\left\{x \in X \mapsto \sum_{i=1}^{\ell} \alpha_{i} k_{\sigma}\left(x, x_{i}\right)+b \in \mathbb{R}: \alpha^{\mathrm{t}} \mathbf{K} \alpha \leqslant B^{2}\right\} \tag{2.22}
\end{equation*}
$$

where $k_{\sigma}$ is a finitely positive semi-definite kernel, and $B>0$ is an arbitrary scalar which bounds the norm of the elements of $\mathscr{G}$. Naturally, we may build upon this choice of function space and generalize the type of possible pattern functions a bit further. For example, we may define the function spaces $\mathscr{G}_{1}, \ldots, \mathscr{G}_{m}$ induced the choice of $m$ distinct kernels $k_{1}, \ldots, k_{m}$ similar to Equation 2.22 and define a pattern function as an element of the space

$$
\begin{equation*}
\mathscr{G}=\left\{\sum_{i=1}^{m} a_{i} f_{i}+\beta_{i}: f_{i} \in \mathscr{G}_{i}, i \in \llbracket 1, m \rrbracket\right\} . \tag{2.23}
\end{equation*}
$$

The point behind the formulation of Equation 2.23 is to define a pattern function with multiple kernels instead of a single one. This allows the use of different similarity measures between observations to be taken into account and yield more fitting patterns. ULMs can directly support the use of multiple kernels at once, provided that the vectors a and $\beta$ in $\mathbb{R}^{m}$ are given beforehand. The tuning of theses vectors can however be made using a non-convex pattern search (see Sub-Section 2.4.3) but it might result in a computationally intensive approach. To circumvent this timing problem, one can refer to the method of iterative construction of the pattern function estimate that is detailed in Sub-Section 2.1.3.

### 2.3.3 Rademacher Complexity

The Rademacher complexity of a class of function $\mathscr{G}$, such as the classes formulated in Sub-Section 2.3.2, measures the capacity, with respect to a probability distribution, of the functions of $\mathscr{G}$ to fit random data [Bartlett and Mendelson, 2001, 2002]. Many useful risk measures associated with kernel methods are relying on the expression of the empirical value of the Rademacher complexity. These risk measures are probabilistic measures that represent the capability of a pattern function to return outputs which are arbitrarily close to their targets (known or unknown), and this for any possible observation in $X$ regardless that if it was generated or not. This kind of risk measure, which is different than the empirical error, is known as generalization error.

Vapnik and Chervonenkis [1971] were the firsts to investigate the link between the generalization error of $\{0,1\}$-indicator functions $f$ in $\mathscr{G}$ (such as the ones used in binary classification) and the empirical Rademacher complexity of this class. Namely, they showed that, whatever the observation $x \in X$ might be, the error between the output of the pattern function $f(x)$ and the actual target $y \in\{0,1\}$ is upper-bounded, with a certain probability, by a function of the Vapnik-Chervonenkis dimension of $\mathscr{G}$ which is the cardinality of the largest set of points that can be shattered ${ }^{1}$ by the functions in $\mathscr{G}$. It was later shown that the empirical Rademacher complexity of $\mathscr{G}$ is instead bounded by this function of the Vapnik-Chervonenkis dimension and that the upper bound of Vapnik and Chervonenkis is indeed pessimistic. The Rademacher complexity of a class of function then goes further by extending the expression of upper bounds of the generalization errors for any type of pattern functions, which also means for any type of supervised (or semi-supervised) learning problems (and not just binary classification problems).

The Rademacher complexity of a class of functions $\mathscr{G}$ over the measurable space $X$ is defined below:

Definition 2.10 (Empirical Rademacher complexity). Let $\mathscr{G}$ be a class of real-valued functions over a measurable space $X$ and let $\mathscr{X}=\left\{x_{1}, \ldots, x_{\ell}\right\} \subset X$ be a set of sample observations in $X$. The empirical Rademacher complexity of $\mathscr{G}$ is defined as

$$
\hat{R}(\mathscr{G})=\left\langle\left.\frac{2}{\ell} \sup _{f \in \mathscr{G}} \right\rvert\, \sum_{i=1}^{\ell} \sigma_{i} f\left(X_{i}\right) \| X_{i}=x_{i}, i \in \llbracket 1, \ell \rrbracket\right\rangle,
$$

where the $\sigma_{i}$ 's, with $i \in \llbracket 1, \ell \rrbracket$, are independent uniform $\{ \pm 1\}$-valued random variables. The Rademacher complexity of $\mathscr{G}$ is the expected value of $\hat{R}(\mathscr{G})$ taken over an identically and independently distributed sample $\left\{X_{1}, \ldots, X_{\ell}\right\}$ of random variables.

Empirical Rademacher complexities have closure properties than can be useful in the

[^0]establishment of upper bounds on generalization errors. These properties are defined in the following theorem which was derived Bartlett and Mendelson [2001, 2002]:

Theorem 2.3. Let $\mathscr{F}, \mathscr{F}_{1}, \ldots, \mathscr{F}_{m}$ be classes of real-valued functions over a measurable space $X$. Let $\mathscr{X}=\left\{x_{1}, \ldots, x_{\ell}\right\} \subset X$ be a set of sample observations in $X$. We have:

- If $\mathscr{F}_{1} \subseteq \mathscr{F}_{2}$ then $\hat{R}\left(\mathscr{F}_{1}\right) \leqslant \hat{R}\left(\mathscr{F}_{2}\right)$.
- $\hat{R}\left(\sum_{i=1}^{m} \mathscr{F}_{i}\right) \leqslant \sum_{i=1}^{m} \hat{R}\left(\mathscr{F}_{i}\right)$.
- For every $\lambda$ in $\mathbb{R}, \hat{R}(\lambda \mathscr{F})=|\lambda| \hat{R}(\mathscr{F})$.
- If $f: \mathbb{R} \rightarrow \mathbb{R}$ is Lipschitz with constant $C$ and if the condition $f(0)=0$ is satisfied, then $\hat{R}(f(\mathscr{F})) \leqslant 2 C \hat{R}(\mathscr{F})$.
- For any function $f: X \rightarrow \mathbb{R}$, we have

$$
\hat{R}(\mathscr{F}+f) \leqslant \hat{R}(\mathscr{F})+\frac{2}{\ell} \sqrt{\sum_{i=1}^{\ell} f^{2}\left(x_{i}\right)} .
$$

- Let $p \in \mathbb{N}^{*}, g \in \mathscr{F}$ and $\mathscr{L}_{\mathscr{F}, g, p}=\left\{|f-g|^{p}: f \in \mathscr{F}\right\}$. If $\|f-g\|_{\infty} \leqslant 1$ for all $f \in \mathscr{F}$, then

$$
\hat{R}\left(\mathscr{L}_{\mathscr{F}, g, p}\right) \leqslant 2 p\left(\hat{R}(\mathscr{F})+\frac{2}{\ell} \sqrt{\sum_{i=1}^{\ell} g^{2}\left(x_{i}\right)}\right) .
$$

The last point of Theorem 2.3 is a key inequality for the establishment of a probabilistic upper bound on the generalization error of ULMs.

### 2.3.4 Risk Measures

A risk measure for a given pattern function $f$ in a function class $\mathscr{G}$ (as defined in SubSection 2.3.2) and a finite set of observations $\mathscr{X}=\left\{x_{1}, \ldots, x_{\ell}\right\} \subset X$ is a quantity that
evaluates that discrepancy between the outputs of $f$ for an $x$ in the measurable space $X$ and its associated target. A straightforward risk measure for $f \in \mathscr{G}$ given observations $x_{1}, \ldots, x_{\ell}$ that belongs to the set $\mathscr{X}$ is the empirical error which is defined by

$$
\begin{equation*}
\hat{E}(f)=\frac{1}{\ell} \sum_{i=1}^{\ell} d\left(f\left(x_{i}\right), y_{i}\right) \tag{2.24}
\end{equation*}
$$

where $d$ is a distance between $f(x)$ and $y$ in $\mathbb{R}$. Typically, $d$ is based on a $p$-norm and we have

$$
\begin{equation*}
\hat{E}_{p}(f)=\frac{1}{\ell} \sum_{i=1}^{\ell}\left|f\left(x_{i}\right)-y_{i}\right|^{p} \tag{2.25}
\end{equation*}
$$

If $p=2$, then $\hat{E}_{p}(f)$ is the mean square deviation. Nevertheless, finding $f \in \mathscr{G}$ such that $\hat{E}_{p}(f)$ is minimized gives no guarantee that

$$
\begin{equation*}
|f(x)-y| \leqslant \varepsilon \tag{2.26}
\end{equation*}
$$

for any $(x, y) \in X \times \mathbb{R}$, where $\varepsilon>0$ is an arbitrary scalar. However, there exists an expression of a probabilistic bound for quantities expressed in Equation 2.26. If we consider the notions introduced in Sub-Section 2.1.1, there exist a measure space $(\Omega, \Sigma, P)$ and a measurable function $g: \Omega \rightarrow X \times \mathbb{R}, \omega \mapsto(x, y)$ that generates independently and identically distributed observations. If $z: \Omega \rightarrow X$ is the measurable function that associates $\omega \in \Omega$ to $x \in X$, and if $v: \Omega \rightarrow \mathbb{R}$ is the measurable function that associates $\omega \in \Omega$ to $y \in \mathbb{R}$, then Bartlett and Mendelson [2001, 2002] and Koltchinskii and Panchenko [2000] showed that there exists a scalar $\delta \in(0,1)$ such that

$$
\begin{equation*}
\left.P\left(\left.\langle | \frac{f(z)-v}{C}\right|^{p}\right\rangle \leqslant \frac{\hat{E}_{p}(f)}{C^{p}}+\hat{R}\left(\mathscr{L}_{\mathscr{G}} / C, y / C, p\right)+3 \sqrt{\frac{\ln (2 / \delta)}{2 \ell}}\right) \geqslant 1-\delta \tag{2.27}
\end{equation*}
$$

where:

- The quantity $C$ is equal to $2 \rho(B+|b|)$ where $\rho>0$ is the radius of the smallest ball
centered at the origin in $X$ which contains the observations in $\mathscr{X}=\left\{x_{1}, \ldots, x_{\ell}\right\}$ i.e. $\mathscr{X} \subset B_{\rho}(0)=\left\{x \in X: d_{X}(x, 0) \leqslant \rho\right\} ;$
- The function $f$ is in the function class

$$
\begin{equation*}
\mathscr{G}=\left\{x \in X \mapsto \sum_{i=1}^{\ell} \alpha_{i} k_{\sigma}\left(x, x_{i}\right)+b \in \mathbb{R}: \alpha^{\mathrm{t}} \mathbf{K} \alpha \leqslant B^{2}\right\} \tag{2.28}
\end{equation*}
$$

hence $\|f\|_{\infty} \leqslant B+|b|$;

- The function class $\mathscr{L}_{\mathscr{G} / C, y / C, p}$ is equal to $\left\{\left|\frac{f-y}{C}\right|^{p}: f \in \mathscr{G}\right\}$ and $\|(f-y) / C\|_{\infty} \leqslant 1$ for all $f \in \mathscr{G}$.

The quantity $\left.\langle | f(z)-\left.v\right|^{p}\right\rangle \geqslant 0$ is the generalization error and Equation 2.27 shows that it is upper-bounded by the empirical error plus an expression of the Rademacher complexity of $\mathscr{G}$ denoted by $h(B, b)$. The term $h(B, b)$ is such that

$$
\begin{equation*}
h(B, b)=(2 \rho(B+|b|))^{p}\left(\hat{R}\left(\mathscr{L}_{\mathscr{G} / C, y / C, p}\right)+3 \sqrt{\frac{\ln (2 / \delta)}{2 \ell}}\right) . \tag{2.29}
\end{equation*}
$$

Theorem 2.3 can be used to establish the relation

$$
\begin{equation*}
\hat{R}\left(\mathscr{L}_{\mathscr{G}}^{/ C, y / C, p}() \leqslant \frac{p}{\rho(B+|b|)}\left(\hat{R}(\mathscr{G}-b)+\frac{2|b|}{\sqrt{\ell}}+\frac{2\|\mathbf{y}\|_{2}}{\ell}\right) .\right. \tag{2.30}
\end{equation*}
$$

The following result, showed notably by Shawe-Taylor and Cristianini [2004], allows the numerical computation of an upper bound of the Rademacher complexity $\hat{R}(\mathscr{G}-b)$. We have

$$
\begin{equation*}
\hat{R}(\mathscr{G}-b) \leqslant \frac{2 B}{\ell} \sqrt{\operatorname{tr}(\mathbf{K})} \tag{2.31}
\end{equation*}
$$

and hence,

$$
\begin{equation*}
\hat{R}\left(\mathscr{L}_{\mathscr{G} / C, y / C, p}\right) \leqslant \frac{2 p}{\ell \rho(B+|b|)}\left(B \sqrt{\operatorname{tr}(\mathbf{K})}+|b| \sqrt{\ell}+\|\mathbf{y}\|_{2}\right) . \tag{2.32}
\end{equation*}
$$

If $p=1$, then we have

$$
\begin{equation*}
h(B, b) \leqslant B \frac{4 \sqrt{\operatorname{tr}(\mathbf{K})}}{\ell}+6(B+|b|) \rho \sqrt{\frac{\ln (2 / \delta)}{2 \ell}}+\frac{4|b|}{\sqrt{\ell}}+\frac{4\|\mathbf{y}\|_{2}}{\ell} . \tag{2.33}
\end{equation*}
$$

If the data and the kernel matrix $\mathbf{K}$ were normalized, then

$$
\begin{equation*}
h(B, b) \leqslant \frac{4}{\sqrt{\ell}}\left(1+\left(1+\frac{3}{2 \sqrt{2}} \sqrt{\ln \left(\frac{2}{\delta}\right)}\right)(B+|b|)\right) . \tag{2.34}
\end{equation*}
$$

Therefore, we have, with a probability of at least $95 \%$, that

$$
\begin{equation*}
\langle | f(z)-v| \rangle \leqslant \frac{1}{\ell} \sum_{i=1}^{\ell}\left|f\left(x_{i}\right)-y_{i}\right|+\frac{4}{\sqrt{\ell}}(1+3(B+|b|)) . \tag{2.35}
\end{equation*}
$$

It follows that, given a function $f \in \mathscr{G}$, the minimization of the generalization error is linked to the minimization of the empirical error of $f$ for a given observation set $\mathscr{X}$ and an upper bound of the infinity norm of $f$. This is an important point that will serve into the construction of ULMs (see Sub-Section 3.1.1). It is also useful to notice that the larger the radius $\rho$ in Equation 2.33 is and the larger the upper bound on the generalization error becomes. This shows that if an observation $x \in X$ is outside $B_{\rho}(0)$ then the pattern function is unlikely to properly fit the datum. Consequently, ULMs will guarantee the upper bound of the generalization error only for observations contained in $B_{\rho}(0)$.

### 2.4 Specialized Models

### 2.4.1 Multiple Output Regression Models

Cases may arise where each observation $x$ in $X$ is associated with a target vector $\mathbf{y} \in \mathbb{R}^{p}$ rather than a single real value $y \in \mathbb{R}$. The pattern function $f$ that links observations to targets is therefore a function over $X$ with values in $\mathbb{R}^{p}$. Most supervised learning algorithms that search for patterns (including ULMs) are designed to accept only single-value targets and
cannot be inherently modified for multiple output regression models. Nevertheless, the alternative to non-multiple output regression techniques is to embed several single-value regression models into a coherent structure that returns multiple output values.

The simplest way to construct such a multiple output regression model is to represent the outputs of the pattern function $f$ as a vector of outputs of $p$ single-valued pattern functions $f_{1}, \ldots, f_{p}$ over $X$. In other words the function $f$ is defined by

$$
f: X \rightarrow \mathbb{R}^{p}, x \mapsto\left(\begin{array}{c}
f_{1}(x)  \tag{2.36}\\
f_{2}(x) \\
\vdots \\
f_{p}(x)
\end{array}\right)
$$

Each individual pattern function $f_{i}$, with $i \in \llbracket 1, p \rrbracket$, is then computed separately with the help of a supervised learning algorithm. As usual, this computation is made using a set of $\ell$ observations $\mathscr{X}=\left\{x_{1}, \ldots, x_{\ell}\right\}$ for which their associated single value targets are the $i$-th components of the vectors $\mathbf{y}_{1}, \ldots, \mathbf{y}_{\ell}$. The drawback of this approach is that the pattern computation is repeated $p$ times without the possibility of reducing the size of each individual sub-problem.

### 2.4.2 Multi-Class Classification Models

Vapnik [1995] initially proposed a simple ad hoc multi-class classification scheme, the socalled one-against-all scheme, in which several binary classifiers are combined to form a unique multi-class classifier. Despite that this scheme was developed for Support Vector Machines, the approach is general enough to allow the scheme to be used with any type of binary classifier. Later, Platt et al. [2000] generalized the approach with a decision-treebased scheme which overcomes some shortcomings of Vapnik's scheme. The same year, Allwein et al. [2000] presented an error-correcting code scheme that forms a compromise between performances of the one-against-all scheme and the decision-tree-based scheme.

In this section, a binary classifier is represented by a pattern function $f: X \rightarrow\{-1,+1\}$ which is itself computed by learning algorithms such as ULMs. Each observation $x$ in the measurable space $X$ has a target $y$ that can take $p$ distinct values that we arbitrarily choose to be in the set $\llbracket 1, p \rrbracket$ without loss of generality. The following multi-class classification schemes are valid for any type of binary classifier regardless of the learning algorithm that generated it. They are all based on the establishment of classification structures that organize different binary classifiers together. However "structure-less" multi-class classification schemes based on logistic regression are also possible. These alternate schemes are briefly mentioned in Equation 3.24.

## One-Against-All Scheme

A simple multi-class classification scheme for $p$ classes was proposed by Vapnik [1995] when a set of $p$ binary classifiers is available. The $i$-th binary classifier is associated to a real-valued "confidence" function $g_{i}$ derived from the pattern function $f_{i}$ that is positive if an observation $x \in X$ belongs to the $i$-th class, and negative if it does not. The larger the output value of $g_{i}$ is, the more reliable the output value of $f_{i}$ is. In this scheme, a total of $p$ binary classifiers are computed using learning algorithms, with each one of these classifiers determining if a given observation belongs to a certain class or all the other classes; hence the name one-against-all. Suppose that $p$ confidence functions $g_{1}, \ldots, g_{p}$ are obtained, then the function $f$ that determines the one class among $p$ for which a given observation $x \in X$ belongs to, is defined by

$$
\begin{equation*}
f: X \rightarrow \llbracket 1, p \rrbracket, x \mapsto \arg \max \left\{g_{i}(x): i \in \llbracket 1, p \rrbracket\right\} . \tag{2.37}
\end{equation*}
$$

The output of the function $f$ is the number of the class of the observation $x$. The determination of the class of an observation requires $p$ evaluations of confidence functions which can be done quickly if each individual confidence function is not too complicated.

Despite the fast determination of the class of an observation, the one-against-all scheme has a couple of very inconvenient drawbacks. The first disadvantage is the relevance of comparing $p$ confidence functions that have extremely close output values in most cases. The second disadvantage is that each one of the $p$ confidence functions is computed from $\ell$ observations, which can be a massive computational bottleneck if $\ell$ is very large since the evaluation of a binary classifier is repeated $p$ times.

## Decision-Tree-Based Scheme

Platt et al. [2000] introduced a decision-tree-based architecture for binary classifiers that returns Boolean values. This architecture is a Decision-Directed Acyclic Graph (DDAG) that is, as the name suggests, a structure based on a directed graph with no cycles. Suppose that, for a $p$-class classification problem, a total of $p(p-1) / 2$ pair-wise binary classifiers are computed i.e. we obtained pattern functions $f_{i j}$ discriminating between class $i \in \llbracket 1, p \rrbracket$ and class $j \in \llbracket 1, p \rrbracket$ with $i<j$.


Figure 2.5: Decision-directed acyclic graph for a 4-class problem. Each edge is labeled with the class number that has been removed from the list associated with the source node. The root node (on the left), which contains the full list of all possible classes, is connected to the leaf nodes (on the right), which are associated with lists of only two classes.

The DDAG classifier has a pyramidal structure in which every node but the root node
has two direct successors, and every node but the leaf nodes has two direct predecessors. A path from the root node to one of the leafs is computed by updating an ordered list of classes to be tested, each node successively removing one element from that list. The removing process works by picking up the pattern function $f_{i j}$ discriminating the class at the top of the list, denoted by $i$, from the one at the bottom, denoted by $j$, and testing if the observation $x \in X$ belongs to class $i$ or class $j$. If, for example, $x$ belongs to class $i$, then the next node on the path would be the node which list does not contain $j$ and reciprocally; hence the reason for two direct successors at each node. The path starts at the root node with initial list $\{1, \ldots, p\}$ and goes to one leaf node with a list containing only two classes. Once the leaf node has been reached, the last binary classification is performed and the last class is removed from the list, the remaining one being the class the observation $x$ belongs to (see figure 2.5).

Determining the class of of an observation $x$ requires $p-1$ decision evaluations and each pattern function $f_{i j}$ is trained on $\ell_{i}+\ell_{j}$ observations, $\ell_{i}$ being the number of training observations belonging to class $i$ and $\ell_{j}$ being the number of training observations belonging to class $j$. The number of pattern functions to compute is one order of magnitude greater than for the one-against-all scheme, but the dimension of each binary classification sub-problem is much smaller than the original data set size. The DDAG scheme also overcomes problems related to confidence functions having output values too similar.

## Error-Correcting Code Scheme

Suppose $m(1 \leqslant m \leqslant p)$ Boolean pattern functions $f_{1}, \ldots, f_{m}$ are given for an $p$-class problem. A function $f_{i}, i \in \llbracket 1, m \rrbracket$, will return either +1 or -1 depending on which class the input belongs to. If the function $f_{i}$ was not designed to discriminate one particular class against another then, by convention the output will be zero for that specific class. An example is given in table 2.1 where all outputs are arranged into a decision matrix.

Let $\mathbf{D}$ be an $p \times m$ decision matrix built from $f_{1}, \ldots, f_{m}$. We can notice that each row of

Table 2.1: Example of error-correcting codes for a 4-class problem and five pattern functions. The table lists the values the pattern functions return for elements belonging to the classes listed in the rows.

| Class | $f_{1}$ | $f_{2}$ | $f_{3}$ | $f_{4}$ | $f_{5}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathbf{1}$ | 0 | -1 | -1 | -1 | +1 |
| $\mathbf{2}$ | +1 | -1 | 0 | +1 | +1 |
| $\mathbf{3}$ | +1 | -1 | -1 | -1 | 0 |
| $\mathbf{4}$ | -1 | +1 | +1 | 0 | -1 |

D represents a code that we seek to be unique for each class. If it is the case, then, for an observation $x \in X$, the outputs for every $f_{i}, i \in \llbracket 1, m \rrbracket$, are put in order so it forms a code for that specific observation. The code is then stored in an $m \times 1$ vector $\mathbf{c}(x)$ and then compared to each row of the decision matrix $\mathbf{D}$ by computing a distance between $\mathbf{c}(x)$ and the codes on the rows of $\mathbf{D}$. The class of the observation $x$ will be the one with the minimum distance between $\mathbf{c}(x)$ and the code on the row corresponding to that class. The distance proposed by Allwein et al. [2000] between $x$ and the $i$-th class is

$$
\begin{equation*}
d\left(\mathbf{c}(x), \mathbf{D}_{i .}\right)=\frac{1}{2}\left(m-\sum_{j=1}^{m} \operatorname{sign}\left((\mathbf{c}(x))_{j} D_{i j}\right)\right), \tag{2.38}
\end{equation*}
$$

and the final pattern function is given by

$$
\begin{equation*}
f: X \rightarrow \llbracket 1, p \rrbracket, x \mapsto \arg \min \left\{d\left(\mathbf{c}(x), \mathbf{D}_{i \cdot}\right): i \in \llbracket 1, p \rrbracket\right\} . \tag{2.39}
\end{equation*}
$$

The error-correcting code scheme is, in a way, a generalization of the one-against-all scheme and the decision-tree-based scheme for which a potentially lesser number of decision functions is needed in order to determine the class an observation belongs to. Furthermore, depending on the codes contained in the decision matrix $\mathbf{D}$, the size of the programming problems to be solved can be significantly reduced. The contents of $\mathbf{D}$ also suggest that there exist optimal codes that combine an high discriminating power and a short number of pattern functions trained on smaller problems.

### 2.4.3 Model Validation

Selecting a suitable kernel is one of the few tasks needed to be performed before an ULM can search for patterns in the provided set of data. The very act of selecting kernels and correct algorithm parameters is nothing else than the building of a mathematical model of the given data. Naturally, a chosen model must be tested and validated to ensures that it properly predicts non-trivial hidden patterns within, of course, a certain margin of error.

While selecting an appropriate model is often based on considerations that are problemspecific, the validation of prediction models is a procedure that is now standardized. These validation procedures rely on repeated tests on the very same set of observations $\mathscr{X}=$ $\left\{x_{1}, \ldots, x_{\ell}\right\}$ in $X$ upon which the pattern functions were generated by the learning algorithms. These procedures can be divided into two families:

- Cross-validation procedures which are partition-based.
- Bootstrapping procedures which are sampling-based.

Both families have their pros and cons which are often related to the size of the data sets. Furthermore, repeated selection-validation procedures can be embedded into a generalized pattern search approach which can search for the optimal choice of parameters for a mathematical model. This pattern search can be time consuming if the chosen learning algorithms are not efficient at handling large sets of data.

## Cross-Validation Procedure

In a cross-validation, the observation set $\mathscr{X}$ is partitioned into $q$ subsets $\left\{\mathscr{X}_{1}, \ldots, \mathscr{X}_{q}\right\}$ which are alternatively used to build a classifier to be tested on the remaining subsets. In other words, the set $\mathscr{X}$ is iteratively divided into an actual training set, for which a classifier is built, and a testing set, for which the classifier is tested to confirm the validity of the mathematical model. At each iteration of the cross-validation, an error statistic is
constructed for the results of the testing set. The error statistics are then merged after all training sets have been used which evaluate the validity of the chosen mathematical model. The cross-validation procedure is outlined in Algorithm 2.6.

```
Algorithm 2.6: Cross-Validation Procedure
    Function \([\mu]=\) CrossValidation \((M, \mathscr{P}(\mathscr{X}), \mathscr{P}(\mathbf{y}))\)
    Input: model \(M\), partition of the observation set \(\mathscr{P}(\mathscr{X})=\left\{\mathscr{X}_{1}, \ldots, \mathscr{X}_{q}\right\}\) and
        partition of the target vector set \(\mathscr{P}(\mathbf{y})=\left\{\mathbf{y}_{1}, \ldots, \mathbf{y}_{q}\right\}\).
    Output: error statistic \(\mu\).
    \(\mu \leftarrow 0\)
    for \(i \in \llbracket 1, q \rrbracket\) do
        Compute a pattern function \(f\) using the model \(M\) and the set \(\mathscr{X} \backslash \mathscr{X}_{i}\).
        Update \(\mu\) by comparing \(f\left(\mathscr{X}_{i}\right)\) and \(\mathbf{y}_{i}\).
    end
    return \(\mu\)
```

For classification problems, the error statistic is often based on a confusion matrix $\mathbf{C}$. Given an $p$-class problem, the matrix $\mathbf{C}$ is an $p \times p$ matrix for which each $i$-th row represents the number of observations that belong to class $i$ and each $j$-th column represents the number of observations that were predicted to belong to class $j$. A common error statistic based on the confusion matrix is

$$
\begin{equation*}
\mu=\min \left\{\frac{C_{i i}}{\mathbf{1}_{p}^{\mathrm{t}} \mathbf{C}_{i} .}: i \in \llbracket 1, p \rrbracket\right\}, \tag{2.40}
\end{equation*}
$$

with $\mathbf{C}_{i}$. being the $i$-th row of the matrix $\mathbf{C}$. In other words this error statistic is the minimum fraction of correctly classified samples.

For regression problems, errors are based on many different statistics such as:

- Mean square deviations between functional outputs and targets,
- Rank correlation coefficients between functional outputs and targets (e.g., Spearman's rank correlation coefficient),
- Statistics computed the empirical distribution of the residuals (e.g., from normality tests, etc.).

The partition of $\mathscr{X}$ can be chosen randomly but some samples may never be used in a training or testing set. Additionally, a poorly chosen partition can fail to yield correct patterns, hence introducing a bias during the testing of the mathematical model. Furthermore, it should be noticed that the computed pattern functions $f_{1}, \ldots, f_{q}$ can be all significantly different if the partition is ill-chosen. In such case, the cross-validation procedure becomes totally irrelevant since each individual pattern function should be similar to the one that is obtained by training on the whole observation set.

Improved cross-validation schemes have been designed over the years to curb the partitioning problems. The most commonly used schemes are the $q$-fold cross-validation and its particular case, the Leave-One-Out (LOO) cross-validation. In a $q$-fold cross-validation, or more exactly in a stratified $q$-fold cross-validation, the set $\mathscr{X}$ is partitioned into $q$ subsets of equal size that contain the same proportion of class labels as in the whole observation set $\mathscr{X}$. During each iteration of the method, $q-1$ subsets are used for training and the remaining subset is used for testing. Every subset is used for testing only once, hence a maximum of $q$ iterations.

The LOO cross-validation is an extreme case of the $q$-fold cross-validation in which only a single sample is taken out at each iteration to be in the testing set. This last approach usually needs modifications in order to be efficiently implemented for large data sets, but it is often the sole validation approach that can be used with very small sets of data.

## Bootstrapping Procedures

Bootstrapping is a re-sampling technique for inferring sample statistics (such as error statistics) by drawing randomly, with replacement, several observations from $\mathscr{X}$ and testing them, multiple times, with a pattern function initially computed from $\mathscr{X}$. The repeated tests allow the computation an estimate of the distribution of the error statistic which is the
main advantage of this validation procedure. The knowledge of such a distribution is in fact a key factor for comparing the different choice of kernels and model parameters.

Algorithm 2.7 outlines the bootstrapping procedure for a given mathematical model and an observation set $\mathscr{X}=\left\{x_{1}, \ldots, x_{\ell}\right\}$ of $\ell$ observations. The sampling and testing cycles are repeated $q$ times until there is a sufficient number of error statistics to allow the construction of a well-shaped empirical distribution of errors.

```
Algorithm 2.7: Bootstrapping Procedure
    Function \([\mu]=\) Bootstrapping \((q, M, \mathscr{X}, \mathbf{y})\)
    Input: number of rounds \(q \geqslant 1\), model \(M\), observation set \(\mathscr{X}=\left\{x_{1}, \ldots, x_{\ell}\right\}\) and
        associated target vector \(\mathbf{y} \in \mathbb{R}^{\ell}\).
    Output: error statistic \(\mu\).
    \(\mu \leftarrow 0\)
    Compute a pattern function \(f\) using the model \(M\) and the set \(\mathscr{X}\).
    for \(i \in \llbracket 1, q \rrbracket\) do
        Sample \(\ell_{i}\) observations with replacement from the set \(\mathscr{X}\) (observations are
        stored in \(\mathscr{X}_{i}\) and their targets in \(\mathbf{y}_{i}\) ).
        Update \(\mu\) by comparing \(f\left(\mathscr{X}_{i}\right)\) and \(\mathbf{y}_{i}\).
    end
    return \(\mu\)
```

Bootstrapping is often computationally intensive but it has none of the disadvantages associated to cross-validation procedures. Furthermore, an empirical distribution of the error statistic is immediately available. This allows the construction of a confidence interval on the error statistic and the statistical comparison of the performances of several mathematical model.

## Pattern Search for Optimal Model Parameters

If a finite number of kernels and model parameters are available for a given problem, then cross-validation or bootstrapping schemes can be looped inside a pattern search method to find the most suitable kernel and the best parameters. The objective is to minimize the measure of error that is returned returned by the validation procedures over the search
domain.
The main disadvantage of such an approach is that the resulting optimization problem is not necessarily a convex optimization problem. Hence deterministic pattern searches for convex problems are no longer guaranteed to successfully reach an optimal solution. Therefore, meta-heuristics such as genetic algorithms, simulated annealing, tabu search or ant colony optimization might be more suitable to minimize error measures.

## Chapter 3

## Unconstrained Learning Machines

### 3.1 Mathematical Programming Problem

Consider a source of data which provides a finite collection of $\ell \in \mathbb{N}^{*}$ observations $x_{1}, \ldots, x_{\ell}$ that belong to a measurable space $X$ of any kind and that are uniquely associated with real-valued targets $y_{1}, \ldots, y_{\ell}$. All observation-target pairs are distributed according to an unknown distribution. The function $f: X \rightarrow \mathbb{R}$ that links any observation $x$ to a target $y$ is assumed to be unknown, non-trivial and continuous. The objective of this chapter is to determine an estimate of the function $f$ using kernels and the collection of observation-target pairs. This problem is called in all the following the function estimation problem and it is formulated as a mathematical programming problem. Within the context of the function estimation problem, Unconstrained Learning Machines (ULMs) are a family of learning algorithms which use kernel methods and optimization techniques to estimate functions from a given set of observation-target pairs. The part related to the training (or learning phase) of ULMs is discussed in this chapter. The following explains how the function estimation problem is formulated as an unconstrained Quadratic Programming problem (hence the choice for the name of ULMs) and efficiently solved using methods from linear algebra.

### 3.1.1 Objective Function

Let $k_{\sigma}$ be a continuous real-valued symmetric positive definite kernel parameterized by $\sigma$ i.e. $k_{\sigma}: X \times X \rightarrow \mathbb{R}$ is a continuous function such that, for any pair $(x, y) \in X^{2}$, we have
that $k_{\sigma}(x, y)=k_{\sigma}(y, x)$ and such that

$$
\begin{equation*}
\sum_{i=1}^{m} \sum_{j=1}^{m} k_{\sigma}\left(x_{i}, x_{j}\right) \lambda_{i} \lambda_{j} \geqslant 0 \tag{3.1}
\end{equation*}
$$

for any $m \in \mathbb{N}, \lambda_{i} \in \mathbb{R}, x_{i} \in X$ and $i \in \llbracket 1, m \rrbracket$. The Moore-Aronszajn theorem [Aronszajn, 1950] states that there exists a unique Hilbert space $\mathscr{F}$ of real-valued functions on $X$ such that $k_{\sigma}(\cdot, x) \in \mathscr{F}$ for any $x \in X$ and such that

$$
\begin{equation*}
\left\langle g, k_{\sigma}(\cdot, x)\right\rangle_{\mathscr{F}}=g(x), \tag{3.2}
\end{equation*}
$$

for all $g \in \mathscr{F}$ (this is called the reproducing property) with $\langle\cdot, \cdot\rangle_{\mathscr{F}}$ being the dot product in $\mathscr{F}$. The kernel $k_{\sigma}$ is said to be the reproducing kernel of $\mathscr{F}$ and the space $\mathscr{F}$ is called a Reproducing Kernel Hilbert Space (RKHS).

Suppose that the unknown function $f$ that has to be estimated belongs to a RKHS $\mathscr{F}$ with $k_{\sigma}$ as the reproducing kernel. From the reproducing property of the RKHS $\mathscr{F}$, we have for all given observations $x_{1}, \ldots, x_{\ell}$ in $X$

$$
\begin{equation*}
\left\langle f, k_{\sigma}\left(\cdot, x_{i}\right)\right\rangle_{\mathscr{F}}=f(x) \tag{3.3}
\end{equation*}
$$

Let $\mathscr{S}$ be the linear space embedded in $\mathscr{F}$ spanned by the $k_{\sigma}\left(\cdot, x_{i}\right)$-images of the observations $x_{i}, i \in \llbracket 1, \ell \rrbracket$. Since $f$ is assumed to belong to $\mathscr{F}$, we can rewrite the function $f$ as

$$
\begin{equation*}
f=\sum_{i=1}^{\ell} \alpha_{i} k_{\sigma}\left(\cdot, x_{i}\right)+f^{\perp} \tag{3.4}
\end{equation*}
$$

where the function $f^{\perp} \in \mathscr{F}$ is orthogonal to $\mathscr{S}$ and $\alpha_{i} \in \mathbb{R}$ for all $i \in \llbracket 1, \ell \rrbracket$. Then

$$
\begin{align*}
f\left(x_{i}\right) & =\left\langle k_{\sigma}\left(\cdot, x_{i}\right), f\right\rangle_{\mathscr{F}} \\
& =\left\langle k_{\sigma}\left(\cdot, x_{i}\right), \sum_{j=1}^{\ell} \alpha_{j} k_{\sigma}\left(\cdot, x_{j}\right)+f^{\perp}\right\rangle_{\mathscr{F}} \\
& =\left\langle k_{\sigma}\left(\cdot, x_{i}\right), \sum_{j=1}^{\ell} \alpha_{j} k_{\sigma}\left(\cdot, x_{j}\right)\right\rangle_{\mathscr{F}} \\
& =\sum_{j=1}^{\ell} \alpha_{j}\left\langle k_{\sigma}\left(\cdot, x_{i}\right), k_{\sigma}\left(\cdot, x_{j}\right)\right\rangle_{\mathscr{F}} \tag{3.5}
\end{align*}
$$

implies that

$$
\begin{equation*}
f\left(x_{i}\right)=\sum_{j=1}^{\ell} \alpha_{j} k_{\sigma}\left(x_{i}, x_{j}\right)=\sum_{j=1}^{\ell} \alpha_{j} \mathbf{K}_{i j}=\mathbf{K}_{i \cdot} \alpha \tag{3.6}
\end{equation*}
$$

where $\mathbf{K}_{i j}$ is the $(i, j)$-th element of the $\ell \times \ell$ Gram matrix $\mathbf{K}$ made of all the dot products $\left\langle k_{\sigma}\left(\cdot, x_{i}\right), k_{\sigma}\left(\cdot, x_{j}\right)\right\rangle_{\mathscr{F}}=k\left(x_{i}, x_{j}\right)$ for every $i$ and $j$ in $\llbracket 1, \ell \rrbracket$. The Gram matrix $\mathbf{K}$ is, by the properties of $k_{\sigma}$, a positive semi-definite matrix which is called the kernel matrix. The equality

$$
\begin{equation*}
f\left(x_{i}\right)=\mathbf{K}_{i \cdot} \cdot \alpha \tag{3.7}
\end{equation*}
$$

for all $i \in \llbracket 1, \ell \rrbracket$ is only valid if the function $f$ actually belongs to the RKHS $\mathscr{F}$ with $k_{\sigma}$ as the reproducing kernel. Equation 3.7 does not hold in the general case, however, if the kernel $k_{\sigma}$ is carefully chosen, then there exist a scalar $b \in \mathbb{R}$ such that the approximation

$$
\begin{equation*}
f\left(x_{i}\right) \approx \mathbf{K}_{i \cdot} \cdot \alpha+b \tag{3.8}
\end{equation*}
$$

is acceptable for any continuous function $f$. There are a couple of reasons for introducing the scalar $b$ in Equation 3.8. The first reason is to provide a correcting term since the choice of $k_{\sigma}$ may not be completely suitable for estimating the function $f$. The second reason is to make the correction linear since the introduction of a nonlinear term, while possible, would imply that the correcting term is not a kernel-based function (since the sum of kernels is a
kernel) and hence void this analysis based on kernel methods. Consequently, we will search in all the following an estimate of the function $f$ in a subspace $\mathscr{G}$ of bounded functions of the translated space $\mathscr{F}+b$ after a suitable reproducing kernel $k_{\sigma}$ is chosen. The reason for choosing a set of bounded functions is motivated by a common requirement of all physical problems: the outputs of all physical systems are never infinite and hence the norm of the function that estimates the outputs of a physical system must be finite i.e. bounded. The set of functions $\mathscr{G}$ is therefore defined by

$$
\begin{equation*}
\mathscr{G}=\left\{x \in X \mapsto \sum_{i=1}^{\ell} \alpha_{i} k_{\sigma}\left(x, x_{i}\right)+b \in \mathbb{R}: \alpha^{\mathrm{t}} \mathbf{K} \alpha \leqslant B^{2}\right\}, \tag{3.9}
\end{equation*}
$$

with $B \in \mathbb{R}^{*}$. Bartlett and Mendelson [2001, 2002] and Koltchinskii and Panchenko [2000] showed that, given a probability $p \in(0,1)$, the generalization error of $\hat{f} \in \mathscr{G}$ is bounded with probability $p$ by the sum of an expression of the empirical Rademacher complexity $\hat{R}(\mathscr{G})$ of the function class $\mathscr{G}$ and the empirical error of $\hat{f}$. The smaller the quantity $\hat{R}(\mathscr{G})$ is, the smaller the generalization error becomes. This complexity is bounded by elements that defines the class $\mathscr{G}$ according to the following formula

$$
\begin{equation*}
\hat{R}(\mathscr{G}) \leqslant \frac{4}{\ell}\left(B \sqrt{\operatorname{tr}(\mathbf{K})}+|b| \sqrt{\ell}+\|\mathbf{y}\|_{2}\right) . \tag{3.10}
\end{equation*}
$$

Consequently, minimizing both the upper bound of $\hat{R}(\mathscr{G})$ and the empirical error of $\hat{f}$ is a way to obtain a function $\hat{f}$ in $\mathscr{G}$ that estimates $f$ and that satisfies Approximation 3.8 for any given observation $x \in X$. The aim of the function estimation problem is therefore to minimize the quantities $|b|$ and $B$, as well as the empirical error of $\hat{f}$.

The minimization of $|b|$ can be replaced by the minimization of the quantity

$$
\begin{equation*}
\delta_{b} b^{2}+c_{b} b \tag{3.11}
\end{equation*}
$$

which provides the objective function of the mathematical minimization problem with a
quadratic formulation rather than a nonlinear one or additional constraints. This formulation is weighted with coefficients $\delta_{b}>0$ and $c_{b} \in \mathbb{R}$ in order to contrast this quantity with the other terms of the objective function. The coefficient $c_{b}$ can be negative and $b$ can still be minimized since the coefficient $\delta_{b}$ is always greater than zero.

The empirical error of $\hat{f}$ is a function of the quantities $\hat{f}\left(x_{i}\right)-y_{i}=\xi_{i}$ which are slack variables. Like for the minimization of $|b|$, the minimization of the empirical error can easily be replaced by the minimization of the quantity

$$
\begin{equation*}
\xi^{\mathrm{t}} \Delta_{\xi} \xi+\mathbf{c}_{\xi}^{\mathrm{t}} \xi \tag{3.12}
\end{equation*}
$$

where $\Delta_{\xi}$ is a positive definite matrix and where $\mathbf{c}_{\xi} \in \mathbb{R}^{\ell}$. Since the norm of $\xi$ induced by $\Delta_{\xi}$ on $\mathbb{R}^{\ell}$ is equivalent to the Euclidean norm of $\xi$ on $\mathbb{R}^{\ell}$, the minimization of the quantity $\xi^{t} \xi$ is similar to the minimization of $\xi^{t} \Delta_{\xi} \xi$ with the exception that the later brings a supplementary degree of control over the $\xi_{i}$ 's. The contributions of each $\xi_{i}$ to the objective function can now be tuned individually.

From Equation 3.9, the minimization of $B$ can be achieved by minimizing $\alpha^{t} \mathbf{K} \alpha$ for any $\alpha \in \mathbb{R}^{\ell}$. By using the Cauchy-Schwarz inequality, we obtain

$$
\begin{equation*}
\alpha^{\mathrm{t}} \mathbf{K} \alpha=\langle\alpha, \mathbf{K} \alpha\rangle \leqslant\|\alpha\|_{2}\|\mathbf{K} \alpha\|_{2} \tag{3.13}
\end{equation*}
$$

However, since the Euclidean norm $\|\cdot\|_{2}$, like all vector norms induced on the space of $\ell \times \ell$ matrices, is a consistent norm, we can immediately derive that

$$
\begin{equation*}
\alpha^{\mathrm{t}} \mathbf{K} \alpha \leqslant\|\mathbf{K}\|_{2}\|\alpha\|_{2}^{2} \tag{3.14}
\end{equation*}
$$

where $\|\mathbf{K}\|_{2}$ is the spectral norm of $\mathbf{K}$. Moreover, given a positive definite matrix $\Delta_{\alpha}$, the Euclidean norm is equivalent to the norm induced by $\Delta_{\alpha}$ on $\mathbb{R}^{\ell}$. In other words, there exists
a constant $C_{\alpha}>0$ such that

$$
\begin{equation*}
\|\alpha\|_{2} \leqslant C_{\alpha} \sqrt{\left\langle\alpha, \Delta_{\alpha} \alpha\right\rangle} . \tag{3.15}
\end{equation*}
$$

Consequently, the minimization of $B$ can be replaced by the minimization of

$$
\begin{equation*}
\alpha^{\mathrm{t}} \Delta_{\alpha} \alpha+\mathbf{c}_{\alpha}^{\mathrm{t}} \alpha \tag{3.16}
\end{equation*}
$$

where $\mathbf{c}_{\alpha} \in \mathbb{R}^{\ell}$.
Equations 3.11, 3.12 and 3.16 provide the expression of the quadratic objective function of the mathematical programming problem that solves the function estimation problem. This objective function is

$$
\begin{equation*}
(\alpha, \xi, b) \in \mathbb{R}^{2 \ell+1} \mapsto \alpha^{\mathrm{t}} \Delta_{\alpha} \alpha+\xi^{\mathrm{t}} \Delta_{\xi} \xi+\delta_{b} b^{2}+\mathbf{c}_{\alpha}^{\mathrm{t}} \alpha+\mathbf{c}_{\xi}^{\mathrm{t}} \xi+c_{b} b \in \mathbb{R} \tag{3.17}
\end{equation*}
$$

### 3.1.2 Constraints

Given a function $\hat{f} \in \mathscr{G}$ (the function class $\mathscr{G}$ is defined in Sub-Section 3.1.1), the constraints of the mathematical programming problem consist into matching the outputs of $\hat{f}$ for every $x_{i}$ with their corresponding targets $y_{i}$. In other words, we must have

$$
\begin{equation*}
\hat{f}\left(x_{i}\right)=\mathbf{K}_{i \cdot} \cdot \alpha+b \approx y_{i} \tag{3.18}
\end{equation*}
$$

for all $i \in \llbracket 1, \ell \rrbracket$. However, the quantity $\hat{f}\left(x_{i}\right)-y_{i}$ was defined in Sub-Section 3.1.1 as the slack variable $\xi_{i}$, for which the quantity $\xi^{\mathrm{t}} \Delta_{\xi} \xi+\mathbf{c}_{\xi}^{\mathrm{t}} \xi$ has to be minimized. Consequently, Approximation 3.18 can be reformulated into an equality which is

$$
\begin{equation*}
\mathbf{K}_{i \cdot} \cdot \alpha+b-y_{i}=\xi_{i}, \tag{3.19}
\end{equation*}
$$

for all $i \in \llbracket 1, \ell \rrbracket$. This enforces that the quantities $\xi_{i}$ in the equation

$$
\begin{equation*}
\hat{f}\left(x_{i}\right)-\xi_{i}=y_{i} \tag{3.20}
\end{equation*}
$$

must be minimized for all $i \in \llbracket 1, \ell \rrbracket$, and hence that Approximation 3.18 is matched as closely as possible. Equation 3.20 illustrates that slack variables act as an error-tolerant term in the formulation of the constraints. Non-negligible slack variables bridge the gap between what can be fitted with $f$ and the desired target outputs, and hence can account for the influence observational outliers. This is a primitive form of adaptable robustness.

The set of $\ell$ equalities in Equation 3.19 is the entire set of constraints for the mathematical programming problem solving the function estimation problem since there are no other binding constraints on the variables $\alpha, \xi$ and $b$ due to the quadratic formulation of the objective function in Equation 3.17.

### 3.1.3 Unconstrained Quadratic Programming Problem

The objective function in Equation 3.17 and the set of constraints in Equation 3.19 are all that is needed to write the complete formulation of the mathematical programming problem that solves the function estimation problem. This problem is

$$
\begin{array}{ll}
\min & \alpha^{\mathrm{t}} \Delta_{\alpha} \alpha+\xi^{\mathrm{t}} \Delta_{\xi} \xi+\delta_{b} b^{2}+\mathbf{c}_{\alpha}^{\mathrm{t}} \alpha+\mathbf{c}_{\xi}^{\mathrm{t}} \xi+c_{b} b, \\
\text { with } & \left\{\begin{array}{l}
\mathbf{K} \alpha+b \mathbf{1}-\xi=\mathbf{y} \\
\alpha \in \mathbb{R}^{\ell}, \xi \in \mathbb{R}^{\ell}, b \in \mathbb{R} .
\end{array}\right. \tag{3.21}
\end{array}
$$

This problem is an unconstrained Quadratic Programming problem with equality constraints which is the source of the name for the Unconstrained Learning Machines [Gilbert and Trafalis, 2009].

The optimal solution $\left(\alpha^{*}, b^{*}\right)$ is then used to formulate $\hat{f} \in \mathscr{G}$ which is the estimate of the unknown continuous function $f$ that forms the pattern between the observations $x_{i} \in X$
and their corresponding targets $y_{i} \in \mathbb{R}$, for all $i$ in $\llbracket 1, \ell \rrbracket$. This function $\hat{f}$ is given by

$$
\begin{equation*}
\hat{f}: X \rightarrow \mathbb{R}, x \mapsto \sum_{i=1}^{\ell} \alpha_{i}^{*} k_{\sigma}\left(x, x_{i}\right)+b^{*} \tag{3.22}
\end{equation*}
$$

This estimate can be further improved depending of the specificity attached to a particular function estimation problem. For example, if some coefficients $\alpha_{i}^{*}$ are null or negligible, then a subset $I \subseteq \llbracket 1, \ell \rrbracket$ of integers can be stored so that the $\alpha_{i}$ 's for all $i \in I$ are not negligible. This also gives the possibility to reduce the number of kernel evaluations and summations when computing the outputs of the function $\hat{f}$ and, additionally, it represents a form of data thinning (see Sub-Section 2.1.3) since it sorts out all observations that are unnecessary for estimating the pattern $f$ between observations and targets. The set $\left\{x_{i}\right\}_{i \in I}$ is called the set of support vectors due to the analogy with SVMs.

Moreover, the function $\hat{f}$ can be combined with step functions to form complex logical rules and patterns. For example, if we are given $l>1$ disjoint semi-open intervals $A_{1}=$ $\left[a_{1}, b_{1}\right), \ldots, A_{l}=\left[a_{l}, b_{l}\right)$ of $\mathbb{R}$ such that

$$
\begin{equation*}
\bigcup_{i=1}^{l} A_{i}=\mathbb{R} \tag{3.23}
\end{equation*}
$$

and a set of $l$ distinct coefficients $\beta_{i}, i \in \llbracket 1, \ell \rrbracket$, then the step function

$$
\begin{equation*}
\hat{g}: X \rightarrow \mathbb{R}, x \mapsto \sum_{i=1}^{l} \beta_{i} \chi_{A_{i}}(\hat{f}(x)), \tag{3.24}
\end{equation*}
$$

where $\chi_{A}$ is the indicator function of the interval $A \subset \mathbb{R}$, and represents a discrete nonlinear classification rule that maps the outputs of $\hat{f}$ into a discrete set $\left\{\beta_{i}\right\}_{i=1}^{l}$.

### 3.1.4 Optimal Solution

The programming problem in Equation 3.21 is a Quadratic Programming problem with equality constraints of the form

$$
\begin{equation*}
\min \left\{\frac{1}{2} \mathbf{x}^{\mathrm{t}} \mathbf{H} \mathbf{x}+\mathbf{c}^{\mathrm{t}} \mathbf{x}: \mathbf{A} \mathbf{x}=\mathbf{b}, \mathbf{x} \in \mathbb{R}^{n}\right\} \tag{3.25}
\end{equation*}
$$

The $n \times n$-matrix $\mathbf{H}$ is real, symmetric and positive definite, the vector $\mathbf{c}$ is in $\mathbb{R}^{n}$, the vector $\mathbf{b}$ is in $\mathbb{R}^{m}$ and the matrix $\mathbf{A}$ is a real $m \times n$-matrix. Bazaraa et al. [2006] showed that the Lagrangian dual problem of (3.25) is

$$
\begin{equation*}
\max \left\{\inf \left\{\frac{1}{2} \mathbf{x}^{\mathrm{t}} \mathbf{H} \mathbf{x}+\mathbf{c}^{\mathrm{t}} \mathbf{x}+\mathbf{v}^{\mathrm{t}}(\mathbf{A x}-\mathbf{b}): \mathbf{x} \in \mathbb{R}^{n}\right\}: \mathbf{v} \in \mathbb{R}^{m}\right\} . \tag{3.26}
\end{equation*}
$$

Given a vector $\mathbf{v} \in \mathbb{R}^{m}$, the function $\mathbf{x} \mapsto \frac{1}{2} \mathbf{x}^{\mathrm{t}} \mathbf{H} \mathbf{x}+\mathbf{c}^{\mathrm{t}} \mathbf{x}+\mathbf{v}^{\mathrm{t}}(\mathbf{A x}-\mathbf{b})$ is convex and therefore a necessary and sufficient condition for a minimum is

$$
\begin{equation*}
\mathbf{H x}+\mathbf{A}^{\mathrm{t}} \mathbf{v}+\mathbf{c}=\mathbf{0} \tag{3.27}
\end{equation*}
$$

i.e its first derivative vanishes. From equation (3.27) we derive $\mathbf{c}^{\mathrm{t}} \mathbf{x}+\mathbf{v}^{\mathrm{t}} \mathbf{A} \mathbf{x}=-\mathbf{x}^{\mathrm{t}} \mathbf{H x}$ which, once substituted in equation (3.26), leads to the following problem

$$
\begin{equation*}
\min \left\{\frac{1}{2} \mathbf{x}^{\mathrm{t}} \mathbf{H} \mathbf{x}+\mathbf{b}^{\mathrm{t}} \mathbf{v}: \mathbf{H} \mathbf{x}+\mathbf{A}^{\mathrm{t}} \mathbf{v}=-\mathbf{c}, \mathbf{x} \in \mathbb{R}^{n}, \mathbf{v} \in \mathbb{R}^{m}\right\} \tag{3.28}
\end{equation*}
$$

The matrix $\mathbf{H}$ is invertible, hence we can derive from equation (3.27) an identity that unambiguously links the primal variable $\mathbf{x}$ to its dual variable $\mathbf{v}$. This identity is

$$
\begin{equation*}
\mathbf{x}=-\mathbf{H}^{-1}\left(\mathbf{c}+\mathbf{A}^{\mathrm{t}} \mathbf{v}\right) \tag{3.29}
\end{equation*}
$$

Replacing $\mathbf{x}$ in equation (3.28) by its expression in equation (3.29), we then obtain

$$
\begin{equation*}
\min \left\{\frac{1}{2} \mathbf{v}^{\mathrm{t}} \mathbf{Q} \mathbf{v}+\mathbf{d}^{\mathrm{t}} \mathbf{v}: \mathbf{v} \in \mathbb{R}^{m}\right\} \tag{3.30}
\end{equation*}
$$

where $\mathbf{Q}=\mathbf{A H}^{-1} \mathbf{A}^{\mathrm{t}}$ and $\mathbf{d}=\mathbf{A} \mathbf{H}^{-1} \mathbf{c}+\mathbf{b}$. Problem (3.30) is an unconstrained quadratic programming problem for which $\mathbf{Q}$ is a real, symmetric and positive definite $m \times m$-matrix. Therefore problem (3.30) has a unique optimal solution $\mathbf{v}^{*}$ given by $\mathbf{v}^{*}=-\mathbf{Q}^{-1} \mathbf{d}$ which is the value of the dual variable such that the first derivative of the objective function of (3.30) vanishes. Using equation (3.29), we can derive an analytical expression of the solution of the quadratic programming problem (3.25) which is

$$
\begin{equation*}
\mathbf{x}=\mathbf{H}^{-1}\left(\mathbf{A}^{\mathrm{t}}\left(\mathbf{A H}^{-1} \mathbf{A}^{\mathrm{t}}\right)^{-1}\left(\mathbf{A H}^{-1} \mathbf{c}+\mathbf{b}\right)-\mathbf{c}\right) \tag{3.31}
\end{equation*}
$$

### 3.2 Implementation

### 3.2.1 Formulation of the Linear System

Consider the notations of Sub-Section 3.1.3 and let $\mathbf{x}^{\mathrm{t}}=\left(\alpha^{\mathrm{t}}, \xi^{\mathrm{t}}, b\right)$. For the function estimation problem, the Hessian matrix of the objective function is a $(2 \ell+1) \times(2 \ell+1)$ block diagonal matrix with diagonal elements $\left(2 \Delta_{\alpha}, 2 \Delta_{\xi}, 2 \delta_{b}\right)$. The linear term of the objective function is defined by $\mathbf{c}^{\mathrm{t}}=\left(\mathbf{c}_{\alpha}^{\mathrm{t}}, \mathbf{c}_{\xi}^{\mathrm{t}}, c_{b}\right)$. Constraints are of the form $\mathbf{A x}=\mathbf{y}$ with $\mathbf{A}=\left(\mathbf{K},-\mathbf{I}_{\ell}, \mathbf{1}_{\ell}\right)$.

Proposition 3.1. The optimal parameters $\alpha \in \mathbb{R}^{\ell}$ and $b \in \mathbb{R}$ of the estimated function $f: \mathbb{R}^{n} \rightarrow \mathbb{R}, \mathbf{x} \mapsto \sum_{i=1}^{\ell} \alpha_{i} k\left(\mathbf{x}_{i}, \mathbf{x}\right)+b$ and the slack vector $\xi \in \mathbb{R}^{\ell}$ are given by $\alpha=$ $\Delta_{\alpha}^{-1}\left(\mathbf{K a}-\mathbf{c}_{\alpha} / 2\right), b=\left(\mathbf{1}_{\ell}^{\mathrm{t}} \mathbf{a}-c_{b} / 2\right) / \delta_{b}$, and $\xi=-\Delta_{\xi}^{-1}\left(\mathbf{a}+\mathbf{c}_{\xi} / 2\right)$ where $\mathbf{a} \in \mathbb{R}^{\ell}$ is the solution of the linear system $\left(\mathbf{K} \Delta_{\alpha}^{-1} \mathbf{K}+\Delta_{\xi}^{-1}+\mathbf{1}_{\ell} \mathbf{1}_{\ell}^{\mathrm{t}} / \delta_{b}\right) \mathbf{a}=\mathbf{u}$ with $\mathbf{u}=\mathbf{y}+\left(\mathbf{K} \Delta_{\alpha}^{-1} \mathbf{c}_{\alpha}-\right.$ $\left.\Delta_{\xi}^{-1} \mathbf{c}_{\xi}+\left(c_{b} / \delta_{b}\right) \mathbf{1}_{\ell}\right) / 2$.

Proof. Using the notations of Sub-Section 3.1.3, the inverse of the Hessian matrix $\mathbf{H}$ is a diagonal matrix with diagonal elements $\left(\Delta_{\alpha}^{-1} / 2, \Delta_{\xi}^{-1} / 2,1 /\left(2 \delta_{b}\right)\right)$. Equation (3.31) gives the optimal solution of the problem which is $\mathbf{x}=\mathbf{H}^{-1}\left(\mathbf{A}^{\mathrm{t}}\left(\mathbf{A H}^{-1} \mathbf{A}^{\mathrm{t}}\right)^{-1}\left(\mathbf{A H}^{-1} \mathbf{c}+\mathbf{y}\right)-\mathbf{c}\right)$. Since $\mathbf{H}$ is symmetric we have $\mathbf{H}^{-1} \mathbf{A}^{\mathrm{t}}=\left(\mathbf{A} \mathbf{H}^{-1}\right)^{\mathrm{t}}$, and $\mathbf{A} \mathbf{H}^{-1}=\left(\mathbf{K} \Delta_{\alpha}^{-1},-\Delta_{\xi}^{-1}, \mathbf{1}_{\ell} / \delta_{b}\right) / 2$. Hence the term $\mathbf{A H}{ }^{-1} \mathbf{c}+\mathbf{y}$ is equal to $\left(\mathbf{K} \Delta_{\alpha}^{-1} \mathbf{c}_{\alpha}-\Delta_{\xi}^{-1} \mathbf{c}_{\xi}+\left(c_{b} / \delta_{b}\right) \mathbf{1}_{\ell}\right) / 2+\mathbf{y}=\mathbf{u}$. Since $\mathbf{K}$ is a real, symmetric positive semi-definite matrix and $\mathbf{H}$ is a real, symmetric and positive definite matrix, the matrix $\mathbf{A} \mathbf{H}^{-1} \mathbf{A}^{\mathrm{t}}=\left(\mathbf{K} \Delta_{\alpha}^{-1} \mathbf{K}+\Delta_{\xi}^{-1}+\mathbf{1}_{\ell} \mathbf{1}_{\ell}^{\mathrm{t}} / \delta_{b}\right) / 2$ is a real, symmetric and positive definite matrix and is therefore invertible. Consequently, if $\mathbf{a} \in \mathbb{R}^{\ell}$ is the solution of the linear system $\left(\mathbf{K} \Delta_{\alpha}^{-1} \mathbf{K}+\Delta_{\xi}^{-1}+\mathbf{1}_{\ell} \mathbf{1}_{\ell}^{\mathrm{t}} / \delta_{b}\right) \mathbf{a}=\mathbf{u}$, then $\mathbf{x}=\mathbf{H}^{-1}\left(\mathbf{A}^{\mathrm{t}}(2 \mathbf{a})-\right.$ $\mathbf{c})=2 \mathbf{H}^{-1}\left(\mathbf{A}^{\mathrm{t}} \mathbf{a}-\mathbf{c} / 2\right)$. Since $\mathbf{x}^{\mathrm{t}}=\left(\alpha^{\mathrm{t}}, \xi^{\mathrm{t}}, b\right)$, it follows that $\alpha=\Delta_{\alpha}^{-1}\left(\mathbf{K a}-\mathbf{c}_{\alpha} / 2\right), \xi=$ $-\Delta_{\xi}^{-1}\left(\mathbf{a}+\mathbf{c}_{\xi} / 2\right)$ and $b=\left(\mathbf{1}_{\ell}^{\mathrm{t}} \mathbf{a}-c_{b} / 2\right) / \delta_{b}$ at optimality.

### 3.2.2 Solving the Linear System

## Condition Number of the System Matrix

Proposition 3.1 shows that the optimal parameters of the estimated function are the solutions of a linear system. However there are some concerns regarding the stability of the solution of this linear system due to the condition number $\kappa$ of the matrix $\mathbf{K} \Delta_{\alpha}^{-1} \mathbf{K}+\Delta_{\xi}^{-1}+$ $\mathbf{1}_{\ell} \mathbf{1}_{\ell}^{\mathrm{t}} / \delta_{b}$. The quantity $\log _{d} \kappa$ is an estimate of how many base- $d$ digits are lost when solving the linear system $\left(\mathbf{K} \Delta_{\alpha}^{-1} \mathbf{K}+\Delta_{\xi}^{-1}+\mathbf{1}_{\ell} \mathbf{1}_{\ell}^{\mathrm{t}} / \delta_{b}\right) \mathbf{a}=\mathbf{u}$. Therefore if an upper bound on $\kappa$ is numerically large then the estimated function $f$ would be unreliable.

Theorem 3.1. Let $\lambda_{\max }$ and $\lambda_{\min }$ be the maximum and the minimum eigenvalues of the kernel matrix $\mathbf{K}$ respectively. Let $\delta_{\alpha}^{\max }$ and $\delta_{\alpha}^{\min }$ be the minimum and the maximum elements of the diagonal matrix $\Delta_{\alpha}$ respectively, and let $\delta_{\xi}^{\max }$ and $\delta_{\xi}^{\min }$ be the minimum and the maximum elements of the diagonal matrix $\Delta_{\xi}$ respectively. Let $\eta$ be a scalar defined by $\eta=\min \left\{\ell\|\mathbf{K}\|_{\max }, \sqrt{\ell}\|\mathbf{K}\|_{1}, \sqrt{\|\mathbf{K}\|_{1}\|\mathbf{K}\|_{\infty}},\|\mathbf{K}\|_{\mathrm{F}}\right\}$. Then the condition number $\kappa_{0}$ of the matrix $\mathbf{K} \Delta_{\alpha}^{-1} \mathbf{K}+\Delta_{\xi}^{-1}+\mathbf{1}_{\ell} \mathbf{1}_{\ell}^{\mathrm{t}} / \delta_{b}$ is such that:

$$
1 \leqslant \kappa_{0} \leqslant \frac{\lambda_{\max }^{2} / \delta_{\alpha}^{\min }+1 / \delta_{\xi}^{\min }+\ell / \delta_{b}}{\lambda_{\min }^{2} / \delta_{\alpha}^{\max }+1 / \delta_{\xi}^{\max }} \leqslant \delta_{\xi}^{\max }\left(\eta^{2} / \delta_{\alpha}^{\min }+1 / \delta_{\xi}^{\min }+\ell / \delta_{b}\right)
$$

Proof. We have $\left\|\mathbf{K} \Delta_{\alpha}^{-1} \mathbf{K}+\Delta_{\xi}^{-1}+\mathbf{1}_{\ell} \mathbf{1}_{\ell}^{\mathrm{t}} / \delta_{b}\right\|_{2} \leqslant\|\mathbf{K}\|_{2}^{2}\left\|\Delta_{\alpha}^{-1}\right\|_{2}+\left\|\Delta_{\xi}^{-1}\right\|_{2}+\left\|\mathbf{1}_{\ell} \mathbf{1}_{\ell}^{\mathrm{t}}\right\|_{2} / \delta_{b}=$ $\lambda_{\max }^{2} / \delta_{\alpha}^{\min }+1 / \delta_{\xi}^{\min }+\left\|\mathbf{1}_{\ell} \boldsymbol{1}_{\ell}^{\mathrm{t}}\right\|_{2} / \delta_{b}$. The matrix $\mathbf{1}_{\ell} \mathbf{1}_{\ell}^{\mathrm{t}}$ is of rank 1 therefore it has two eigenvalues, one of them being 0 which has multiplicity $\ell-1$. We also have $\mathbf{1}_{\ell} \mathbf{1}_{\ell}^{\mathrm{t}} \mathbf{1}_{\ell}=\ell \mathbf{1}_{\ell}$, thus $\ell$ is the other eigenvalue and $\left\|\mathbf{1}_{\ell} \mathbf{t}_{\ell}^{\mathbf{t}}\right\|_{2}=\ell$. The matrix $\mathbf{K}$ is semi-positive definite and the matrices $\Delta_{\alpha}$ and $\Delta_{\xi}$ are positive definite, hence a lower bound of the smallest eigenvalue of the matrix $\mathbf{K} \Delta_{\alpha}^{-1} \mathbf{K}+\Delta_{\xi}^{-1}+\mathbf{1}_{\ell} \mathbf{1}_{\ell}^{\mathrm{t}} / \delta_{b}$ is $\lambda_{\min }^{2} / \delta_{\alpha}^{\max }+1 / \delta_{\xi}^{\max }>0$. Consequently $\left\|\left(\mathbf{B}+\mathbf{1}_{\ell} \mathbf{1}_{\ell}^{\mathrm{t}} / \delta_{b}\right)^{-1}\right\|_{2} \leqslant 1 /\left(\lambda_{\min }^{2} / \delta_{\alpha}^{\max }+1 / \delta_{\xi}^{\max }\right)$ with $\mathbf{B}=\mathbf{K} \Delta_{\alpha}^{-1} \mathbf{K}+\Delta_{\xi}^{-1}$. The condition number of $\mathbf{B}+\mathbf{1}_{\ell} \mathbf{1}_{\ell}^{\mathrm{t}} / \delta_{b}$ is defined by $\kappa_{0}=\left\|\mathbf{B}+\mathbf{1}_{\ell} \mathbf{1}_{\ell}^{\mathrm{t}} / \delta_{b}\right\|_{2}\left\|\left(\mathbf{B}+\mathbf{1}_{\ell} \mathbf{1}_{\ell}^{\mathrm{t}} / \delta_{b}\right)^{-1}\right\|_{2}$ hence the first upper bound is immediately obtained. The lower bound, 1 , is derived when the maximum eigenvalue of $\mathbf{B}+\mathbf{1}_{\ell} \mathbf{1}_{\ell}^{\mathrm{t}} / \delta_{b}$ is equal to its minimum eigenvalue. The second upper bound is given by noticing that $\lambda_{\min } \geqslant 0$ so this term can vanish in the expression of the first upper bound to give a looser upper bound. The value of $\eta$ is the minimum of several classic upper bounds on the 2-norm of $\mathbf{K}$ with $\|\mathbf{K}\|_{\max }=\max _{(i, j) \in \llbracket 1, \ell \rrbracket^{2}}\left|K_{i j}\right|$, $\|\mathbf{K}\|_{1}=\max _{j \in \llbracket 1, \ell \rrbracket} \sum_{i=1}^{\ell}\left|K_{i j}\right|,\|\mathbf{K}\|_{\infty}=\max _{i \in \llbracket 1, \ell \rrbracket} \sum_{j=1}^{\ell}\left|K_{i j}\right|$ and $\|\mathbf{K}\|_{\mathrm{F}}=\sqrt{\sum_{i, j=1}^{\ell} K_{i j}^{2}}$.

## The Normal Equations

Considering the potentially large value that the condition number $\kappa_{0}$ can take (cf. Theorem 3.1 ), it is necessary to develop a numerically stable way to compute the solution of the linear system $\left(\mathbf{K} \Delta_{\alpha}^{-1} \mathbf{K}+\Delta_{\xi}^{-1}+\mathbf{1}_{\ell} \mathbf{1}_{\ell}^{\mathrm{t}} / \delta_{b}\right) \mathbf{a}=\mathbf{u}$ despite how large the kernel matrix $\mathbf{K}$ might be. The first step is to write an equivalent of the inverse of the system matrix.

Lemma 3.1. The solution of the linear system $\left(\mathbf{K} \Delta_{\alpha}^{-1} \mathbf{K}+\Delta_{\xi}^{-1}+\mathbf{1}_{\ell} \mathbf{1}_{\ell}^{\mathrm{t}} / \delta_{b}\right) \mathbf{a}=\mathbf{u}$ is given by $\mathbf{a}=\mathbf{d}-\left(\sum_{i=1}^{\ell} d_{i}\right) \mathbf{e} /\left(\delta_{b}+\sum_{i=1}^{\ell} e_{i}\right)$ where $\mathbf{d}=\Delta_{\xi}\left(\mathbf{u}-\mathbf{K} \Delta_{\alpha}^{-1 / 2} \mathbf{v}\right)$ and $\mathbf{e}=\Delta_{\xi}\left(\mathbf{1}_{\ell}-\right.$ $\left.\mathbf{K} \Delta_{\alpha}^{-1 / 2} \mathbf{w}\right)$. The vector $\mathbf{v}$ is the solution of the linear system $\left(\mathbf{I}_{\ell}+\mathbf{G} \mathbf{G}^{\mathrm{t}}\right) \mathbf{v}=\mathbf{G} \Delta_{\xi}^{1 / 2} \mathbf{u}$ where $\mathbf{G}=\Delta_{\alpha}^{-1 / 2} \mathbf{K} \Delta_{\xi}^{1 / 2}$. The vector $\mathbf{w}$ is the solution of the linear system $\left(\mathbf{I}_{\ell}+\mathbf{G} \mathbf{G}^{\mathrm{t}}\right) \mathbf{w}=\mathbf{G} \Delta_{\xi}^{1 / 2} \mathbf{1}_{\ell}$.

Proof. Using the binomial inverse theorem, the inverse of the matrix $\mathbf{B}+\mathbf{1}_{\ell} \mathbf{1}_{\ell}^{\mathrm{t}} / \delta_{b}$ (with $\left.\mathbf{B}=\mathbf{K} \Delta_{\alpha}^{-1} \mathbf{K}+\Delta_{\xi}^{-1}\right)$ is $\left(\mathbf{B}+\mathbf{1}_{\ell} \mathbf{1}_{\ell}^{\mathrm{t}} / \delta_{b}\right)^{-1}=\mathbf{B}^{-1}-\mathbf{B}^{-1} \mathbf{1}_{\ell} \mathbf{1}_{\ell}^{\mathrm{t}} \mathbf{B}^{-1} /\left(\delta_{b}+\mathbf{1}_{\ell}^{\mathrm{t}} \mathbf{B}^{-1} \mathbf{1}_{\ell}\right)$. Let $\mathbf{d}$ be the solution of the linear system $\mathbf{B d}=\mathbf{u}$ and let $\mathbf{e}$ be the solution of the linear system $\mathbf{B e}=\mathbf{1}_{\ell}$. With these notations, the solution $\mathbf{a}$ of the linear system $\left(\mathbf{B}+\mathbf{1}_{\ell} \mathbf{1}_{\ell}^{\mathrm{t}} / \delta_{b}\right) \mathbf{a}=\mathbf{u}$ is then $\mathbf{a}=\mathbf{d}-\mathbf{e}\left(\mathbf{1}_{\ell}^{\mathrm{t}} \mathbf{d}\right) /\left(\delta_{b}+\mathbf{1}_{\ell}^{\mathrm{t}} \mathbf{e}\right)$. Furthermore, we can develop the expression of the inverse of the matrix $\mathbf{B}$ further using the Woodbury matrix identity [Woodbury, 1950]. For instance, $\mathbf{B}^{-1}=\left(\Delta_{\xi}^{-1}+\mathbf{K} \Delta_{\alpha}^{-1} \mathbf{K}\right)^{-1}=\Delta_{\xi}-\Delta_{\xi} \mathbf{K} \Delta_{\alpha}^{-1 / 2}\left(\mathbf{I}+\Delta_{\alpha}^{-1 / 2} \mathbf{K} \Delta_{\xi} \mathbf{K} \Delta_{\alpha}^{-1 / 2}\right)^{-1} \Delta_{\alpha}^{-1 / 2} \mathbf{K} \Delta_{\xi}$ since that the matrices $\Delta_{\alpha}$ and $\Delta_{\xi}$ are symmetric and positive definite and that the matrix $\mathbf{K}$ is symmetric and positive semi-definite. If $\mathbf{G}=\Delta_{\alpha}^{-1 / 2} \mathbf{K} \Delta_{\xi}^{1 / 2}$, then $\mathbf{d}=\mathbf{B}^{-1} \mathbf{u}=\Delta_{\xi} \mathbf{u}-\Delta_{\xi} \mathbf{K} \Delta_{\alpha}^{-1 / 2} \mathbf{v}$ and $\mathbf{e}=$ $\mathbf{B}^{-1} \mathbf{1}_{\ell}=\Delta_{\xi} \mathbf{1}_{\ell}-\Delta_{\xi} \mathbf{K} \Delta_{\alpha}^{-1 / 2} \mathbf{w}$, where $\mathbf{v}$ is the solution of the linear system $\left.\left(\mathbf{I}_{\ell}+\mathbf{G G}\right)^{\mathrm{t}}\right) \mathbf{v}=$ $\mathbf{G} \Delta_{\xi}^{1 / 2} \mathbf{u}$ and $\mathbf{w}$ is the solution of the linear system $\left(\mathbf{I}_{\ell}+\mathbf{G} \mathbf{G}^{\mathbf{t}}\right) \mathbf{w}=\mathbf{G} \Delta_{\xi}^{1 / 2} \mathbf{1}_{\ell}$.

The trained eye can immediately recognize that a linear system of the form $\left(\mathbf{I}_{\ell}+\right.$ $\left.\mathbf{G} \mathbf{G}^{t}\right) \mathbf{v}=\mathbf{G} \Delta_{\xi}^{1 / 2} \mathbf{u}$ is nothing else than a Tikhonov regularization [Tychonoff, 1963] of the normal equations. In our case, the transformation was beneficial for two reasons. The first reason is the (slight) improvement of the condition number of the matrix of the linear system, as show in Corollary 3.1. The second reason is the existence of efficient and
numerically stable large scale conjugate gradient methods that solve such linear systems with a computational complexity of the order of $O\left(\ell^{2}\right)$ [Bai and Zhang, 2002; Chen and Shen, 2007; Hestenes and Stiefel, 1952]. The condition number can be further improved, but at the price of a costly Cholesky decomposition (which computational complexity is of the order of $O\left(\ell^{3}\right)$ ). If such a decomposition is affordable, then the linear system can be quickly solved by back-substitution (that has a computational complexity of the order of $O\left(\ell^{2}\right)$ ) and needs not to be solved using a conjugate gradient method anymore.

Corollary 3.1. The condition number $\kappa_{1}$ of the matrix $\mathbf{I}_{\ell}+\mathbf{G G}{ }^{\mathrm{t}}$ is such that:

$$
1 \leqslant \kappa_{1} \leqslant \frac{1+\delta_{\xi}^{\max } \lambda_{\max }^{2} / \delta_{\alpha}^{\min }}{1+\delta_{\xi}^{\min } \lambda_{\min }^{2} / \delta_{\alpha}^{\max }} \leqslant 1+\delta_{\xi}^{\max } \eta^{2} / \delta_{\alpha}^{\min }
$$

If $\mathbf{I}_{\ell}+\mathbf{G G}^{\mathrm{t}}=\mathbf{L} \mathbf{L}^{\mathrm{t}}$ is the Cholesky decomposition of $\mathbf{I}_{\ell}+\mathbf{G G}{ }^{\mathrm{t}}$ where $\mathbf{L}$ is a lower triangular matrix, then the condition number $\tilde{\kappa}_{1}$ of the matrix $\mathbf{L}$ is such that $\tilde{\kappa}_{1} \leqslant$ $\sqrt{1+\delta_{\xi}^{\max } \eta^{2} / \delta_{\alpha}^{\min }}$.

Proof. We have that $\left\|\mathbf{I}_{\ell}+\mathbf{G} \mathbf{G}^{\mathrm{t}}\right\|_{2} \leqslant 1+\left\|\Delta_{\alpha}^{-1 / 2}\right\|_{2}^{2}\left\|\Delta_{\xi}^{1 / 2}\right\|_{2}^{2}\|\mathbf{K}\|_{2}^{2}=1+\delta_{\xi}^{\max } \lambda_{\max }^{2} / \delta_{\alpha}^{\min }$. The matrix $\mathbf{K}$ is semi-positive definite and the matrices $\Delta_{\alpha}$ and $\Delta_{\xi}$ are positive definite, hence a lower bound of the smallest eigenvalue of the matrix $\mathbf{I}_{\ell}+\mathbf{G G}^{t}$ is $1+\delta_{\xi}^{\min } \lambda_{\min }^{2} / \delta_{\alpha}^{\max }>0$. Consequently, $\left\|\left(\mathbf{I}_{\ell}+\mathbf{G} \mathbf{G}^{\mathbf{t}}\right)^{-1}\right\|_{2} \leqslant 1 /\left(1+\delta_{\xi}^{\min } \lambda_{\min }^{2} / \delta_{\alpha}^{\max }\right)$. The rest of the proof for the lower and upper bounds of $\kappa_{1}$ can be found in the proof of Theorem 3.1. The upper bound on the condition number of the lower triangular matrix $\mathbf{L}$ is derived by noticing that, since $\mathbf{I}_{\ell}+\mathbf{G G}^{\mathrm{t}}$ is positive definite, if $\sigma^{\max }>0$ is the maximum eigenvalue of the matrix $\mathbf{I}_{\ell}+\mathbf{G G}^{\mathbf{t}}$ (and hence its 2-norm), then the maximum eigenvalue of $\mathbf{L}$ is $\sqrt{\sigma^{\text {max }}}$. The minimum eigenvalue of $\mathbf{I}_{\ell}+\mathbf{G G}{ }^{\mathrm{t}}$ is $\sigma^{\min }>0$ and hence the condition number $\tilde{\kappa}_{1}$ is such that $\tilde{\kappa}_{1} \leqslant$ $\sqrt{\sigma^{\max } / \sigma^{\min }}$. The upper bound $\sqrt{1+\delta_{\xi}^{\max } \eta^{2} / \delta_{\alpha}^{\min }}$ is derived from the upper bound of $\tilde{\kappa}_{1}$, which is $\sqrt{\left(1+\delta_{\xi}^{\max } \lambda_{\max }^{2} / \delta_{\alpha}^{\min }\right) /\left(1+\delta_{\xi}^{\min } \lambda_{\min }^{2} / \delta_{\alpha}^{\max }\right)}$ since $\sigma^{\max } \leqslant 1+\delta_{\xi}^{\max } \lambda_{\max }^{2} / \delta_{\alpha}^{\min }$ and $\sigma^{\min } \geqslant 1+\delta_{\xi}^{\min } \lambda_{\text {min }}^{2} / \delta_{\alpha}^{\max }$.

Corollary 3.1 provides a easy way to control the condition number of the system matrix by tuning the matrices $\Delta_{\alpha}$ and $\Delta_{\xi}$ appropriately. For example, choosing these matrices such that $\delta_{\alpha}^{\min } / \delta_{\xi}^{\max } \approx \eta^{2}$ will yield an upper bound for $\kappa_{1}$ approximately equal to 2 , which correspond to a single binary digit lost during the computation of the solution of the linear system. Low condition numbers also provide a rapid convergence of conjugate gradient methods.

## Special Case for Symmetric Matrices

In case the matrix $\mathbf{G}$ is symmetric (e.g. $\Delta_{\xi}^{1 / 2}=\tau \Delta_{\alpha}^{-1 / 2}$ with $\tau>0$ ), then it becomes possible to solve the regularized normal equations above with a series of linear systems which matrices are much more well-conditioned than in the general case. This method can provide an even better conditioning if the computational cost of the Cholesky decomposition of the matrix $\mathbf{I}_{\ell}+\mathbf{G}$ is not too high. If such a decomposition is affordable, then solving the linear system of Corollary 3.1 is equivalent of solving triangular systems by back-substitution which is extremely fast. Otherwise a conjugate gradient algorithm can be used iteratively if the matrix $\mathbf{I}_{\ell}+\mathbf{G}$ is too large for a fast decomposition.

Theorem 3.2. If the matrix $\mathbf{G}$ is symmetric, then the sum $\sum_{i \in \mathbb{N}} \mathbf{v}_{i}$ with principal term defined by $\left(\mathbf{I}_{\ell}+\mathbf{G}\right)^{2} \mathbf{v}_{0}=\mathbf{G} \Delta_{\xi}^{1 / 2} \mathbf{u},\left(\mathbf{I}_{\ell}+\mathbf{G}\right) \tilde{\mathbf{v}}_{i}=\mathbf{v}_{i}$, and $\left(\mathbf{I}_{\ell}+\mathbf{G}\right) \mathbf{v}_{i+1}=2\left(\mathbf{v}_{i}-\tilde{\mathbf{v}}_{i}\right)$ for $i \in \mathbb{N}$ is finite and is the solution of the linear system $\left(\mathbf{I}_{\ell}+\mathbf{G G}^{\mathrm{t}}\right) \mathbf{v}=\mathbf{G} \Delta_{\xi}^{1 / 2} \mathbf{u}$.

Proof. We have $\mathbf{I}_{\ell}+\mathbf{G G} \mathbf{G}^{\mathbf{t}}=\mathbf{I}_{\ell}+\mathbf{G}^{2}=\left(\mathbf{I}_{\ell}+\mathbf{G}\right)^{2}-2 \mathbf{G}$ since $\mathbf{G}$ is symmetric. Furthermore, since $\mathbf{G}$ is positive semi-definite, the matrix $\mathbf{C}=\mathbf{I}_{\ell}+\mathbf{G}$ is invertible and we have that $\mathbf{I}_{\ell}+\mathbf{G G}{ }^{\mathbf{t}}=\mathbf{C}^{2}\left(\mathbf{I}_{\ell}+\mathbf{C}^{-2}(-2 \mathbf{G})\right)$. It follows that we have $\left(\mathbf{I}_{\ell}+\mathbf{G G}^{\mathbf{t}}\right)^{-1}=\left(\mathbf{I}_{\ell}+\right.$ $\left.\mathbf{C}^{-2}(-2 \mathbf{G})\right)^{-1} \mathbf{C}^{-2}$. Now, given an $\ell \times \ell$ matrix $\mathbf{U}$ such that $\mathbf{U}^{i} \rightarrow \mathbf{0}$ for $i \rightarrow \infty$, we have the Taylor expansion $\left(\mathbf{I}_{\ell}+\mathbf{U}\right)^{-1}=\sum_{i \geqslant 0}(-1)^{i} \mathbf{U}^{i}$. Or, since $\mathbf{G}$ is symmetric, if $\mathbf{G}=\mathbf{Q} \Lambda \mathbf{Q}^{\mathrm{t}}$ is the eigen-decomposition of the matrix $\mathbf{G}$ where $\mathbf{Q}$ is orthonormal and $\Lambda$ is diagonal, then we have $\left\|\mathbf{C}^{-2}(-2 \mathbf{G})\right\|_{2}=2\left\|\left(\mathbf{I}_{\ell}+\Lambda\right)^{-2} \Lambda\right\|_{2}=2 \max _{i \in \llbracket 1, \ell \rrbracket}\left\{\lambda_{i} /\left(1+\lambda_{i}\right)^{2}\right\}$. The function
$x \mapsto \frac{x}{(x+1)^{2}}$ is continuously differentiable on $\mathbb{R}_{+}$and it reaches its unique maximum on $\mathbb{R}_{+}$ at $x^{*}=1$ for which its point value is $\frac{1}{4}$. Hence $\left\|\mathbf{C}^{-2}(-2 \mathbf{G})\right\|_{2} \leqslant 1 / 2,\left\|\left(\mathbf{C}^{-2}(-2 \mathbf{G})\right)^{i}\right\|_{2} \leqslant$ $1 / 2^{i} \rightarrow 0$ when $i \rightarrow \infty$ and $\left(\mathbf{I}_{\ell}+\mathbf{G G}\right)^{-1}=\mathbf{C}^{-2}+\sum_{i \geqslant 1}\left(2 \mathbf{C}^{-2} \mathbf{G}\right)^{i} \mathbf{C}^{-2}$. Noticing that $\mathbf{C}^{-2} \mathbf{G}=\left(\mathbf{G}+\mathbf{I}_{\ell}\right)^{-2}\left(\mathbf{G}+\mathbf{I}_{\ell}-\mathbf{I}_{\ell}\right)=\mathbf{C}^{-1}-\mathbf{C}^{-2}$, then solving $\left(\mathbf{I}_{\ell}+\mathbf{G} \mathbf{G}^{\mathbf{t}}\right) \mathbf{v}=\mathbf{G} \Delta_{\xi}^{1 / 2} \mathbf{u}$ is equivalent to solve $\mathbf{C}^{2} \mathbf{v}_{0}=\mathbf{G} \Delta_{\xi}^{1 / 2} \mathbf{u}$ and to compute $\mathbf{v}_{0}+\sum_{i \geqslant 1}\left(2\left(\mathbf{C}^{-1}-\mathbf{C}^{-2}\right)\right)^{i} \mathbf{v}_{0}$. The sequence with principal term $\mathbf{v}_{i}=\left(2\left(\mathbf{C}^{-1}-\mathbf{C}^{-2}\right)\right)^{i} \mathbf{v}_{0}$ for $i \in \mathbb{N}^{*}$ can be derived in a recursive form. We have $\mathbf{v}_{i+1}=2\left(\mathbf{C}^{-1}-\mathbf{C}^{-2}\right) \mathbf{v}_{i}=2\left(\mathbf{C}^{-1} \mathbf{v}_{i}-\mathbf{C}^{-2} \mathbf{v}_{i}\right)$ i.e. $\mathbf{C} \mathbf{v}_{i+1}=2\left(\mathbf{v}_{i}-\tilde{\mathbf{v}}_{i}\right)$ with $\tilde{\mathbf{v}}_{i}$ being the solution of the linear system $\mathbf{C} \tilde{\mathbf{v}}_{i}=\mathbf{v}_{i}$.

We can now write another corollary of Theorem 3.1 concerning the condition number of the new system matrix $\mathbf{I}_{\ell}+\mathbf{G}$. The upper bound of the condition number can be further improved if a Cholesky decomposition of the system matrix is used.

Corollary 3.2. The condition number $\kappa_{2}$ of the matrix $\mathbf{I}_{\ell}+\mathbf{G}$ is such that:

$$
1 \leqslant \kappa_{2} \leqslant \frac{1+\delta_{\xi}^{\max } \lambda_{\max } / \delta_{\alpha}^{\min }}{1+\delta_{\xi}^{\min } \lambda_{\min } / \delta_{\alpha}^{\max }} \leqslant 1+\delta_{\xi}^{\max } \eta / \delta_{\alpha}^{\min }
$$

Given that $\mathbf{G}$ is symmetric, if $\mathbf{I}_{\ell}+\mathbf{G}=\mathbf{L L}^{\mathbf{t}}$ is the Cholesky decomposition of $\mathbf{I}_{\ell}+\mathbf{G}$ where $\mathbf{L}$ is a lower triangular matrix, then the condition number $\tilde{\kappa}_{2}$ of the matrix $\mathbf{L}$ is such that $\tilde{\kappa}_{2} \leqslant \sqrt{1+\delta_{\xi}^{\max } \eta / \delta_{\alpha}^{\min }}$.

Proof. The proof is similar to the proof of Corollary 3.1.

### 3.3 Algorithms and Complexities

### 3.3.1 Function Estimation for the General Case

The procedure that determines the optimal parameters $\alpha$ and $b$ of an estimating function $f$ (see Section 2.3) for any choice of trade-off coefficients is derived from the results of

Lemma 3.1. Given a finite observation set $\mathscr{X} \subset X$ and a target vector $\mathbf{y}$ which elements are the targets of each observation in $\mathscr{X}$, one must initially choose an appropriate kernel $k_{\sigma}$ operating on $X \times X$ with a parameter vector $\sigma$ as well as the trade-off coefficients $\left(\delta_{\alpha}, \delta_{\xi}, \delta_{b}, \mathbf{c}_{\alpha}, \mathbf{c}_{\xi}, c_{b}\right)$ of the Quadratic Programming problem in Equation 3.21. The choice of an appropriate kernel is discussed in Section 2.2 while the choice of the coefficients is presented in Sub-Section 2.4.3 and 3.3.3. Once all these elements are collected, an estimating function can finally be computed using Algorithm 3.1.

If $\ell$ is the total number of observations contained in $\mathscr{X}$ and if $c_{k}$ is the number of floating point operations required to compute the kernel output between two observations, then Algorithm 3.1 requires $4 \ell^{3} / 3+\left(36+c_{k}\right) \ell^{2} / 2+\left(100+3 c_{k}\right) \ell / 6+4$ FLOPS to compute the solutions $\alpha, \xi$ and $b$. In other words, this algorithm has a time complexity in $O\left(\ell^{3}\right)$ which is due to the operations on lines 11 (matrix-matrix multiplication) and 13 (Cholesky decomposition).

Matrix-matrix multiplication algorithms such as the Strassen algorithm [Strassen, 1969] or the Coppersmith-Winograd algorithm [Coppersmith and Winograd, 1990] have a smaller time complexity, but their numerical stability is weaker and the time gain is only noticeable for large non-sparse matrices. In the case of the Coppersmith-Winograd algorithm, the matrices in question are larger than what modern computer hardware can process.

If the kernel matrix is large and sparse, then the Cholesky decomposition on line 13 can be removed and the computation of the solutions of the linear systems can be performed using a Conjugate Gradient method (Algorithm B.3). Such a method has a time complexity in $O\left(\ell^{2}\right)$ but the time gain is noticeable for large systems and outputs are approximations. Additionally, the system matrix may be ill-conditioned (see Corollary 3.1 ) which will contribute to even poorer approximations if a Conjugate Gradient method is used.

If the number $\ell$ of observations is an issue, then one might use data thinning approaches (see Sub-Section 2.1.3) to decrease the size of the kernel matrix while keeping a good sample to learn from. This way, a Cholesky decomposition becomes a better choice than a

Conjugate Gradient method, and the number of FLOPS of Algorithm 3.1 and the condition number of the system matrices can be efficiently controlled.

```
Algorithm 3.1: Function Estimation for the General Case
    Function \([\alpha, \xi, b]=\operatorname{GeFEST}\left(\mathscr{X}, \mathbf{y}, k_{\sigma}, \delta, \mathbf{c}\right)\)
    Input: set \(\mathscr{X}\), observation vector \(\mathbf{y} \in \mathbb{R}^{\ell}\), kernel \(k_{\sigma}\) with parameter vector \(\sigma\),
                coefficient vectors \(\delta=\left(\delta_{\alpha} ; \delta_{\xi} ; \delta_{b}\right)\) and \(\mathbf{c}=\left(\mathbf{c}_{\alpha} ; \mathbf{c}_{\xi} ; c_{b}\right)\) in \(\mathbb{R}^{2 \ell+1}\).
    Output: parameters \(\alpha \in \mathbb{R}^{\ell}\) and \(b \in \mathbb{R}\), slack vector \(\xi \in \mathbb{R}^{\ell}\).
    \(\mathbf{K} \leftarrow \operatorname{KERMAT}\left(\mathscr{X}, k_{\sigma}\right) \quad / /\) Kernel matrix computation
    \({ }_{2} \mu_{\alpha} \leftarrow 1 / \delta_{\alpha}, \mu_{\xi} \leftarrow 1 / \delta_{\xi}, \mu_{b} \leftarrow 1 / \delta_{b} \quad / / \mathrm{Symbol} /\) is entry-wise division
    \(3 v_{\alpha} \leftarrow \sqrt{\mu_{\alpha}} \quad / / \mathrm{Symbol} \sqrt{ }\) is entry-wise square root
    \(4 \overline{\mathbf{c}}_{\alpha} \leftarrow 0.5\left(\mu_{\alpha} \cdot \mathbf{c}_{\alpha}\right), \overline{\mathbf{c}}_{\xi} \leftarrow-0.5\left(\mu_{\xi} \cdot \mathbf{c}_{\xi}\right) \quad / / \mathrm{Symbol} \cdot\) is Hadamard product
    \(5 \bar{c}_{b} \leftarrow 0.5 \mu_{b} c_{b}\)
    \(\mathbf{6} \mathbf{u} \leftarrow \mathbf{y}+\operatorname{GEMV}\left(\mathbf{K}, \overline{\mathbf{c}}_{\alpha}\right)+\overline{\mathbf{c}}_{\xi}+\bar{c}_{b} \quad / /\) Last term implies a scalar expansion
    \({ }_{7} \mathbf{G} \leftarrow \mathbf{K}, \mathbf{G} \leftarrow \operatorname{DIMM}\left(v_{\alpha}, \mathbf{G}\right) \quad / / \mathbf{G}=\Delta_{\alpha}^{-1 / 2} \mathbf{K}\)
    \(\mathbf{8} \mathbf{H} \leftarrow \mathbf{G}, \mathbf{H} \leftarrow \operatorname{MDIM}\left(\mathbf{H}, \boldsymbol{\delta}_{\xi}\right) \quad / / \mathbf{H}=\Delta_{\alpha}^{-1 / 2} \mathbf{K} \Delta_{\xi}\)
    \(\mathbf{p} \leftarrow \operatorname{GEMV}(\mathbf{H}, \mathbf{u}) \quad / / \mathbf{p} \leftarrow \mathbf{H u}\)
    \(\mathbf{q} \leftarrow \operatorname{ROWSUM}(\mathbf{H}) \quad / / \mathbf{q} \leftarrow \sum_{i=1}^{\ell} \mathbf{H}_{\cdot i}\)
    \(\mathbf{G} \leftarrow \operatorname{SYR} 2 \mathrm{~K}(\mathbf{H}, \mathbf{G}) \quad / / \mathbf{G} \leftarrow \mathbf{H G}^{\mathrm{t}}\)
    \(\mathbf{G} \leftarrow \operatorname{TIKREG}(\mathbf{G}, 1) \quad / /\) Tikhonov regularization
    \(\mathbf{L} \leftarrow \operatorname{ChOLDC}(\mathbf{G}) \quad / /\) Cholesky decomposition
    \(\mathbf{v}^{*} \leftarrow\) CHOLSL \((\mathbf{L}, \mathbf{p}), \mathbf{w}^{*} \leftarrow \operatorname{CHOLSL}(\mathbf{L}, \mathbf{q}) \quad / /\) Solve by back-substitution
    \(\mathbf{H} \leftarrow \mathbf{H}^{\mathrm{t}}, \mathbf{d} \leftarrow \delta_{\xi} \cdot \mathbf{u}-\operatorname{GEMV}\left(\mathbf{H}, \mathbf{v}^{*}\right), \mathbf{e} \leftarrow \delta_{\xi}-\operatorname{GEMV}\left(\mathbf{H}, \mathbf{w}^{*}\right)\)
    \(\mathbf{a} \leftarrow \mathbf{d}-\left(\operatorname{SUM}(\mathbf{d}) /\left(\delta_{b}+\operatorname{SUM}(\mathbf{e})\right)\right) \mathbf{e}\)
    \({ }^{17} \alpha \leftarrow \mu_{\alpha} \cdot \operatorname{GEMV}(\mathbf{K}, \mathbf{a})-\overline{\mathbf{c}}_{\alpha}, \xi \leftarrow \overline{\mathbf{c}}_{\xi}-\mu_{\xi} \cdot \mathbf{a}, b \leftarrow \mu_{b} \operatorname{SUM}(\mathbf{a})-\bar{c}_{b}\)
    return \((\alpha, \xi, b)\)
```


### 3.3.2 Function Estimation for the Symmetric Case

When trade-off coefficients are chosen such that the matrix $\mathbf{G}$ of Theorem 3.2 is symmetric, it then becomes possible to obtain an optimal solution to the function estimation problem by a numerically stable iterative procedure. The approach slightly differs from Algorithm 3.1 in the sense that the matrix-matrix multiplication at line 11 is no longer needed and that the operations on line 14 are replaced by iterative procedures (see Algorithm 3.2).

```
Algorithm 3.2: Function Estimation for the Symmetric Case
    Function \([\alpha, \xi, b]=\operatorname{SYFEST}\left(\mathscr{X}, \mathbf{y}, k_{\sigma}, \delta, \mathbf{c}\right)\)
    Input: set \(\mathscr{X}\), observation vector \(\mathbf{y} \in \mathbb{R}^{\ell}\), kernel \(k_{\sigma}\) with parameter vector \(\sigma\),
        coefficient vectors \(\delta=\left(\delta_{\alpha} ; \delta_{\xi} ; \delta_{b}\right)\) and \(\mathbf{c}=\left(\mathbf{c}_{\alpha} ; \mathbf{c}_{\xi} ; c_{b}\right)\) in \(\mathbb{R}^{2 \ell+1}\).
    Output: parameters \(\alpha \in \mathbb{R}^{\ell}\) and \(b \in \mathbb{R}\), slack vector \(\xi \in \mathbb{R}^{\ell}\).
    \(\mathbf{1} \mathbf{K} \leftarrow \operatorname{KERMAT}\left(\mathscr{X}, k_{\sigma}\right)\)
    \({ }_{2} \mu_{\alpha} \leftarrow 1 / \delta_{\alpha}, \mu_{\xi} \leftarrow 1 / \delta_{\xi}, \mu_{b} \leftarrow 1 / \delta_{b}, v_{\alpha} \leftarrow \sqrt{\mu_{\alpha}}, v_{\xi} \leftarrow \sqrt{\delta_{\xi}}\)
    \(3 \overline{\mathbf{c}}_{\alpha} \leftarrow 0.5\left(\mu_{\alpha} \cdot \mathbf{c}_{\alpha}\right), \overline{\mathbf{c}}_{\xi} \leftarrow-0.5\left(\mu_{\xi} \cdot \mathbf{c}_{\xi}\right), \bar{c}_{b} \leftarrow 0.5 \mu_{b} c_{b}\)
    \(4 \mathbf{u} \leftarrow \mathbf{y}+\operatorname{GEMV}\left(\mathbf{K}, \overline{\mathbf{c}}_{\alpha}\right)+\overline{\mathbf{c}}_{\xi}+\bar{c}_{b}\)
    \(\mathbf{5} \mathbf{G} \leftarrow \mathbf{K}, \mathbf{G} \leftarrow \operatorname{DIMM}\left(v_{\alpha}, \mathbf{G}\right), \mathbf{H} \leftarrow \mathbf{G}, \mathbf{H} \leftarrow \operatorname{MDIM}\left(\mathbf{H}, \boldsymbol{\delta}_{\xi}\right)\)
    \(6 \mathbf{p} \leftarrow \operatorname{GEMV}(\mathbf{H}, \mathbf{u}), \mathbf{q} \leftarrow \operatorname{ROWSUM}(\mathbf{H})\)
    \({ }_{7} \mathbf{G} \leftarrow \operatorname{MDIM}\left(\mathbf{G}, v_{\xi}\right), \mathbf{G} \leftarrow \operatorname{TIKREG}(\mathbf{G}, 1)\)
    \(\mathbf{8} \mathbf{L} \leftarrow \operatorname{CHOLDC}(\mathbf{G}), \mathbf{v}^{*} \leftarrow \operatorname{SFECD}(\mathbf{L}, \mathbf{p}), \mathbf{w}^{*} \leftarrow \operatorname{SFECD}(\mathbf{L}, \mathbf{q})\)
    \(\mathbf{9} \mathbf{H} \leftarrow \mathbf{H}^{\mathrm{t}}, \mathbf{d} \leftarrow \delta_{\xi} \cdot \mathbf{u}-\operatorname{GEMV}\left(\mathbf{H}, \mathbf{v}^{*}\right), \mathbf{e} \leftarrow \delta_{\xi}-\operatorname{GEMV}\left(\mathbf{H}, \mathbf{w}^{*}\right)\)
    \(10 \mathbf{a} \leftarrow \mathbf{d}-\left(\operatorname{SUM}(\mathbf{d}) /\left(\delta_{b}+\operatorname{SUM}(\mathbf{e})\right)\right) \mathbf{e}\)
    \({ }_{11} \alpha \leftarrow \mu_{\alpha} \cdot \operatorname{GEMV}(\mathbf{K}, \mathbf{a})-\overline{\mathbf{c}}_{\alpha}, \xi \leftarrow \overline{\mathbf{c}}_{\xi}-\mu_{\xi} \cdot \mathbf{a}, b \leftarrow \mu_{b} \operatorname{SUM}(\mathbf{a})-\bar{c}_{b}\)
    return \((\alpha, \xi, b)\)
```

The implementation of the SFECD procedure which is called on line 8 of Algorithm 3.2 is described in Algorithm 3.3. This procedure requires $4\left(1+k_{\max }\right) \ell^{2}+\left(2+5 k_{\max }\right) \ell-$ 1 FLOPS in the worst-case scenario (i.e. early termination) where $k_{\max }$ is the maximum number of iterations allowed.

```
Algorithm 3.3: Symmetric Case Solution using a Cholesky Decomposition
    Function \([\mathbf{x}]=\operatorname{SFECD}(\mathbf{L}, \mathbf{b})\)
    Data: tolerance \(\varepsilon>0\), iteration limit \(k_{\max }>0\).
    Input: \(n \times n\) lower triangular matrix \(\mathbf{L}\), right-hand vector \(\mathbf{b} \in \mathbb{R}^{n}\).
    Output: vector \(\mathbf{z} \in \mathbb{R}^{n}\).
    \(\mathbf{y} \leftarrow \operatorname{CHOLSL}(\mathbf{L}, \mathbf{b}), \mathbf{x} \leftarrow \operatorname{CHOLSL}(\mathbf{L}, \mathbf{y}), \mathbf{z} \leftarrow \mathbf{x}, \rho \leftarrow \operatorname{DOT}(\mathbf{x}, \mathbf{x}), k \leftarrow 0\)
    while \(\rho>\boldsymbol{\varepsilon}\) and \(k \leqslant k_{\text {max }}\) do
        \(\mathbf{y} \leftarrow \operatorname{CHOLSL}(\mathbf{L}, \mathbf{x}), \mathbf{x} \leftarrow \operatorname{CHOLSL}(\mathbf{L}, 2(\mathbf{x}-\mathbf{y})), \mathbf{z} \leftarrow \mathbf{z}+\mathbf{x}, \rho \leftarrow \operatorname{DOT}(\mathbf{x}, \mathbf{x})\)
        \(k \leftarrow k+1\)
    end
    return z
```

The analysis of Algorithm 3.3 gives the computational cost of Algorithm 3.2 for the worst-case scenario. The computation of a solution to the function estimation problem
takes at most $\ell^{3} / 3+\left(c_{k}+16 k_{\max }+45\right) \ell^{2} / 2+\left(3 c_{k}+60 k_{\max }+133\right) \ell / 6+2$ FLOPS where $c_{k}$ is the number of floating point operations required to compute the kernel output between two observations. Asymptotically, Algorithm 3.2 requires four times less floating point operations than Algorithm 3.1 with the same memory requirements and improves the conditioning by one order of magnitude, providing a greater numerical stability.

If the kernel matrix is large and sparse, then the operations on line 8 of Algorithm 3.2 can be replaced by iterative procedures based on a Conjugate Gradient method (see Algorithm B.3). This will render the asymptotic time complexity of the algorithm $O\left(\ell^{2}\right)$ but at the cost of a slightly lower numerical stability (see Corollary 3.2).

### 3.3.3 Function Estimation with Optimal Coefficients

The automated choice of the coefficients of the objective function of the quadratic programming problem in Equation 3.21 has three objectives:

- Improve the numerical stability of the resolution methods;
- Speed-up the computation of the solutions;
- Simplify the modeling of the estimating function.

These choices are motivated by different reasons that depend of the nature of the coefficients (coefficients for the quadratic terms or coefficients for the linear terms).

## Coefficients of the Quadratic Terms

It was shown in Sub-Section 3.2.2 that, if the matrix $\mathbf{G}$ is symmetric then we can derive an algorithm which solves the function estimation problem with four times less floating point operations and a greater numerical stability. The symmetry of $\mathbf{G}$ is directly dependent on the appropriate choice of the matrices $\Delta_{\alpha}$ and $\Delta_{\xi}$ since $\mathbf{G}=\Delta_{\alpha}^{-1 / 2} \mathbf{K} \Delta_{\xi}^{1 / 2}$ and the kernel matrix $\mathbf{K}$ is, by definition, symmetric. Hence a first requirement for the coefficients of the
quadratic terms is that

$$
\begin{equation*}
\Delta_{\xi}^{1 / 2}=\tau \Delta_{\alpha}^{-1 / 2} \tag{3.32}
\end{equation*}
$$

with $\tau>0$. Since both matrices $\Delta_{\alpha}$ and $\Delta_{\xi}$ are diagonal and positive definite, Equation 3.32 can be rewritten as

$$
\begin{equation*}
\left(\delta_{\alpha}\right)_{i}\left(\delta_{\xi}\right)_{i}=\tau^{2}>0 \text { for all } i \in \llbracket 1, \ell \rrbracket, \tag{3.33}
\end{equation*}
$$

with $\left(\delta_{\alpha}\right)_{i}$ and $\left(\delta_{\xi}\right)_{i}$ being the $i$-th components of the diagonals of $\Delta_{\alpha}$ and $\Delta_{\xi}$. If Equation 3.33 is satisfied, then the matrix $\mathbf{G}$ is symmetric.

If we assume that Equation 3.33 holds, then we can further improve the numerical stability of Algorithm 3.2 using the results of Corollary 3.2. This corollary provides an upper bound for the number of base- $d$ digits that are lost during the computation of the solutions of the linear systems in Algorithm 3.2. If $p \in \mathbb{N}^{*}$ is the maximum number of base$d$ digits which can be lost during computation, then we must find $\delta_{\alpha}^{\min }=\min _{i \in \llbracket 1, \ell \rrbracket}\left(\delta_{\alpha}\right)_{i}$ and $\delta_{\xi}^{\max }=\max _{i \in \llbracket 1, \ell \rrbracket}\left(\delta_{\xi}\right)_{i}$ such that

$$
\begin{equation*}
\log _{d}\left(\sqrt{1+\delta_{\xi}^{\max } \eta / \delta_{\alpha}^{\min }}\right) \leqslant p \tag{3.34}
\end{equation*}
$$

where $\eta=\min \left\{\ell\|\mathbf{K}\|_{\text {max }}, \sqrt{\ell}\|\mathbf{K}\|_{1}, \sqrt{\|\mathbf{K}\|_{1}\|\mathbf{K}\|_{\infty}},\|\mathbf{K}\|_{\mathrm{F}}\right\}$. In other words, we must have

$$
\begin{equation*}
\delta_{\xi}^{\max } \leqslant \frac{d^{2 p}-1}{\eta} \delta_{\alpha}^{\min } \tag{3.35}
\end{equation*}
$$

The construction of the objective function in Sub-Section 3.1.1 provides the final requirements for the coefficients of the quadratic terms. The minimization of the upper bound of the generalization error provides a reason for minimizing both the $\Delta_{\alpha}$-norm of $\alpha$ and the quantity $\delta_{b} b^{2}$ in an equal fashion since none of these two terms can minimize the bound
separately. Hence we should have an equality of the form $\left\|\Delta_{\alpha}\right\|_{2}=\delta_{b}$ which gives

$$
\begin{equation*}
\delta_{\alpha}^{\max }=\delta_{b}>0 \tag{3.36}
\end{equation*}
$$

with $\delta_{\alpha}^{\max }=\max _{i \in \llbracket 1, \ell \rrbracket}\left(\delta_{\alpha}\right)_{i}$. Furthermore we should balance the minimization of the generalization error with the minimization of the empirical error (which is a function of the variable $\xi$ ). By the same argument that led to Equation 3.36, we should have a positive trade-off coefficient $C \in \mathbb{R}_{+}^{*}$ such that $\left\|\Delta_{\alpha}\right\|_{2}=C\left\|\Delta_{\xi}\right\|_{2}$, i.e.

$$
\begin{equation*}
\delta_{\alpha}^{\max }=C \delta_{\xi}^{\max } \tag{3.37}
\end{equation*}
$$

From Equations 3.33, 3.35, 3.36 and 3.37, we can see that the choice of $\delta_{\alpha}$ and a tradeoff coefficient $C>0$ controls the choice of $\delta_{\xi}$ and $\delta_{b}$. This shows that $\delta_{\alpha}$ can be fixed arbitrarily and that the solution to the function estimation problem can be controlled with only a single parameter $C>0$ for the coefficients of the quadratic terms. Additionally, if all the components of $\delta_{\alpha}$ are equal to one, then Algorithm 3.2 requires much less floating point operations to compute a solution. Therefore a strategic choice for the matrix $\Delta_{\alpha}$ is to have $\Delta_{\alpha}=\mathbf{I}_{\ell}$. Consequently, Equations 3.33 and 3.37 implies that $\Delta_{\xi}=C \mathbf{I}_{\ell}$ while Equation 3.36 implies that $\delta_{b}=1$. Equation 3.35 gives a lower and an upper bound for the trade-off coefficient $C$, leading to

$$
\begin{equation*}
0<C \leqslant \frac{d^{2 p}-1}{\eta} \tag{3.38}
\end{equation*}
$$

## Coefficients of the Linear Terms

The linear coefficients of the objective function have a significant impact on the constraints of the optimization problem. They correspond to a translation in the solution space as it is
proved in the equation below:

$$
\begin{equation*}
\frac{1}{2}(\mathbf{x}+\mathbf{t})^{\mathrm{t}} \mathbf{H}(\mathbf{x}+\mathbf{t})=\frac{1}{2} \mathbf{x}^{\mathrm{t}} \mathbf{H} \mathbf{x}+\mathbf{c}^{\mathrm{t}} \mathbf{x}+C \tag{3.39}
\end{equation*}
$$

where $\mathbf{c}=\mathbf{H t}$ and $C=\mathbf{t}^{\mathbf{t}} \mathbf{H t} / 2$ are constant terms. While such a translation provides no advantage to the objective function, it greatly impact the expression of the constraints of the mathematical programming problem. In our case, the coefficients $\mathbf{c}_{\alpha}, \mathbf{c}_{\xi}$ and $c_{b}$ impact the values of the vector $\mathbf{u}$ as defined in Proposition 3.1. In other words, given such coefficients, we have

$$
\begin{equation*}
u_{i}=y_{i}+\frac{1}{2}\left(\mathbf{K}_{i \cdot} \cdot \Delta_{\alpha}^{-1} \mathbf{c}_{\alpha}-\frac{\left(\mathbf{c}_{\xi}\right)_{i}}{\left(\boldsymbol{\delta}_{\xi}\right)_{i}}+\frac{c_{b}}{\delta_{b}}\right), \tag{3.40}
\end{equation*}
$$

for all $i \in \llbracket 1, \ell \rrbracket$. This equation shows that the linear coefficients contribute to the scaling of the vector $\mathbf{u}$ which, in return, greatly impacts the quality of the numerical solution given by Algorithms 3.1 and 3.2.

Both coefficients $\mathbf{c}_{\alpha}$ and $\mathbf{c}_{\xi}$ modify the vector $\mathbf{y}$ on a per element basis while the coefficient $c_{b}$ influence all the components of $\mathbf{y}$ at once. Since there are no other factor that discriminate $\mathbf{c}_{\alpha}$ and $\mathbf{c}_{\xi}$, then one of these vectors can be set equal to $\mathbf{0}$ and the other can be left to control the variations of the $y_{i}$ 's. The choice $\mathbf{c}_{\alpha}=\mathbf{0}$ saves on floating point operations (a matrix-vector product can be removed) and, hence, is a computationally better choice than $\mathbf{c}_{\xi}=\mathbf{0}$. A null coefficient $\mathbf{c}_{\alpha}$ also brings an additional form of robustness to ULMs since that observational outliers slightly change the value of the kernel matrix $\mathbf{K}$. Naturally, if the entries of $\mathbf{K}$ are perturbed, then the solution described in Theorem 3.2 will be perturbed as well. However, the choice $\mathbf{c}_{\alpha}=\mathbf{0}$ avoids the additional perturbation of the right-hand term of the linear systems. Hence, the removal of one of the terms most vulnerable to observational errors leads to more stable and reliable optimal solutions.

By choosing $\delta_{\xi}=C \mathbf{1}_{\ell}$ with $C>0, \delta_{b}=1$ (i.e. an optimal choice for the coefficients of
the quadratic terms) and $\mathbf{c}_{\alpha}=\mathbf{0}$, we obtain the following identity

$$
\begin{equation*}
u_{i}=y_{i}-\frac{\left(\mathbf{c}_{\xi}\right)_{i}}{2 C}+\frac{c_{b}}{2}, \tag{3.41}
\end{equation*}
$$

for all $i \in \llbracket 1, \ell \rrbracket$. The values of the components of $\mathbf{u}$ can be chosen such that

$$
\begin{equation*}
-1 \leqslant u_{i} \leqslant 1, \tag{3.42}
\end{equation*}
$$

for all $i \in \llbracket 1, \ell \rrbracket$, in order to improve the numerical stability of Algorithm 3.2. These inequalities are satisfied if we have

$$
\begin{equation*}
c_{b}=2\left(\frac{2 y_{\min }}{y_{\min }-y_{\max }}-1\right) \tag{3.43}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(\mathbf{c}_{\xi}\right)_{i}=2 C\left(\frac{2}{y_{\max }-y_{\min }}-1\right) y_{i} \tag{3.44}
\end{equation*}
$$

with $y_{\text {min }}=\min _{i \in \llbracket 1, \ell \rrbracket} y_{i}$ and $y_{\max }=\max _{i \in \llbracket 1, \ell \rrbracket} y_{i}$. This leads to a simplified expression for the $u_{i}$ 's which is

$$
\begin{equation*}
u_{i}=2 \frac{y_{i}-y_{\min }}{y_{\max }-y_{\min }}-1 \tag{3.45}
\end{equation*}
$$

## Algorithm with the Optimal Coefficients

Algorithm 3.4 is an adaptation of Algorithm 3.2 with the optimal choice for the coefficients of the objective function of the quadratic optimization problem of Equation 3.21. Given a trade-off coefficient $C>0$ that satisfies Inequality 3.38, Algorithm 3.4, so far, is the fastest and most stable method investigated that computes a solution to the function estimation problem. As discussed in Sub-Section 3.3.2, the Cholesky decomposition of line 6 can be replaced by an asymptotically faster Conjugate Gradient method if the kernel matrix is large and sparse. However, it comes at the price of a less accurate solution.

```
Algorithm 3.4: Function Estimation with Optimal Coefficients
    Function \([\alpha, \xi, b]=\) OPTFEST \(\left(\mathscr{X}, \mathbf{y}, k_{\sigma}, C\right)\)
    Input: set \(\mathscr{X}\), observation vector \(\mathbf{y} \in \mathbb{R}^{\ell}\), kernel \(k_{\sigma}\) with parameter vector \(\sigma\),
        trade-off coefficient \(C>0\).
    Output: parameters \(\alpha \in \mathbb{R}^{\ell}\) and \(b \in \mathbb{R}\), slack vector \(\xi \in \mathbb{R}^{\ell}\).
    \(\mathbf{1} \mathbf{K} \leftarrow \operatorname{KERMAT}\left(\mathscr{X}, k_{\sigma}\right)\)
    \(2 A \leftarrow C^{2}, B \leftarrow \sqrt{C}, D \leftarrow 1 / C\)
    \(3 y_{\text {max }} \leftarrow \operatorname{MAX}(\mathbf{y}), y_{\text {min }} \leftarrow \operatorname{MIN}(\mathbf{y}), E \leftarrow 2 /\left(y_{\text {max }}-y_{\text {min }}\right), F \leftarrow E y_{\text {min }}+1\)
    \(\mathbf{4} \mathbf{z} \leftarrow E \mathbf{y}, \mathbf{u} \leftarrow \mathbf{z}-F, \mathbf{G} \leftarrow \operatorname{TIKREG}(B \mathbf{K}, 1)\)
    \(\mathbf{5} \mathbf{p} \leftarrow \operatorname{GEMV}(\mathbf{K}, \mathbf{u}), \mathbf{q} \leftarrow \operatorname{ROWSUM}(\mathbf{K})\)
    \(\mathbf{6} \mathbf{L} \leftarrow \operatorname{CHOLDC}(\mathbf{G}), \mathbf{v}^{*} \leftarrow \operatorname{SFECD}(\mathbf{L}, \mathbf{p}), \mathbf{w}^{*} \leftarrow \operatorname{SFECD}(\mathbf{L}, \mathbf{q})\)
    for \(i \in \llbracket 1, \ell \rrbracket\) do \(e_{i} \leftarrow D\)
    \(\mathbf{e} \leftarrow \mathbf{e}-\operatorname{GEMV}\left(\mathbf{K}, \mathbf{w}^{*}\right), \mathbf{d} \leftarrow D \mathbf{u}-\operatorname{GEMV}\left(\mathbf{K}, \mathbf{v}^{*}\right)\)
    \(\mathbf{9} \mathbf{a} \leftarrow \mathbf{d}-\left(\operatorname{SUM}(\mathbf{d}) /\left(D^{2}+\operatorname{SUM}(\mathbf{e})\right)\right) \mathbf{e}\)
    \(10 \alpha \leftarrow A \operatorname{GEMV}(\mathbf{K}, \mathbf{a}), \xi \leftarrow \mathbf{y}-\mathbf{z}-C \mathbf{a}, b \leftarrow A \operatorname{SUM}(\mathbf{a})+F\)
    return \((\alpha, \xi, b)\)
```

If $c_{k}$ is the number of floating point operations required to compute the kernel output between two observations and if $k_{\max }$ is the iteration limit of the procedure SFECD, then Algorithm 3.4 requires at most $\ell^{3} / 3+\left(c_{k}+16 k_{\max }+37\right) \ell^{2} / 2+\left(3 c_{k}+60 k_{\max }+85\right) \ell / 6+7$ FLOPS to compute a solution. This is an improvement of $4 \ell^{2}+8 \ell-5$ FLOPS with respect to Algorithm 3.2 which, for an average size of $\ell=5000$ observations, represents a gain of 100039995 floating point operations.

## Part II

## Applications of Unconstrained Learning Machines

## Chapter 4

## Form Inspection in Manufacturing Engineering

### 4.1 Introduction, Context and Aims

Manufacturing processes leave very specific patterns on part surfaces, which provide a good basis for inspecting them. In some cases, it is possible to quantify the manufacturing errors and their effect on the product, based on the model of the processing [Badar et al., 2003, 2005a,b]. However, when multiple processes are applied on the same feature, the net effect of these processing errors is far too difficult to model and compute. In this chapter, we apply ULMs to quantify process errors on parts and thereby provide a basis for adaptive sampling and form inspection.

Although previous works regarding the use of machine learning techniques for determining the size of the manufacturing errors exist [Malyscheff et al., 2002; Prakasvudhisarn et al., 2002, 2003; Balakrishna et al., 2008], the results were plagued by misalignment problems and sampling issues, and only concerned with simple geometric shapes such as plates [Hopp, 1993; Hulting, 1992]. It was also suggested that the manufacturing errors in such cases should be captured using experimental analysis, even though that sampling the part throughout, uniformly or randomly, may miss some process characteristics [Kim and Raman, 2000].

This chapter develops a general approach that attempts to circumvent all these problems. The objectives are: to re-align the measurements into their canonical frame of reference (following the work of Besl and McKay [1992] on registration); to assess if each surface that is probed has its form contained within a certain range from a nominal plane (i.e.
to determine the size of the minimum zone [ASME, 1995a,b; Carr and Ferreira, 1995a,b; Hurt and Colwell, 1980; Kurfess and Banks, 1995; Murthy and Abdin, 1980; Requicha, 1993; Roy and Zhang, 1992; Samuel and Shunmugam, 1999; Shunmugam, 1987]); and to optimize the probing procedure (sampling size, mesh geometry [Hocken et al., 1993; Woo and Liang, 1993], measurement path, accuracy, etc.) to accelerate the measurement process and to reduce time-induced errors.

Section 4.2 covers mesh issues while Section 4.3 details registration problems when knowledge about the canonical frame of reference has been partially lost. Section 4.4 introduces a nonlinear nonparametric regression approach based on ULMs that finds the size of the minimum zone (which is defined as the part of space where the actual surface form is different from its ideal nominal form). In Section 4.5, measurements were collected on several types of surfaces with a Coordinate Measuring Machine (CMM). ULMs were then used to fit test models of these surfaces and estimates of the size of the minimum zones.

### 4.2 Mesh Generation

The form inspection of manufactured parts naturally implies to collect surface measurements which are to be compared against a nominal profile. These measurements can be collected in an organized fashion with highly accurate probe-type CMMs, which is a certain advantage over optical CMMs. On the other hand, optical CMMs collect large amount of coordinate measurements quickly, if the part to be inspected can reflect the beam. Given that probe-type CMMs were not rendered obsolete by optical ones, it is then still crucial to design suitable meshes of contact points to retrieve observations samples with the right properties for the registration (see Section 4.3) and ULM-based regression (see Section 4.4) procedures.

The generalization error, which is one of the core concept of ULMs (see Sub-Section
2.3.4), indicates that deformation patterns on the surface of the parts will be successfully estimated if:

- Contact points (observations) are spread evenly on the entire portion of the surface to be inspected;
- There is a fair number of contact measurements collected.
- The surface model (i.e. the choice of the kernel and the other parameters needed by ULMs) is suitable.

While the last point is a matter left to the modeler and the validation procedures (see SubSection 2.4.3), the first two points are narrowing the type of meshes that are suitable for form inspection. Furthermore, a physical requirement of probe-type CMMs is to favor smooth and regular trajectories of the probe so a path that minimizes the time required to collect measurements can easily be found (and hence reduce the likelihood of timeinduced errors). Smooth trajectories aim to minimize the sudden lateral displacements of the probe which are both time consuming and error-producing operations. This rules out fractal trajectories for the probe (e.g. space-filling curves such as Z-curves or Hilbert curves) despite that the induced meshes satisfy the first two requirements of the list above.

The construction of suitable meshes and the comparison of their respective properties necessitate the establishment of measures of the quality of the different meshes. SubSection 4.2.1 covers this issue while Sub-Section 4.2.2 proposes a candidate mesh for collecting measurements: a uniform grid. Sub-Section 4.2.3 discusses issues related to the trade-off between the quality of a mesh and the time needed to collect measurements.

### 4.2.1 Mesh Quality

The quality of a mesh has to give a proper measure of what constitutes a large enough number of nodes (hence a large enough number of contact points), and an even spread of
the nodes over a compact domain of the observation space (which is, in this case, $\mathbb{R}^{2}$ ). Additionally, the measure can be augmented with considerations based on the minimum time it takes for the probe to visit all the nodes.

Assume that we have $n$ distinct nodes contained in a compact domain $\mathscr{D} \subset \mathbb{R}^{2}$ of total surface $S$ and let $\rho$ be the diameter of the smallest ball that contains $\mathscr{D}$. Nodes are represented by $n$ points $\mathbf{a}_{1}, \ldots, \mathbf{a}_{n}$ in $\mathbb{R}^{2}$. These points are inducing a Voronoi tessellation of the compact domain $\mathscr{D}$ [Voronoi, 1907], and we will assume that the Dirichlet domain of each point $\mathbf{a}_{i}$ has a surface $S_{i}$, for all $i \in \llbracket 1, n \rrbracket$. In all applications, the surfaces which need to be inspected can be described by a set of two parameters varying in close intervals of $\mathbb{R}$. In other words, the nodes of a mesh need to cover a rectangle in $[a, b] \times[c, d]=\mathscr{D} \subset \mathbb{R}^{2}$. Hence, meshes can be built to cover a rectangle and then the contact points can be projected onto the surface of interest.

Spreading the points $\mathbf{a}_{1}, \ldots, \mathbf{a}_{n}$ evenly over $\mathscr{D}$ is akin to maximize the following quantity:

$$
\begin{equation*}
\sum_{j \in \mathscr{N}_{i}} \frac{\left\|\mathbf{a}_{i}-\mathbf{a}_{j}\right\|_{2}^{2}}{\rho^{2}} \tag{4.1}
\end{equation*}
$$

for all $i \in \llbracket 1, n \rrbracket$ and where $\mathscr{N}_{i}$ is the index set of nodes adjacent to the $i$-th node. This represents the need to maximize the distances between adjacent points in order to avoid them to agglomerate somewhere on the domain $\mathscr{D}$. The term $\rho^{2}$ is a scaling factor for the inter-node distances.

Having a large enough number of points distributed over the surface $\mathscr{D}$ is similar to maximizing the amount of contact information per unit of surface. This can be represented by the maximization of the quantity

$$
\begin{equation*}
S \sum_{i=1}^{n} \frac{1}{S_{i}}, \tag{4.2}
\end{equation*}
$$

where $S$ is a scaling factor. If each term of the sum in Equation 4.2 is weighted by the terms
of Equation 4.1, we then obtain the quantity

$$
\begin{equation*}
\sum_{i=1}^{n}\left(\frac{S}{S_{i}} \sum_{j \in \mathscr{N}_{i}} \frac{\left\|\mathbf{a}_{i}-\mathbf{a}_{j}\right\|_{2}^{2}}{\rho^{2}}\right) \tag{4.3}
\end{equation*}
$$

which is growing with the number of nodes $n$. However, if the number of nodes grows, then the time spent to collect measurements grows as well. Hence, the quantity in Equation 4.3 is averaged by the number of nodes. Namely, we obtain a quantity $Q$ which is defined by

$$
\begin{equation*}
Q=\frac{1}{n} \sum_{i=1}^{n} \sum_{j \in \mathscr{N}_{i}} \frac{S\left\|\mathbf{a}_{i}-\mathbf{a}_{j}\right\|_{2}^{2}}{S_{i} \rho^{2}} . \tag{4.4}
\end{equation*}
$$

The quantity $Q$ is chosen as the measure of the quality of a given mesh. The goal is to build a mesh that maximizes this quantity while satisfying time constraints related to the CMM probe visiting each node. The minimum length path (i.e. the path through all nodes requiring the less time, assuming that the probe has a constant displacement speed) is an issue that is separated from the concept of mesh quality. Usually a minimum-length path is computed from a given mesh but does not serve in the establishment of the mesh itself. Furthermore, the length of the path is dependent on which type of surface the mesh is being projected onto. This surface dependency is additionally complicated by the fact that the normal to the surface at the contact point is not co-linear with the axis of the probe. The reaction force when the probe is making contact with the surface pushes the tip aside and inserts a tiny, but not necessarily negligible, bias in the contact point measurements. All these factors are the main reasons why paths through nodes are not taken into account in the evaluation of the mesh quality. Measurement paths and probe angles are considerations made by the operator of the CMM which have marginal impact on the registration and regression procedures.

### 4.2.2 Uniform Grids

Grid Uniform grids were the chosen meshes for the experiments on face-milled plates (see Sub-Section 4.5.5). The choice is not claimed to be optimal with respect to the quality measure of Equation 4.4, but it was retained because of a few key properties:

- The simplicity of the structure that allows for the formulation of a close form of Equation 4.4 and the derivation of several useful measures;
- The conformance with the requirements of a suitable mesh (contact points spread evenly with each Dirichlet domain bringing an equal amount of information about the surface).

Meshes with contact points generated by low-discrepancy sequences (e.g. van der Corput sequence, Hammersley sequence) are an alternative to rigid structures such as uniform grids. They allow the use of a more flexible number of contact points, but Equation 4.4 has no close form and formulas predicting the measuring time with respect to the quality to be achieved cannot be properly established.


Figure 4.1: Schematics of a uniform grid.

An uniform grid on a rectangle domain $\mathscr{D}=[a, b] \times[c, d]$ is a grid with $n$ columns and $m$ rows such that the nodes are spaced equally row-wise and column-wise. The nodes
adjacent to the border of the rectangle domain are located half an inter-node distance from the border (see Figure 4.1). The surface of the domain is $S=(b-a)(d-c)$, the surface of the Dirichlet domains are all equal to $S_{i}=S /((n+1)(m+1))$ for $i \in \llbracket 1, n m \rrbracket$, and the diameter $\rho$ is such that $\rho^{2}=(b-a)^{2} /(n+1)^{2}+(d-c)^{2} /(m+1)^{2}$. The grid has four types of nodes

- 4 corner nodes with

$$
\begin{equation*}
\sum_{j \in \mathscr{N}_{i}}\left\|\mathbf{a}_{i}-\mathbf{a}_{j}\right\|_{2}^{2}=2\left(\frac{(b-a)^{2}}{(n+1)^{2}}+\frac{(d-c)^{2}}{(m+1)^{2}}\right) \tag{4.5}
\end{equation*}
$$

- $2(m-2)$ nodes adjacent to the vertical borders with

$$
\begin{equation*}
\sum_{j \in \mathscr{N}_{i}}\left\|\mathbf{a}_{i}-\mathbf{a}_{j}\right\|_{2}^{2}=3 \frac{(b-a)^{2}}{(n+1)^{2}}+4 \frac{(d-c)^{2}}{(m+1)^{2}} \tag{4.6}
\end{equation*}
$$

- $2(n-2)$ nodes adjacent to the horizontal borders with

$$
\begin{equation*}
\sum_{j \in \mathscr{N}_{i}}\left\|\mathbf{a}_{i}-\mathbf{a}_{j}\right\|_{2}^{2}=4 \frac{(b-a)^{2}}{(n+1)^{2}}+3 \frac{(d-c)^{2}}{(m+1)^{2}} \tag{4.7}
\end{equation*}
$$

- $m(n-2)-2 n+4$ other nodes with

$$
\begin{equation*}
\sum_{j \in \mathscr{N}_{i}}\left\|\mathbf{a}_{i}-\mathbf{a}_{j}\right\|_{2}^{2}=6\left(\frac{(b-a)^{2}}{(n+1)^{2}}+\frac{(d-c)^{2}}{(m+1)^{2}}\right) \tag{4.8}
\end{equation*}
$$

Using Equation 4.4, the quality of an $m \times n$ uniform grid is therefore

$$
\begin{equation*}
Q=\frac{2(n+1)(m+1)}{n m\left(\lambda^{2}+\mu^{2}\right)}\left(\frac{\lambda^{2}(n-1)(3 m-2)}{(n+1)^{2}}+\frac{\mu^{2}(m-1)(3 n-2)}{(m+1)^{2}}\right), \tag{4.9}
\end{equation*}
$$

where $\lambda=b-a$ and $\mu=d-c$. If we assume that $r=\lambda / \mu=n / m \geqslant 1$ is the aspect ratio of the domain $\mathscr{D}$, then Equation 4.9 is rewritten as

$$
\begin{equation*}
Q(n, r)=\frac{2 r(n+r)(n+1)}{n^{2}\left(1+r^{2}\right)}\left(\frac{(n-1)(3 n-2 r)}{(n+1)^{2}}+\frac{(n-r)(3 n-2)}{(n+r)^{2}}\right) . \tag{4.10}
\end{equation*}
$$

For a given aspect ratio $r \geqslant 1$, we have $L(r)=\lim _{n \rightarrow \infty} Q(n, r)=12 r /\left(1+r^{2}\right) \in(0,6]$, with $\arg \max \{L(r): r \in[1,+\infty)\}=r^{*}=1$ and $L\left(r^{*}\right)=6$. We can use $L(r)$ to normalize the value $Q(n, r)$ and then obtain the normalized quality of an $m \times n$ uniform grid:

$$
\begin{equation*}
\tilde{Q}(n, r)=\frac{(n+r)(n+1)}{6 n^{2}}\left(\frac{(n-1)(3 n-2 r)}{(n+1)^{2}}+\frac{(n-r)(3 n-2)}{(n+r)^{2}}\right) \in[0,1] . \tag{4.11}
\end{equation*}
$$



Figure 4.2: Quality of a uniform grid against its number of nodes.
Figure 4.2 shows the contour plot of $\tilde{Q}(n, r)$ for $n \in \llbracket 1,40 \rrbracket$ and $r \in[1,4]$. It may be used to determine the size that a uniform grid should have if there is a minimum quality to be matched. For example, a rectangle domain with aspect ration $r=2$ should be covered by a $12 \times 24$ uniform grid to reach a normalized quality of $90 \%$.

### 4.2.3 Measurement Time against Quality of a Uniform Grid

Assume that the CMM was set to collect contact point measurements at a constant rate of $v>0$ contact points per unit of time. At such a rate, the $n m$ points of the uniform grid will be measured in $v t$ time units,i.e.

$$
\begin{equation*}
v t=n m=\frac{n^{2}}{r} \tag{4.12}
\end{equation*}
$$

It is then possible to compute the quality of a uniform grid with respect to the measurement time instead of the number of nodes on the grid. Namely, we replace the expression $\tilde{Q}(n, r)$ by $\tilde{q}(t, v, r)=\tilde{Q}(\sqrt{r v t}, r)$.


Figure 4.3: Quality of a uniform grid against against measurement time.

Figure 4.3 displays the contour plots of $\tilde{q}(t, v, r)$ for $r \in\{1,4\}$. It may be used to choose the rate $v$ for given time and quality constraints. For example, one would need to choose a rate $v=18$ points/min to collect measurements on a $90 \%$ quality square grid under 15 minutes. Figure 4.2 also indicates that this is a $16 \times 16$ uniform grid.

### 4.3 Registration and Parameter Estimation

This section covers a method of registration, or re-alignment, between a cloud of points and the theoretical shape it must assume. Methods of registrations have been investigated thoroughly for the past two decades in which a landmark paper by Besl and McKay [1992] was published. In this section, we are applying a few modifications to the registration approach described by Besl and McKay to serve the specificity of our problem in which we must match contact points given by a probe-type CMM to known 3-D shapes described by implicit or parametric functions. The method was modified to work with non-derivative optimization techniques and without involving approximations such as pairwise point registration. The approach was also slightly simplified to fasten computations and to allow the search of the optimal features defining the 3-D shapes (e.g. the actual radius of a sphere).

### 4.3.1 Input Data and Notations

Suppose we are given a set of $\ell \in \mathbb{N}^{*}$ vectors $\mathbf{x}_{1}, \ldots, \mathbf{x}_{\ell}$ in $\mathbb{R}^{3}$ which represent Cartesian coordinate measurements. We know that a surface in $\mathbb{R}^{3}$ can be described by an implicit function $\phi: \mathbb{R}^{3} \rightarrow \mathbb{R}$ or by a parametric function $\psi: \mathbb{R}^{2} \rightarrow \mathbb{R}^{3}$, and that the alignment problem consists into properly rotate and translate the coordinate measurements $\mathbf{x}_{1}, \ldots, \mathbf{x}_{\ell}$ such that they coincide at best with the form of the theoretical surface described by $\phi$ or $\psi$. This alignment procedure is a necessary pretreatment step for surface inspection since the measurement process is introducing a bias into the experimental coordinates of every points.

In our notations, the translation to be found is denoted by a vector $\mathbf{t} \in \mathbb{R}^{3}$ and the rotation is denoted by a $3 \times 3$ matrix $\mathbf{R} \in \mathscr{S} \mathscr{O}_{3}(\mathbb{R})$ where $\mathscr{S} \mathscr{O}_{3}(\mathbb{R})$ is the real special orthogonal group in three dimensions. In our case, we are searching the group $\mathscr{S} \mathscr{O}_{3}(\mathbb{R})$ using a coordinate chart formed by the Euler angles $\alpha \in[0,2 \pi], \beta \in[0, \pi]$ and $\gamma \in[0,2 \pi]$ that describe a product of rotations around the $z, x$ and $z$ axes. Let $\theta=(\alpha, \beta, \gamma)$ and let $\mathbf{R}_{\theta}$
be an element of $\mathscr{S} \mathscr{O}_{3}(\mathbb{R})$ described by $\theta$, then the general representation of $\mathbf{R}_{\theta}$ is given by

$$
\mathbf{R}_{\theta}=\left(\begin{array}{ccc}
c_{\alpha} c_{\gamma}-s_{\alpha} c_{\beta} s_{\gamma} & -c_{\alpha} c_{\beta} s_{\gamma}-s_{\alpha} c_{\gamma} & s_{\beta} c_{\gamma}  \tag{4.13}\\
c_{\alpha} s_{\gamma}+s_{\alpha} c_{\beta} c_{\gamma} & c_{\alpha} c_{\beta} c_{\gamma}-s_{\alpha} s_{\gamma} & -s_{\beta} c_{\gamma} \\
s_{\alpha} c_{\beta} & c_{\alpha} s_{\beta} & c_{\beta}
\end{array}\right)
$$

where $s_{\alpha}=\sin (\alpha), c_{\alpha}=\cos (\alpha)$, etc.

### 4.3.2 Pre-Registration Data Treatment

The first step of the alignment procedure is to center the cloud of points $\mathbf{x}_{1}, \ldots, \mathbf{x}_{\ell}$ by subtracting to every point the centroid of the cloud defined by

$$
\begin{equation*}
\mathbf{x}_{c}=\frac{1}{\ell} \sum_{i=1}^{\ell} \mathbf{x}_{i} . \tag{4.14}
\end{equation*}
$$

It is also possible to modify the orientation of the cloud such that the variance of the projections on each coordinate axis is maximized. The first coordinate corresponds to the greatest variance, the second coordinate corresponds to the second greatest variance, etc. In other words, it is possible to perform a complete Principal Component Analysis (PCA) [Pearson, 1901] on the cloud of points instead of a simple centering procedure. Adjusting the orientation along the axes corresponding to the maximum inertia of the cloud using a PCA may reduce the computational effort in the next steps of the alignment procedure.

Let $\mathbf{X}$ be a $\ell \times 3$ matrix such that the $i$-th row contains the vector $\mathbf{x}_{i}-\mathbf{x}_{c}$, then a PCA is performed by computing the $3 \times 3$ matrix $\mathbf{V}$ such that $\mathbf{U} \Sigma \mathbf{V}^{\mathbf{t}}$ is the Singular Value Decomposition (SVD) of $\mathbf{X}$. Once the SVD performed, the new data matrix is obtained by computing $\hat{\mathbf{X}}=\mathbf{X V}$. Alternatively, a PCA can be realized by performing a partial SVD in which only the first three columns of $\mathbf{U}$ (stored in the $\ell \times 3$ matrix $\mathbf{U}_{3}$ ) are computed. The new data matrix is then given by computing $\hat{\mathbf{X}}=\mathbf{U}_{3} \Sigma$.

Nevertheless, the aim of the pretreatment phase of the alignment procedure is to make
the cloud of experimental points roughly coincide with the theoretical surface. A centering and a PCA might actually fail to do so, therefore it is often inevitable that manual translations and rotations have to be introduced in order to achieve the goal of the pretreatment phase.

### 4.3.3 Registration with Implicit Functions

Consider the case where the theoretical surface is described by a implicit function $\phi: \mathbb{R}^{3} \rightarrow$ $\mathbb{R}$. A point $\hat{\mathbf{x}} \in \mathbb{R}^{3}$ lies on the theoretical surface if it belongs to the zero set of $\phi$, otherwise there exists a $r \in \mathbb{R}^{*}$ such that $\hat{\mathbf{x}}$ belongs to the zero set of $\phi-r$. The idea behind the alignment of the points $\hat{\mathbf{x}}_{1}, \ldots, \hat{\mathbf{x}}_{\ell}$ is to find an orthonormal matrix $\mathbf{R}_{\theta}$ and a vector $\mathbf{t}$ that minimize simultaneously the quantities $\left|\phi\left(\mathbf{z}_{i}\right)\right|, i \in \llbracket 1, \ell \rrbracket$, where $\mathbf{z}_{i}=\mathbf{R}_{\theta} \hat{\mathbf{x}}_{i}+\mathbf{t}$. It will then force every transformed point $\mathbf{z}_{1}, \ldots, \mathbf{z}_{\ell}$ to be at a minimum distance to the zero set of $\phi$, matching the cloud of points at best with the theoretical surface. The problem is simplified by minimizing the quantity

$$
\begin{equation*}
\Lambda=\sum_{i=1}^{\ell}\left|\phi\left(\mathbf{z}_{i}\right)\right|, \tag{4.15}
\end{equation*}
$$

with respect to $\theta \in[0,2 \pi] \times[0, \pi] \times[0,2 \pi]$ and $\mathbf{t} \in \mathbb{R}^{3}$. The domain of $\theta$ is complicating the minimization procedure since it brings inequality constraints to the optimization problem. However, this problem can actually be circumvented by extending the search of an optimal $\theta$ on the entire space $\mathbb{R}^{3}$. This approach is valid since we are not interested by unique chart coordinates for $\mathbf{R}_{\theta}$ but simply by some chart coordinates yielding minimum value for the objective function. This leads to the following unconstrained optimization problem

$$
\begin{equation*}
\min \left\{\sum_{i=1}^{\ell}\left|\phi\left(\mathbf{z}_{i}\right)\right|:(\theta, \mathbf{t}) \in \mathbb{R}^{6}\right\} . \tag{4.16}
\end{equation*}
$$

The objective function of this problem is in most cases not convex on $\mathbb{R}^{6}$ and therefore the uniqueness of the optimal solution is not guaranteed. Furthermore, algorithms for convex minimization might fail to converge toward a global minimum if the pretreatment step
failed to align the cloud of points at a close proximity to the theoretical surface. Nevertheless, if we assume the convexity of the objective function on the search domain, the minimization can be performed with the help of a variety of optimization algorithms. Since $\phi$ might be fairly complicated, or even not differentiable, it is safer to rely on derivativefree optimization methods. Among such methods there are the method of Rosenbrock [1960], the method of Hooke and Jeeves [1961], the simplex search method [Nelder and Mead, 1964, 1965; Spendley et al., 1962] and the method of Zangwill [1967]. The preferred method is the one that requires the least amount of functional evaluations, which is the simplex search method.

In some cases the number of experimental points is very large (outputs of an optical Coordinate Measuring Machine often range in tens of thousand points). Consequently, the computational time required to perform the optimization of the quantity $\Lambda$ in Equation 4.15 would be too long for practical applications of the registration method. One solution is to truncate the sum and to compute a mean value of the absolute values of the deviations from the theoretical surface. This approach is valid since that, after a certain rank, the sequence of means will converge toward a finite value. The sum might be truncated by choosing (wisely) a representative sample $S$ of data points which is changing the previous unconstrained optimization problem into

$$
\begin{equation*}
\min \left\{\frac{1}{|S|} \sum_{\mathbf{z}_{i} \in S}\left|\phi\left(\mathbf{z}_{i}\right)\right|:(\theta, \mathbf{t}) \in \mathbb{R}^{6}\right\} \tag{4.17}
\end{equation*}
$$

The goodness of the solution given by the above mathematical problem depends entirely on the "goodness" of the sample $S$. Thankfully, several sampling techniques can be used to help accelerating the minimization procedure by providing smaller, but relevant, samples (see Sub-Section 2.1.3 and [Cochran, 1977]).

### 4.3.4 Registration with Parametric Functions

Consider the case where the theoretical surface is described by a parametric function $\psi$ : $\mathbb{R}^{2} \rightarrow \mathbb{R}^{3}$ and let the compact domain $\Omega \subset \mathbb{R}^{2}$ be such that the image $\psi(\Omega)$ corresponds to the theoretical surface. Furthermore let $\mathscr{P}$ be a set of $p \in \mathbb{N}^{*}$ nodes of a (possibly unstructured) grid of $\Omega$ and let $\mathscr{N}$ be the set of points in $\mathbb{R}^{3}$ that are the images of the elements of $\mathscr{P}$ by $\psi$. Since it is not possible to derive an implicit function $\phi$ from the parametric function $\psi$ in the general case, it is necessary to derive a method for estimating the quantity $\Lambda$ in Equation 4.15. The idea is to make an orthogonal projection of every point $\mathbf{z}_{i}$ onto the theoretical surface and to compute the distance that separates the points from their projections.

Given a point $\mathbf{z} \in \mathbb{R}^{3}$, we determine at first its nearest neighbor $\mathbf{n}_{0} \in \mathscr{N}$. From $\mathbf{n}_{0}$ we obtain a vector of parameters $\mathbf{p}_{0} \in \mathscr{P}$. It is recommend to perform the Nearest Neighbor Search (NNS) using a state partitioning method such as one involving a three dimensional $k d$-tree data structure [Bentley, 1975]. Using this approach, the building time complexity of the $k \mathrm{~d}$-tree (only one occurrence) is in $O(p \log p)$ and the query time complexity during the NNS is in $O(\log p)$. If the grid is coarse, then $\mathbf{n}_{0}$ is a poor estimate of the orthogonal projection of $\mathbf{x}$ onto the theoretical surface. Therefore, it is necessary to build a sequence of $k$ points $\mathbf{n}_{1}, \ldots, \mathbf{n}_{k}$ onto the theoretical surface that converges toward the orthogonal projection.

Let $\mathbf{n}_{i}=\psi\left(\mathbf{p}_{i}\right), i \in \llbracket 1, k \rrbracket$, be an element of that sequence. First, we determine the tangent vectors $\mathbf{r}_{1}=\partial_{1} \psi\left(\mathbf{p}_{i}\right)$ and $\mathbf{r}_{2}=\partial_{2} \psi\left(\mathbf{p}_{i}\right)$ as well as the quantities $v_{1}=\left\langle\mathbf{r}_{1},\left(\mathbf{z}-\mathbf{n}_{i}\right)\right\rangle$ and $v_{2}=\left\langle\mathbf{r}_{2},\left(\mathbf{z}-\mathbf{n}_{i}\right)\right\rangle$ which are the coordinates of $\mathbf{z}-\mathbf{n}_{i}$ in the tangent plane at $\mathbf{n}_{i}$. Here, the parametric function $\psi$ is assumed to be differentiable on $\Omega$ even though it might not be always the case. Thus it is safer to compute approximated vectors $\mathbf{r}_{1}$ and $\mathbf{r}_{2}$ in the general
case using only $\psi$ and not its partial derivatives. The metric tensor

$$
\left(g_{i j}\right)=\left(\begin{array}{cc}
\left\langle\mathbf{r}_{1}, \mathbf{r}_{1}\right\rangle & \left\langle\mathbf{r}_{1}, \mathbf{r}_{2}\right\rangle  \tag{4.18}\\
\left\langle\mathbf{r}_{2}, \mathbf{r}_{1}\right\rangle & \left\langle\mathbf{r}_{2}, \mathbf{r}_{2}\right\rangle
\end{array}\right)
$$

defines the dot product on the tangent plane and provides a way to convert the quantities $v_{1}$ and $\nu_{2}$ into quantities $\pi_{1}$ and $\pi_{2}$ into the parametric space $\Omega$. By computing $\Delta=g_{11} g_{22}-$ $g_{12}^{2}$, we obtain

$$
\begin{equation*}
\pi_{1}=\frac{g_{22} v_{1}-g_{12} v_{2}}{\Delta} \tag{4.19}
\end{equation*}
$$

and

$$
\begin{equation*}
\pi_{2}=\frac{g_{11} v_{2}-g_{12} v_{1}}{\Delta} \tag{4.20}
\end{equation*}
$$

even though $\Delta$ is in practice replaced by $\Delta+\varepsilon$ where $\varepsilon>0$ is a small numerical quantity avoiding possible divisions by zero. Then the next iteration $\mathbf{p}_{i+1}=\mathbf{p}_{i}+\left(\pi_{1}, \pi_{2}\right)$ is computed and the procedure is iterated until the number of iterations $k$ is reached or until $\left\|\left(\pi_{1}, \pi_{2}\right)\right\|$ is below a certain threshold. Once $\mathbf{n}_{k}=\psi\left(\mathbf{p}_{k}\right)$ is computed, we derive its tangent vectors $\mathbf{r}_{1}$ and $\mathbf{r}_{2}$ as well as its unit normal vector

$$
\begin{equation*}
\mathbf{u}=\frac{\mathbf{r}_{1} \times \mathbf{r}_{2}}{\left\|\mathbf{r}_{1} \times \mathbf{r}_{2}\right\|_{2}} \tag{4.21}
\end{equation*}
$$

Then the quantity $|\lambda|=\left|\left\langle\mathbf{u},\left(\mathbf{z}-\mathbf{n}_{k}\right)\right\rangle\right|$, which is the absolute value of the projection of $\mathbf{z}-\mathbf{n}_{k}$ on the normal vector $\mathbf{u}$, replaces the quantity $|\phi(\mathbf{z})|$ which was to be approximated. Algorithm 4.1 implements the projection procedure.

### 4.3.5 Getting the Surface Parameters and Normal Deviations

If the theoretical surface is defined by a parametric function then both a set of parameters and algebraic distances from the theoretical surface are given by the registration procedure. These distances, when paired with parametric coordinates, may reveal a coherent

```
Algorithm 4.1: Projection onto a parametric surface
    Function \([\mathbf{p}, \lambda]=\) SurfaceProjection ( \(\psi_{\mathbf{r}}, \mathbf{p}_{0}, \mathbf{z}\) )
    Data: tolerance \(\varepsilon>0\).
    Input: parametric function \(\psi_{\mathbf{r}}: \mathbb{R}^{2} \rightarrow \mathbb{R}^{3}\), initial parameter \(\mathbf{p}_{0} \in \mathbb{R}^{2}\), vector \(\mathbf{z} \in \mathbb{R}^{3}\).
    Output: parameter \(\mathbf{p}\), altitude from surface \(\lambda\).
    \(\mathbf{p} \leftarrow \mathbf{p}_{0}\)
    repeat
        \(\mathbf{d} \leftarrow \mathbf{z}-\psi_{\mathbf{r}}(\mathbf{p}), \mathbf{r}_{1} \leftarrow \partial_{1} \psi_{\mathbf{r}}(\mathbf{p}), \mathbf{r}_{2} \leftarrow \partial_{2} \psi_{\mathbf{r}}(\mathbf{p})\)
        \(v \leftarrow\left(\left\langle\mathbf{r}_{1}, \mathbf{d}\right\rangle,\left\langle\mathbf{r}_{2}, \mathbf{d}\right\rangle\right), \mathbf{g} \leftarrow\left(\left\|\mathbf{r}_{1}\right\|_{2}^{2},\left\|\mathbf{r}_{2}\right\|_{2}^{2},\left\langle\mathbf{r}_{1}, \mathbf{r}_{2}\right\rangle\right)\)
        \(\boldsymbol{\delta} \leftarrow 1 /\left(g_{1} g_{2}-g_{3}^{2}+\boldsymbol{\varepsilon}\right), \pi_{1} \leftarrow \boldsymbol{\delta}\left(g_{2} v_{1}-g_{3} v_{2}\right), \pi_{2} \leftarrow \boldsymbol{\delta}\left(g_{1} v_{2}-g_{3} v_{1}\right)\)
        \(\mathbf{p} \leftarrow \mathbf{p}+\left(\pi_{1}, \pi_{2}\right)\)
    until \(\|\pi\|_{\infty} \leqslant \varepsilon\)
    \(\mathbf{r}_{1} \leftarrow \partial_{1} \psi_{\mathbf{r}}(\mathbf{p}), \mathbf{r}_{2} \leftarrow \partial_{2} \psi_{\mathbf{r}}(\mathbf{p}), \mathbf{n} \leftarrow \mathbf{r}_{1} \times \mathbf{r}_{2}\)
    \(\lambda \leftarrow\left\langle\mathbf{n},\left(\mathbf{z}-\psi_{\mathbf{r}}(\mathbf{p})\right)\right\rangle /\left(\|\mathbf{n}\|_{2}+\boldsymbol{\varepsilon}\right)\)
    return \((\mathbf{p}, \lambda)\)
```

pattern deformation due to the manufacturing process. Thus, predictive methods such as a nonparametric nonlinear regression analysis with ULMs can determine the underlying deformation rule (or function) and may generalize the shape of the deformations for similar surfaces and manufacturing processes.

In the case an implicit function is given, the gradients of $\phi$ at every transformed point $\mathbf{z}_{i}$ are computed (or approximated) and a line search is performed in order to compute the smallest $\lambda_{i} \in \mathbb{R}$ in absolute value such that the quantity $\left|\phi\left(\mathbf{z}_{i}+\lambda_{i} \nabla \phi\left(\mathbf{z}_{i}\right)\right)\right|$ is minimized. Appropriate derivative-free line searches for this task are the Golden Section Method [Kiefer, 1953] and the closely related Fibonacci Search [Avriel and Wilde, 1966]. Again, the function to be minimized might not be unimodal on $\mathbb{R}$ but it can be so on the search interval, and the starting solution might be close enough to the optimal solution so that one of the line searches will converge toward it. Once the optimal $\bar{\lambda}_{i}$ 's are obtained, we compute the quantities $\bar{\lambda}_{i}\left\|\nabla \phi\left(\mathbf{z}_{i}\right)\right\|_{2}$ which are the algebraic distances from the theoretical surface. The points $\overline{\mathbf{z}}_{i}=\mathbf{z}_{i}+\bar{\lambda}_{i} \nabla \phi\left(\mathbf{z}_{i}\right)$ are all located on the level surface $\left\{\mathbf{z} \in \mathbb{R}^{3}: \phi(\mathbf{z})=0\right\}$ which is, by definition, the nominal surface of the part.

The coordinate system for the points $\overline{\mathbf{z}}_{i}$ can also be changed in order to get rid of a
coordinate irrelevant for the description of the actual position of one point on the theoretical surface. If the surface has three axes of symmetry then spherical coordinates might be more appropriate. If the surface has only one axis of symmetry then cylindrical coordinates could be more suitable, etc. Many orthogonal coordinate systems in three dimensions can be tried in the attempt to reduce the dimensionality of the experimental points. If these basic transformation methods fail, then other more elaborate nonlinear dimensionality reduction methods can be successively tried to cancel one extra dimension. Among these nonlinear methods we find: the Kernel Principal Component Analysis (KPCA) [Diamantaras and Kung, 1996; Schölkopf et al., 1997; Mika et al., 1999]; Principal curves and manifolds [Hastie and Stuetzle, 1989]; Gaussian Process Latent Variable Models (GPLVM) [Tipping and Bishop, 1999]; Locally Linear Embedding (LLE) [Roweis and Saul, 2000]; Autoencoders [Hinton and Salakhutdinov, 2006]; and Self-Organizing Maps (SOM) [Kohonen, 1982, 2001; Kohonen and Mäkisara, 1986].

Alternatively, there exists a computationally intensive method that can associate a pair of parameters $\left(p_{1}, p_{2}\right)$ in $\mathbb{R}^{2}$ to any point $\overline{\mathbf{z}}$ of the level surface $\left\{\mathbf{z} \in \mathbb{R}^{3}: \phi(\mathbf{z})=0\right\}$. Assume that an arbitrary point $\overline{\mathbf{z}}_{0}$ is chosen as the origin. The unit vector

$$
\begin{equation*}
\mathbf{w}=\frac{\nabla \phi\left(\overline{\mathbf{z}}_{0}\right)}{\left\|\nabla \phi\left(\overline{\mathbf{z}}_{0}\right)\right\|_{2}} \tag{4.22}
\end{equation*}
$$

is normal to the level surface and we may choose an arbitrary unit vector $\mathbf{u} \in \mathbb{R}^{3}$ such that $\langle\mathbf{u}, \mathbf{w}\rangle=0$ and then define the unique unit vector $\mathbf{v} \in \mathbb{R}^{3}$ by $\mathbf{v}=\mathbf{w} \times \mathbf{u}$ so we have a unit basis $(\mathbf{u}, \mathbf{v}, \mathbf{w})$ in $\mathbb{R}^{3}$. The parameter $\mathbf{p}_{0} \in \mathbb{R}^{2}$ associated to $\overline{\mathbf{z}}_{0}$ is arbitrarily set equal to $\mathbf{0}$. For any point $\bar{z} \in \mathbb{R}^{3}$ such that $\phi(\overline{\mathbf{z}})=0,\langle\overline{\mathbf{z}}, \mathbf{u}\rangle \neq 0$ and $\langle\overline{\mathbf{z}}, \mathbf{v}\rangle \neq 0$, we define a sequence of $m \geqslant 1$ points $\mathbf{a}_{1}, \ldots, \mathbf{a}_{m}$ such that

$$
\begin{equation*}
\mathbf{a}_{i}=\overline{\mathbf{z}}_{0}+\frac{i}{m+1}\left(\overline{\mathbf{z}}-\overline{\mathbf{z}}_{0}\right), \tag{4.23}
\end{equation*}
$$

for all $i$ in $\llbracket 1, m \rrbracket$. The points $\mathbf{a}_{1}, \ldots, \mathbf{a}_{m}$ belong to the unique line in $\mathbb{R}^{3}$ that goes through $\overline{\mathbf{z}}_{0}$ and $\overline{\mathbf{z}}$. For each $\mathbf{a}_{i}$, we use a line search to find the smallest $\lambda_{i} \in \mathbb{R}$ in absolute value such that the quantity $\left|\phi\left(\mathbf{a}_{i}+\lambda_{i} \nabla \phi\left(\mathbf{a}_{i}\right)\right)\right|$ is minimized. Once the optimal $\bar{\lambda}_{i}$ 's are determined, we compute the points $\overline{\mathbf{a}}_{1}, \ldots, \overline{\mathbf{a}}_{m}$ such that

$$
\begin{equation*}
\overline{\mathbf{a}}_{i}=\mathbf{a}_{i}+\bar{\lambda}_{i} \nabla \phi\left(\mathbf{a}_{i}\right) \tag{4.24}
\end{equation*}
$$

If we use the convention that $\overline{\mathbf{a}}_{0}=\overline{\mathbf{z}}_{0}$ and $\overline{\mathbf{a}}_{m+1}=\overline{\mathbf{z}}$, then we define the parameter $p_{1} \in \mathbb{R}$ associated to $\overline{\mathbf{z}}$ as the linear approximation of the shortest path on the level surface between $\overline{\mathbf{z}}_{0}$ and $\overline{\mathbf{z}}$, i.e.

$$
\begin{equation*}
p_{1}=\frac{1}{\left\|\nabla \phi\left(\overline{\mathbf{z}}_{0}\right)\right\|_{2}} \sum_{i=1}^{m+1}\left\|\overline{\mathbf{a}}_{i}-\overline{\mathbf{a}}_{i-1}\right\|_{2} \tag{4.25}
\end{equation*}
$$

The second parameter $p_{2} \in \mathbb{R}$ is defined as the angle $\theta \in(-\pi, \pi]$ such that

$$
\begin{equation*}
\theta=\operatorname{atan} 2\left(\left\langle\mathbf{v},\left(\overline{\mathbf{a}}_{1}-\overline{\mathbf{a}}_{0}\right)\right\rangle,\left\langle\mathbf{u},\left(\overline{\mathbf{a}}_{1}-\overline{\mathbf{a}}_{0}\right)\right\rangle\right) \tag{4.26}
\end{equation*}
$$

where

$$
\operatorname{atan} 2: \mathbb{R}^{2} \rightarrow \mathbb{R},(y, x) \mapsto \begin{cases}\arctan (y / x) & \text { if } x>0  \tag{4.27}\\ \pi+\arctan (y / x) & \text { if } x<0, y \geqslant 0 \\ -\pi+\arctan (y / x) & \text { if } x<0, y<0 \\ \pi / 2 & \text { if } x=0, y>0 \\ -\pi / 2 & \text { if } x=0, y<0 \\ \text { undefined } & \text { if } x=0, y=0\end{cases}
$$

### 4.3.6 Determination of the Features of Solids

Some particular surfaces can be defined with respect to predetermined parameters. For example, a torus with tube radius $r \in \mathbb{R}_{+}^{*}$ and distance from the center of the tube to the
origin $R \in(0, r)$ can be defined with a parametric function

$$
\psi:(u, v) \in \Omega \mapsto\left(\begin{array}{c}
(R+r \cos v) \cos u  \tag{4.28}\\
(R+r \cos v) \sin u \\
r \sin v
\end{array}\right) \in \mathbb{R}^{3},
$$

where $\Omega=[0,2 \pi] \times[0,2 \pi] \subset \mathbb{R}^{2}$, or it can be defined with an implicit function

$$
\begin{equation*}
\phi:(x, y, z) \in \mathbb{R}^{3} \mapsto\left(R-\sqrt{x^{2}+y^{2}}\right)^{2}+z^{2}-r^{2} \in \mathbb{R} \tag{4.29}
\end{equation*}
$$

Here, the predetermined parameters of the torus are $r$ and $R$ and, even though they are presumed to be initially known, the manufactured solid may have slightly different values for $r$ and $R$, on top of having unavoidable mechanical deformations on its surface. Thus, it is necessary to determined approximated values of these parameters before deriving the algebraic distances mentioned in the previous subsection. To do so the whole alignment methodology described in Sub-Sections 4.3 .3 and 4.3 .4 will now be considered as sub-step of an optimization procedure.

Consider an implicit function $\phi(\mathbf{r}, \cdot)$ parameterized by $\mathbf{r} \in \mathbb{R}^{p}$ and let $F$ be a functional such that

$$
\begin{equation*}
F(\phi)(\mathbf{r})=\min \left\{\sum_{i=1}^{\ell}\left|\phi\left(\mathbf{r}, \mathbf{z}_{i}\right)\right|:(\theta, \mathbf{t}) \in \mathbb{R}^{6}\right\} . \tag{4.30}
\end{equation*}
$$

Then the optimal vector of parameters $\overline{\mathbf{r}} \in \mathbb{R}^{p}$ is obtained by solving the following minimization problem

$$
\begin{equation*}
\min \left\{F(\phi)(\mathbf{r}): \mathbf{r} \in \mathbb{R}^{p}\right\} . \tag{4.31}
\end{equation*}
$$

If we assume that the objective function $F(\phi)$ is convex on the search domain, then traditional multidimensional convex minimization methods can be used. For example, the Simplex Search mentioned in Sub-Section 4.3 .3 fits perfectly this task. If the theoretical surface is parameterized by a single parameter, then a simple line search like the Golden

Section Method or the Fibonacci Search can be performed instead. If the theoretical surface is defined by a parametric function $\psi(\mathbf{r}, \cdot)$ parameterized by $\mathbf{r} \in \mathbb{R}^{p}$ then the objective function is modified according to the methodology introduced in Sub-Section 4.3.4.

### 4.4 Nonlinear Regression and Minimum Zone Estimation with ULMs

At the end of Section 4.3, all coordinate measurements $\mathbf{x}_{1}, \ldots, \mathbf{x}_{\ell}$ in $\mathbb{R}^{3}$ are assumed to be reduced into pairs $\left(\mathbf{p}_{1}, \lambda_{1}\right), \ldots,\left(\mathbf{p}_{\ell}, \lambda_{\ell}\right)$ in $\Omega \times \mathbb{R}$ where $\Omega$ is a compact subset of $\mathbb{R}^{2}$. The vectors $\mathbf{p}_{1}, \ldots, \mathbf{p}_{\ell}$ are parametric coordinates (observations) associated to altitudes $\lambda_{1}, \ldots, \lambda_{\ell}$ (targets).

The aim is to find a deformation pattern $f: \mathbb{R}^{2} \rightarrow \mathbb{R}$ that links observations to targets and this problem perfectly fits the task ULMs have been created for. By selecting an appropriate kernel for numerical data (see Sub-Section 2.2.4), we can repeatedly test and validate models for the deformation pattern (see Sub-Section 2.4.3). Once the best model has been validated, we have a pattern estimate $\hat{f}: \Omega \mapsto \mathbb{R}$ that fits the data with a tolerance $\varepsilon_{\alpha}>0$ at a confidence level $\alpha \in(0,1)$. In other words, we have

$$
\begin{equation*}
|\hat{f}(\mathbf{p})-\lambda| \leqslant \varepsilon_{\alpha} \tag{4.32}
\end{equation*}
$$

for a tolerance $\varepsilon_{\alpha}>0$ defined by an arbitrary $\alpha \in(0,1)$, and for all $\mathbf{p} \in \Omega$ and their associated deformation altitudes $\lambda \in \mathbb{R}$ (which are unknown almost everywhere since we only have pointwise measurements). Consequently, the size $M_{\alpha}$ of the minimum zone, with confidence level $\alpha \in(0,1)$, is defined as:

$$
\begin{equation*}
M_{\alpha}=\max \{\hat{f}(\mathbf{p}): \mathbf{p} \in \Omega\}-\min \{\hat{f}(\mathbf{p}): \mathbf{p} \in \Omega\}+2 \varepsilon_{\alpha} . \tag{4.33}
\end{equation*}
$$

The optimization of $\hat{f}$ has to be done, or exhaustively around the extrema, or by using an optimization meta-heuristic due to the fact that $\hat{f}$ is never convex in the general
case. Meta-heuristics can involve: genetic algorithms [Holland, 1975], simulated annealing [Kirkpatrick et al., 1983; Černý, 1985], tabu search [Glover, 1989, 1990], ant colony optimization [Dorigo, 1992], particle swarm optimization [Kennedy and Eberhart, 1995], etc.

### 4.5 Applications

The processing of contact point measurements was made with a DELL Precision Workstation 530 equipped with two 2.4 GHz Intel Xeon processors and 2 GiB of RAM. ULMs and registration codes were developed under MATLAB 7.4. Surfaces were inspected with a Brown \& Sharpe MicroVal PFx ${ }^{\text {TM }} 454$ CMM equipped with a touch trigger probe head. This CMM has a linear displacement accuracy of $5.1 \mu \mathrm{~m}$ along each axis and a measurement repeatability of $3.8 \mu \mathrm{~m}$. The touch trigger probe head is a Renishaw PH9/PH10 manual probe head capable of holding M2 and M3 styli. The Renishaw M2 stylus ref. A-5003-0577 was used throughout all the experiments. It has a $\varnothing 0.7 \mathrm{~mm}$ ruby ball, a $\varnothing 0.5$ $\mathrm{mm} \times 20 \mathrm{~mm}$ tungsten carbide stem and a mass of 0.32 g .

Different parts were manufactured: face-milled plates, an half cylinder, an half sphere, an half torus and a cone. The parts were probed by the CMM and the contact points were registered according to the method described in Section 4.3. During the registration procedure, the actual parameters of the nominal surfaces (sphere diameter, cylinder diameter, etc.) were successfully obtained. Once contact points were correctly registered, ULMs were used to recover deformation patterns on the surface of each part and the minimum zones were computed according to the approach discussed in Section 4.4.

### 4.5.1 Half Cylinder Deformations

One half cylinder was produced using an end milling operation that used the following cutting parameters:

- Workpiece: Aluminum 7075-T6, $\varnothing 76.2 \mathrm{~mm}, 34.29 \mathrm{~mm}$ length.
- Tool: $\varnothing 12.7$ mm ball nose end mill with a High Speed Steel (HSS) cutter.
- Machining conditions: step over $=0.635 \mathrm{~mm}$.

This half cylinder was inspected with a M2 stylus ref. A-5003-0577 using an uniform grid mesh of 630 contact points. Figure 4.4 shows the longitudinal deformations after realignment and determination of the actual diameter of the part.


Figure 4.4: Longitudinal deformations of the half cylinder.

The final kernel used for the regression the deformation shape is a Gaussian RBF kernel with parameter $\sigma$ set equal to 5.17. No significant vertical deformations were found, and the deformation form in Figure 4.4 is represented with respect to the coordinate angle $\theta \in$ $[0, \pi]$. The actual diameter of the part was found to be slightly greater than desired one of 6
$\mu \mathrm{m}$. The minimum zone is estimated to be $35 \mu \mathrm{~m}$. The longitudinal wave can be interpreted by the movement of the cutter during the machining process where the cutter moves linearly between reference points that belong to the ideal shape. The real trajectory of the cutter is therefore a chain of small linear trajectories that closely matches the ideal cylindrical form (piecewise approximation) resulting in a wave pattern when being projected on Figure 4.4.

### 4.5.2 Half Sphere Deformations

One half $\varnothing 63.5 \mathrm{~mm}$ sphere was manufactured and inspected with a sample of 256 contact points following a Hammersley distribution. A M2 stylus ref. A-5003-0577 was used for recording the measurements. After re-alignment the actual diameter of the half sphere was found to be $378 \mu \mathrm{~m}$ larger than the one desired and the minimum zone was estimated to be $70 \mu \mathrm{~m}$. The interpolated deformation form is shown in Figure 4.5 and it displays the deformation according to the coordinate system represented on the left side on the figure.


Figure 4.5: Deformations of the half sphere.

The final kernel used for the interpolation of the deformation shape is a Gaussian RBF kernel with parameter $\sigma$ set equal to 6.30 . Deformations were significant with respect to a single parameter, namely the latitude $\phi \in[0, \pi / 2]$ of the contact point. Deviations from the nominal surface appear to occur at places where the angle between the cutter and the
contact surface is important like the top and the base of the half sphere.

### 4.5.3 Half Torus Deformations

One $\varnothing 63.5 \mathrm{~mm}$ half torus of tube diameter 38.1 mm and was manufactured and inspected with a sample of 256 contact points following a Hammersley distribution. A M2 stylus ref. A-5003-0577 was used for recording the measurements. After registration, the actual diameter of the half torus was found to be $92 \mu \mathrm{~m}$ larger than the one desired and the tube diameter $68 \mu \mathrm{~m}$ smaller than expected. The minimum zone was estimated to be $150 \mu \mathrm{~m}$ with the largest deviations being inside the torus hole. The interpolated deformation form is shown in Figure 4.6 and it shows the deformations according to the coordinate system represented on the left side of the figure.


Figure 4.6: Deformations of the half torus.

The final kernel used for the interpolation of the deformation shape is a Gaussian RBF kernel with parameter $\sigma$ set equal to 5.73 . Deformations were significant with respect to a single parameter, namely the latitude $\phi \in[0, \pi]$ of the contact point. Deviations from the nominal surface, just like for the half sphere, appear to occur at places where the angle between the cutter and the contact surface is important like the inside hole of the torus.

### 4.5.4 Cone Deformations

One 63.5 mm high aluminum cone with a $\varnothing 76.2 \mathrm{~mm}$ base was manufactured using a taper turning process and it was inspected with samples of 8,64 , and 256 data points. The surface contact point were sampled using a Hammersley distribution and recorded with a M2 stylus ref. A-5003-0577. After registration, the actual aperture of the cone was found to be $0.899^{\circ}$ smaller than the one desired. The minimum zone was estimated to be $230 \mu \mathrm{~m}$ with the largest deviations being a the tip of the cone. The interpolated deformation form is shown in Figure 4.7 and it shows the deformations according to the coordinate system represented on the left side of the figure.


Figure 4.7: Deformations of the cone.

The final kernel used for the regression the deformation shape is a Gaussian RBF kernel with parameter $\sigma$ set equal to 25.15 . Deformations were significant with respect to the two parameters describing the cone surface, namely the latitude $\phi \in[0,2 \pi]$ and the distance from the tip. Extreme deviations from the nominal surface appear where the amount of matter pressing against the cutting tool is minimal. It makes the tip of the cone appear like
a chunk of matter is missing on one side or has been pushed on the other side.

### 4.5.5 Face-Milled Plates Deformations

Two batches of four and five face-milled plates were produced for this experimentation. The cutting parameters for the plates are as follows:

- Workpiece: Aluminum 6061-T6, $101.6 \mathrm{~mm} \times 101.6 \mathrm{~mm} \times 12.7 \mathrm{~mm}$.
- Tool: $\varnothing 76.2 \mathrm{~mm}$ cutter, 7 inserts with carbide coating.
- Machining conditions: coolant, cutter speed $=750 \mathrm{rpm}$, step depth $=0.254 \mathrm{~mm}$, cutting feed $=25.4 \mathrm{~mm} / \mathrm{s}$ (first batch) and $29.6 \mathrm{~mm} / \mathrm{s}$ (second batch).

The plates were labeled from 1-1 to 1-4 for the first batch, and from 2-1 to 2-5 for the second batch. The plates were visually inspected before being measured and plates 1-1 and 1-2 were discarded due to faulty machining. The probe-type CMM did not produce significant quantities of measurements in a short period of time, thus the data sets rarely exceed 300 points and the computational times are extremely small. The contact points were chosen such as they form a uniform mesh on the surface of the plates to maximize the surface information on the whole plate. Hence, the CMM traced a zig-zag pattern at a fast pace when taking measurements. This relatively speedy measurements allowed for different mesh densities to be tested for the same plates. The results on different meshes were compared to verify the integrity of the registration of surface model validation procedures.

A test run was made on plate 2-2 with a total of 293 measurements. The parameter $\sigma$ of the Gaussian RBF kernel, as well as the parameters of surface model were tuned until the residuals were small enough and deemed to be random and uncorrelated. Results of the ULM-based nonlinear regressions can be seen in Figure 4.8 where the deviation surface has the shape of a saddle.

All the plates that were inspected have similar deformation surfaces. These surfaces are saddle-shaped with the "valley" part oriented along the direction of the cutter pass. Addi-

Plate 2-2: deviation surface and measurements


Figure 4.8: Deformations of plate 2-2.
tional tests on plates manufactured with different processes will confirm if it is a general behavior or if it is an artifact produced by the particular machining conditions. If the shape is found to be general, then it will be a precious hint for inspecting the plates with optimized meshes since, on a saddle, the extrema are located on the sides.

On seven plates, four were inspected with different meshes. Using the minimum zone formulation of Section 4.4, the estimates $M_{\alpha}$, with $\alpha=0.99$, of the minimum zones of the tested plates are shown in Table 4.1.

Table 4.1: Minimum zones of four face-milled plates.

| Plate reference | Number of points | Minimum zone |
| :---: | :---: | :---: |
| $1-3$ | 348 | $57.9 \mu \mathrm{~m}$ |
| $1-4$ | 81 | $18.3 \mu \mathrm{~m}$ |
| $2-2$ | 293 | $166.9 \mu \mathrm{~m}$ |
| $2-3$ | 64 | $19.3 \mu \mathrm{~m}$ |

The minimum zones for plates 1-4 and 2-3 were consistent with their visual aspect. Their surfaces appeared to be smooth and better finished, and their minimum zones were estimated to be 2.4 times bigger than the accuracy of the CMM probe. At this scale, the impact of artifacts are not negligible with regard to the deformations of the surface as it is illustrated in Figure 4.9.

Plate 2-3: deviation surface and measurements


Figure 4.9: Deformations of plate 2-3.

The artifacts of plate 2-3 were generated by random perturbations (vibrations, etc..) and they do not represent actual deformations of the surface. The choice of a Gaussian RBF kernel was an important factor to the robustness of the surface model and it gave consistent results during the validation procedure. This show that carefully selected models can handle noisy observations at scales which are few times larger than the probe accuracy.

Different meshes were also tested on the same plates to assess the consistency of the chosen models. Tests performed on plate 1-3 are reproduced in Table 4.2. They indicate the estimated minimum zones (second column) with respect to the number of nodes of the
mesh (first column).
Table 4.2: Minimum zones against the number of nodes of a mesh.

| Number of points | Minimum zone |
| :---: | :---: |
| 36 | $58.7 \mu \mathrm{~m}$ |
| 64 | $61.2 \mu \mathrm{~m}$ |
| 81 | $56.4 \mu \mathrm{~m}$ |
| 138 | $61.0 \mu \mathrm{~m}$ |
| 174 | $60.2 \mu \mathrm{~m}$ |
| 202 | $61.7 \mu \mathrm{~m}$ |
| 219 | $58.4 \mu \mathrm{~m}$ |
| 283 | $58.4 \mu \mathrm{~m}$ |
| 348 | $57.9 \mu \mathrm{~m}$ |

No significant effects were found between the density of the mesh and the estimated minimum zones for the four tested plates. All the meshes had similar estimated minimum zones regardless of the number of nodes of the mesh (all experiments were made with meshes of at least 36 nodes). Thus, if this behavior is found to be general, then relatively small uniform meshes could be used for the flatness inspection of face-milled plates since such meshes reduce time-induced errors during measurements.

Finally, in order to test the robustness to perturbations of the Gaussian RBF kernel, measurements were made on a $76.2 \mathrm{~mm} \times 76.2 \mathrm{~mm}$ portion of an optical flat ( $\varnothing 127 \mathrm{~mm}$ Lapmaster optical flat) for which the accuracy is certified to $\frac{1}{10}$-th light band. This accuracy is much higher than the probe accuracy of the CMM (which is $\pm 9 \mu \mathrm{~m}$ on the position of a particular point along each axis), hence deviations from the nominal plane obtained by ULMs are only artifacts and not actual deviations. If the approach is robust to artifacts, then the interpolated deformation surface should be a plane passing by the coordinate origin and parallel to the canonical $x O y$ plane.

The deformation surface shown in Figure 4.10 appears to be completely flat and contained within a cloud of artifacts. Additional numerical tests showed it to be true. This test seems to confirm the immunity of the surface model against random variations.


Figure 4.10: Deformations of the Lapmaster optical flat.

## Chapter 5

## State Forecasts of a Weather System

### 5.1 Introduction, Context and Aims

Kalman Filters (KF) have been traditional approaches to data assimilation in the geosciences for the past few decades [Kalman and Bucy, 1961]. KFs have been constantly improved to better fit their application requirements and circumvent their implementation issues. Nevertheless, these approaches were never able to overcome their unrealistic assumptions (e.g. linearity, multivariate normality, prior knowledge of the model, error covariances properties, etc.), and their scalability issues when handling large sets of data. The inability to efficiently process large amounts of data is a significant drawback of KFs since, at any instant, huge sets of data are always available in geosciences. Furthermore, the size of the data to be processed is growing at an ever-increasing rate. Therefore, the data processing technology should be rendered capable of analyzing the huge amounts of information to come. Fortunately, the rapid discovery of patterns within data can be done with a clever use of state-of-the-science supervised machine learning techniques such as ULMs.

The analysis of weather systems require a framework capable to assimilate temporal patterns in vector fields outputs and make accurate predictions regarding the future states of these fields. The assimilation part of the analysis of vector fields also requires the ability to remove noise within observations and to properly guess state trajectories, even with a partial lack of knowledge on the way data were generated. This lead to consider several objectives for ULM-based techniques for weather system analysis:

- develop robust near real-time procedures based on ULMs to assimilate state trajectories of the weather systems;
- provide fast "zero-knowledge" prediction schemes as helping tools for traditional, but computationally intensive, techniques such as KFs.
- exploit geometric characteristics of observation sets to thin data and make assimilation procedures scalable (see Sub-Section 2.1.3);
- automate model validation procedures in a weather system context.

While some objectives will be the subject of future work, the first two points of the list have been investigated in this dissertation. The ULM-based robust assimilation procedure is described in Sub-Section 5.2.1 and the "zero-knowledge" predictive analysis in SubSection 5.2.2. Additionally, simulations were run on simplified weather models: the Lorenz 96 model (Section 5.3), and the Quasi-Geostrophic model (Section 5.4).

### 5.2 Assimilation and State Predictions

### 5.2.1 Assimilation using ULMs

Consider an FCD system represented by the 5 -tuple ( $T, U, x, f, g$ ) (see Chapter C). The domain $T$ of the system is $\left(t_{0}, t_{\infty}\right)$ and the input space $U$ is the set of all constant functions over $T$ with values in $\Omega$, where $\Omega$ is a compact domain of $\mathbb{R}^{m}$, with $1 \leqslant m \leqslant 3$. In other words, for all $t \in\left(t_{0}, t_{\infty}\right)$, we have $u(t)=\mathbf{u} \in \Omega \subset \mathbb{R}^{m}$. The state function $x: T \rightarrow \mathbb{R}^{n}$ is such that

$$
\begin{equation*}
\mathrm{d} x(t)=f(x(t), \mathbf{u}, t) \tag{5.1}
\end{equation*}
$$

where $f$ is continuously differentiable. The output function $g$ is defined over $\mathbb{R}^{n} \times \Omega \times T$ with values in $\mathbb{R}^{p}$.

Given a location $\mathbf{u} \in \Omega$, we assume that there exists $\ell$ increasing observation instants $t_{1}<t_{2}<\ldots<t_{\ell}$ in $T$ such that we have $\ell$ targets outputs $\mathbf{y}_{1}, \ldots, \mathbf{y}_{\ell}$ in $\mathbb{R}^{p}$ defined by

$$
\begin{equation*}
\mathbf{y}_{i}=g\left(x\left(t_{i}\right), \mathbf{u}, t_{i}\right), \tag{5.2}
\end{equation*}
$$

for all $i \in \llbracket 1, \ell \rrbracket$. Without loss of generality, the output function $g$ is deemed to be known such that it is possible to identify its outputs with the system states. Namely, we have $p=n$ and

$$
\begin{equation*}
\mathbf{y}_{i}=x\left(t_{i-1}\right)+\int_{t_{i-1}}^{t_{i}} f(x(t), \mathbf{u}, t) d t+\varepsilon_{i}=x\left(t_{i}\right)+\varepsilon_{i} \tag{5.3}
\end{equation*}
$$

where $\varepsilon_{i} \in \mathbb{R}^{n}$ is an unknown perturbation. The state-transition function $f$ is deemed unknown (unlike in the KF framework) and it is not to be recovered by ULM-based approaches. However, ULM-based robust regression approaches are used in this context to estimate $n$ functions $\hat{F}_{1}, \ldots, \hat{F}_{n}$ such that

$$
\begin{equation*}
\left|\left(\mathbf{y}_{i}\right)_{j}-\hat{F}_{j}\left(t_{i}\right)\right| \leqslant\left(\varepsilon_{i}\right)_{j} \tag{5.4}
\end{equation*}
$$

for all $(i, j) \in \llbracket 1, \ell \rrbracket \times \llbracket 1, n \rrbracket$. In fact, ULM-based approaches are used to recover the functions $\hat{F}_{1}, \ldots, \hat{F}_{n}$ at a given location $\mathbf{u} \in \Omega$ such that

$$
\begin{equation*}
\left|(\mathbf{y})_{j}-\hat{F}_{j}(t)\right| \leqslant(\varepsilon)_{j}, \tag{5.5}
\end{equation*}
$$

for all $t \in\left[t_{1}, t_{\ell}\right]$ and $j \in \llbracket 1, n \rrbracket$ where $\varepsilon$ is an arbitrary perturbation dependent of a certain confidence level. Naturally, this approach is valid if we consider weather system to be non-Markovian since ULMs are searching for dependencies between states taken at the same location but at different times. This assimilation step is then repeated for all discrete locations $\mathbf{u}_{1}, \ldots, \mathbf{u}_{q}$ in $\Omega$. The results of this analysis by ULM-based regression techniques are smooth interpolated state trajectories at each discrete location of a compact domain in
$\mathbb{R}^{m}$, with $1 \leqslant m \leqslant 3$.

### 5.2.2 Predictive Analysis

The predictive analysis attempts to give correct estimates of the system states $x(t)$ for $t \in\left(t_{\ell}, t_{\infty}\right)$ and for all possible locations in $\Omega$. Unfortunately, this step cannot be done with great accuracy if the state-transition function $f$ is unknown. Furthermore, attempts to estimate $f$ would require to recover state trajectories at a fairly large number of different locations in the domain $\Omega$, and assume that perturbations were all successfully removed during the assimilation step. Additionally, the upper bounds on the generalization errors of the estimates of the state trajectories $\hat{F}_{1}, \ldots, \hat{F}_{n}$ increase drastically as the time $t$ moves away from $t_{\ell}$ (see Sub-Section 2.3.4). Hence, $\hat{F}_{1}(t), \ldots, \hat{F}_{n}(t)$, with $t \in\left(t_{\ell}, t_{\infty}\right)$, are not necessarily good estimates of the future system states, excepted when $t$ is "close" to $t_{\ell}$.

Hence, there are two possible ways to extrapolate the state trajectories of a weather system at a location $\mathbf{u} \in \Omega$ when the time $t$ is in the neighborhood of $t_{\ell}$ :

- Compute the estimates $\hat{F}_{1}(t), \ldots, \hat{F}_{n}(t)$ for $t>t_{\ell}$.
- Compute a polynomial extrapolation.

The polynomial extrapolation is an extrapolation method that attempts to alleviate the generalization error of the state trajectories estimates outside the time domain $\left[t_{1}, t_{\ell}\right]$. To perform such an extrapolation, we choose a time window $\left[t_{\ell}-\delta t, t_{\ell}\right]$ of size $\delta t>0$ in which $q \geqslant 2$ Chebyshev nodes ${ }^{1} \tilde{t}_{1}, \ldots, \tilde{t}_{q}$ are computed. Then, for all $(i, j) \in \llbracket 1, q \rrbracket \times \llbracket 1, n \rrbracket$, we compute the outputs

$$
\begin{equation*}
\left(\tilde{\mathbf{y}}_{i}\right)_{j}=\hat{F}_{j}\left(\tilde{t}_{i}\right) . \tag{5.6}
\end{equation*}
$$

[^1]Then, for all $j \in \llbracket 1, n \rrbracket$, the pairs $\left(\tilde{t}_{1},\left(\tilde{\mathbf{y}}_{1}\right)_{j}\right), \ldots,\left(\tilde{t}_{q},\left(\tilde{\mathbf{y}}_{q}\right)_{j}\right)$ are used to compute the $j$-th Lagrange polynomial $L_{j}$ defined by

$$
\begin{equation*}
L_{j}(t)=\sum_{i=1}^{q}\left(\left(\tilde{\mathbf{y}}_{i}\right)_{j} \prod_{\substack{k=1 \\ k \neq i}}^{q} \frac{t-t_{k}}{t_{i}-t_{k}}\right) . \tag{5.7}
\end{equation*}
$$

The state estimates for $t>t_{\ell}$ are then given by $L_{1}(t), \ldots, L_{n}(t)$.

### 5.2.3 Summary

The assimilation and prediction of the states of a weather system is accomplished as follows (see Figure 5.1):

1. One location $\mathbf{u}$ in the domain $\Omega$ is selected. This location is usually the position of a node on a grid in $\mathbb{R}^{2}$ or $\mathbb{R}^{3}$.
2. There are $n$ feature for the state of the system at the location $\mathbf{u}$. Hence, the $j$-th feature, with $j \in \llbracket 1, n \rrbracket$, is selected.
3. For the specific feature that was selected, we collect $q$ observations $\left(\tilde{t}_{1},\left(\tilde{\mathbf{y}}_{1}\right)_{j}\right), \ldots$, $\left(\tilde{t}_{q},\left(\tilde{\mathbf{y}}_{q}\right)_{j}\right)$ which will be used during the assimilation step.
4. An ULM-based robust regression approach (see Sub-Section 3.3.3) assimilate the past $q$ observations of the $j$-th feature of the system state at location $\mathbf{u}$.
5. A polynomial extrapolation estimate the future values $L_{1}(t)$ to $L_{n}(t)$, with $t>t_{\ell}$, of the $j$-th feature of the system state at location $\mathbf{u}$ (see Sub-Section 5.2.2).
6. The next state feature is selected and the procedure loops back to point 2 . If no feature is left then the procedure continues to point 6 .
7. The next location on the grid is selected and the procedure loops back to point 1 . If no nodes are left on the grid then the procedure stops.


Figure 5.1: Simplified outline of the ULM-based assimilation scheme combined with a polynomial predictive analysis.

### 5.3 Lorenz 96 Model

The Lorenz 96 model is representing the values of atmospheric quantities at discrete locations spaced equally on a latitude circle (i.e. it is a 1-D problem). The system state at the $i$-th location on the latitude circle is noted by $x_{i} \in \mathbb{R}$, with $i \in \llbracket 1, l \rrbracket$. The state transition model at a location $i$ on the latitude circle is

$$
\begin{equation*}
\mathrm{d} x_{i}=\underbrace{\left(x_{i+1}-x_{i-2}\right) x_{i-1}}_{\text {advection }} \underbrace{-x_{i}}_{\text {dissipation }}+\underbrace{F}_{\text {external forcing }} \tag{5.8}
\end{equation*}
$$

for all $i \in \llbracket 1, l \rrbracket$ with the convention that $x_{0}=x_{l}$ and $x_{l+1}=x_{1}$. The states represent an unspecified scalar meteorological quantity, e.g. "vorticity or temperature" [Lorenz and Emanuel, 1998]. This model was introduced in order to select which locations on a latitude circle are the most effective in improving weather assimilation and forecasts.

The observations for this example where generated with a Gaussian perturbation with a variance of one (of the order of $10 \%$ noise) and the external forcing was set to the strongly supercritical value of eight. The results were obtained on a model with 40 locations on
the latitude circle and the time step for integrating Equation 5.8 was set to $\mathrm{d} t=0.01$. The assimilation results obtained with a Gaussian RBF kernel are shown in Figure 5.2.


Figure 5.2: Assimilation results for the Lorenz 96 model. The left plot shows the observations before assimilation (the noise component has a variance equal to 1 ). The right plot shows the assimilated states. The analysis of the residuals between assimilated states and the true field have an average RMSD equal to $1 / 2$.

The average RMSD between assimilated states and the true field illustrates the problem of using an ULM-based approach with a model that is Markovian by design. The RMSD that was obtained is just half the value of the variance of the Gaussian perturbation, which is still a good result when it is considered that the model is chaotic by nature and that the state transition function of Equation 5.8 was first ignored and then guessed from scratch by the ULM-based approach. Nevertheless, actual weather systems are typically non-Markovian which is a factor mitigating such an high RMSD on the assimilated states.

In our framework, the ULM-based approach used for assimilation is only the step that pre-process observations for making predictions on the future system states. While this approach alone is not particularly remarkable on Markovian processes, it actually shows more potential when combined with the polynomial extrapolation discussed in Sub-Section 5.2.2. The results of the chosen approach for state forecasting is shown in Figure 5.3 where
the RMSD of the forecasts of the polynomial extrapolation are compared to the RMSDs of the forecasts obtained by the Ensemble Kalman Filter (EnKF).


Figure 5.3: Evolution of the Root Mean Square Deviations (RMSDs) between the forecasts and the truth for the Lorenz 96 model. Comparisons are made between the EnKF with a different number of ensembles and the forecasts obtained after assimilation with the kernel approach.

The average RMSD of the forecasts for the machine learning approach is 0.8 while this number is 0.4 for the EnKF with 100 ensembles [Evensen, 1994]. The polynomial extrapolation is twice less accurate than the EnKF with 100 ensembles but it requires far less computational resources (100 ensembles are never used to model real-life weather systems since it would require more computational power than what is currently available. The "usual" number of ensemble is at most 20). The RMSDs of the ENKF with 20 ensembles keep growing from 2.5 to 6 after 500 steps which shows that the forecasts obtained with such a number of ensembles are completely irrelevant (an average error of 6 units on the forecasts represents a deviation of $50 \%$ from the true field).

Forecasts results show that, despite the chaotic behavior of the Lorenz 96 model and the relatively high observational error, the ULM-based assimilation scheme was able to correctly approximate the true states and, hence, provide good assimilation for viable forecasts. It also demonstrates that the EnKF needs a high number of ensembles, much higher
than commonly used in meteorological applications, to provide reliable forecasts. Such a large number of ensembles increases computational time that could be detrimental for an online system.

### 5.4 Quasi-Geostrophic Model

The Quasi-Geostrophic (QG) model is a 2-D atmospheric dynamical model involving an approximation of actual winds $\mathbf{v} \in \mathbb{R}^{2}$ which is used in the analysis of large scale extratropical weather systems. System states are scalar quantities representing the air flow, namely the geopotential field $\phi$. Horizontal winds $\mathbf{v}=\mathbf{v}_{g}+\mathbf{v}_{a}$ are replaced by their geostrophic ${ }^{2}$ values $\mathbf{v}_{g}$ in the horizontal acceleration terms of the momentum equations (the term $\mathbf{v}_{a}$ represents the ageostrophic winds), and the horizontal advection in the thermodynamic equation is approximated by geostrophic advection. However, for practical forecasting purposes, the horizontal momentum equation is typically replaced by the vorticity equation in the quasi-geostrophic model where the geostrophic vorticity $\zeta_{g}$ is equal to $\Delta \phi / f_{0}$ (the quantity $f_{0}$ is the Coriolis force). Furthermore, vertical advection of momentum is neglected. The quasi-geostrophic equations are:

$$
\begin{align*}
& \mathbf{v}_{g}=\frac{\mathbf{k} \times \nabla \phi}{f_{0}}  \tag{5.9}\\
& \partial_{t} \zeta_{g}=-\mathbf{v}_{g} \cdot \nabla\left(\zeta_{g}+f_{0}+\beta y\right)+f_{0} \partial_{p} \omega  \tag{5.10}\\
& \operatorname{div} \mathbf{v}_{a}+\partial_{p} \omega=0  \tag{5.11}\\
& \left(\partial_{t}+\mathbf{v}_{g} \cdot \nabla\right)\left(-\partial_{p} \phi\right)-\sigma \omega=\frac{\kappa J}{p} \tag{5.12}
\end{align*}
$$

The system variables are the geopotential field $\phi$, the geostrophic wind $\mathbf{v}_{g}$, the ageostrophic wind $\mathbf{v}_{a}$ and the pressure change following the motion $\omega$. These variables are all dependent and the system states can be expressed solely on the geopotential field $\phi$. All the other

[^2]terms in Equations 5.9 to 5.12 are constants in which we have:

- The vector normal to the surface $\mathbf{k}$;
- The time $t$;
- The pressure $p$;
- The rate of heating per unit of mass $J=0.01 \mathrm{~J} \cdot \mathrm{~kg}^{-1} \cdot \mathrm{~s}^{-1}$;
- The advection term $\sigma=4 \cdot 10^{-5} \mathrm{~m}^{2} \cdot \mathrm{~Pa}^{-2} \cdot \mathrm{~s}^{-2}$;
- The coefficient $\beta=2 \cdot 10^{-7} \mathrm{~m}^{-1}$;
- The ratio $\kappa=R / c_{p}$ where $R$ is the specific gas constant of the air $\left(287.058 \mathrm{~J} \cdot \mathrm{~kg}^{-1}\right.$. $\mathrm{K}^{-1}$ ) and $c_{p}$ is the specific heat capacity of the air ( $1003.5 \mathrm{~J} \cdot \mathrm{~kg}^{-1} \cdot \mathrm{~K}^{-1}$ ). It follows that $\kappa$ is a dimensionless number equal to 0.286 ;

Equation 5.9 is the definition of the geostrophic wind $\mathbf{v}_{g}$; Equation 5.10 is the vorticity equation; Equation 5.11 is the continuity equation; and Equation 5.12 is the thermodynamic energy equation. This system of equations is the quasi-geostrophic model that is used in the numerical experiments of this section where geopotential fields are assimilated then predicted with machine learning based approaches.

For the experiments, the atmosphere has a single level in the vertical and was represented by a $33 \times 33$ square grid where each system state is located on a node of that grid. Observations were generated with a Gaussian noise of variance equal to 1 and the time step for integration was set to 5 .

Experiments with the ULM-based assimilation technique shows that the average RMSD between assimilated states and the true field was 2.25 which is an excellent value overall. The left plot on Figure 5.4 illustrates the performances of the assimilation step at one specific location on the 2-D grid. The assimilated state curve closely matched the true state



Figure 5.4: Illustration of the robustness of the ULM-based assimilation approach (left plot) and accuracy of the polynomial extrapolation (right plot). The stream of observed states for the QG model was located on the point $(10,3)$ of a 33 by 33 grid was captured.
curve despite the high noise and the absence of knowledge about the state transition function of this system. The computational time required to interpolate the state trajectory of Figure 5.4 was only a fraction of the time needed by the EnKF method during the assimilation step.

The right plot on Figure 5.4 shows how the polynomial extrapolation technique behaves with respect to a classic EnKF approach. The smoothing capabilities of the assimilation step paved the way to the extrapolation approach by giving the guarantee that the assimilated state curve was following the trend of the true field and was not significantly influenced by the noise. On the other hand, the EnKF has no memory of the previously assimilated states and was not able to properly follow the trend of the true field. This lack of memory in a non-Markovian process was detrimental to the forecast, and the EnKF prediction was completely off the real value of the geopotential field.

Figure 5.5 illustrate the evolution of the forecast RMSDs between the polynomial extrapolation technique and the EnKF with various number of ensembles. While the RMSD for the polynomial extrapolation technique stays around 2.8 over the first 500 steps, the forecast RMSDs for all EnKF approaches increase. The results of the 100 ensembles


Figure 5.5: Evolution of the forecast root mean square deviations on the QG model. Comparisons are made between the EnKF with a different number of ensembles and the forecasts obtained after assimilation with the ULM-based approach.

EnKF become unreliable after 250 steps, and the performances with a lower number of ensembles are much worse than that. These poor results are due to some structural inadequacies of Kalman filters for this specific example, namely the lack of memory and the non-robustness of the approach. If the noise amplitude and the time step are decreased then the EnKF results get a bit better for the variant with 100 ensembles.

Results demonstrated that the ULM-based assimilation scheme can mitigate the effect of noise on observations, without specific knowledge of the underlying mathematical model. The uncovered state trajectories and their trends in the state space were successfully used for short-term weather forecast which is an aspect of the method that may prove useful in retrieving knowledge from unknown parts of the mathematical weather model.

## Conclusions and Recommendations

This dissertation introduced a family of supervised learning algorithms called Unconstrained Learning Machines (ULMs). Elementary notions of supervised learning, data processing, kernel methods and statistical learning theory were discussed in order to properly construct ULMs. Very little statistical assumptions on the data are required. Only the existence of a pattern function between observations and targets is needed. The statistical distribution of the features of the data or the structure of the pattern function can remain unknown. ULMs rely heavily on kernel methods which allow the processing of exotic forms of data through the use of particular measures of similarity between observations. Furthermore, the capabilities of ULMs to recover complex nonlinear patterns from data is demonstrated by the combination of the fundamentals of statistical learning theory and the elementary properties of kernels.

The design and implementation of ULMs aim to provide scalable, robust and accurate methods for solving supervised learning tasks such as classification and regression. ULMs require the storage of a Gramian matrix which grows quadratically with the number of observations. A couple of general data thinning schemes were discussed to counter this memory requirement, including a pipe-lining technique that can be used to emulate online schemes. The mathematical programming formulations that form the core of ULMs are intrinsically error-tolerant which allows observations to have outliers and/or inaccurate measurements. The numerical stability of the implementation of ULMs is guaranteed under certain conditions that were properly established. However, it is the impact of the implementation of ULMs on the actual values of the optimal solutions that still need to be analyzed further.

The research work left a few theoretical and practical questions opened. Regarding the
background of ULMs, the connection between the ULM performances and the condition number of the linear systems to be solved is a novel kind of theoretical consideration that needs further investigation. This question of numerical stability is rather important since that solutions are always guaranteed in theory, but the case may arise where no implementation can compute viable solutions for a specific problem. Interestingly, that point was never investigated for closely related learning algorithms. For instance, the implementations of SVMs rely heavily on third party software (e.g. quadratic programming solvers) with very little focus, if any, on numerical stability. This aspect becomes critical as the use of ML techniques for many supervised learning tasks increases in very sensitive applications (e.g. aerospace engineering).

The investigations in manufacturing engineering opened the door to new applications. For example, the registration technique that was tailored for ULMs can be used to solve offshoot problems such as the parallelism or the concentricity of many surfaces with an unprecedented confidence level. The technique also overcomes the systemic bias introduced by many minimum zone computation techniques due to an inherent faulty registration. The ULM-based nonlinear nonparametric regression approach for the determination of minimum zones is a general approach that can be applied to any smooth bi-dimensional surface embedded in $\mathbb{R}^{3}$. Hence, it is no longer needed to change the numerical method for the computation of the minimum zone when switching from plates to cylinders for example. Furthermore, the ULM approach allows the definition of the minimum zone on surfaces for which it was not defined before (e.g. catenoid, pseudosphere, unduloid).

The applications of ULMs for the analysis of numerical weather models need additional investigations. The assimilation and prediction of system states was successfully tested on a limited number of simple weather models, but these techniques still need to be adapted to more realistic models with much larger sets of observational inputs. Future improvements have to include computationally efficient ways to recover estimates of the state-transition function of the dynamical systems. Specialized data thinning methods for weather data and
reliable ULM-based pipe-lining assimilation methods must be implemented to guarantee the viability of the approach in actual meteorological applications. Additionally, future research will investigate the automation of this assimilation/forecast approach in the context of meteorology.
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## Appendix A

## Glossary

## A. 1 Sets

The empty set is $\emptyset$. The set of natural integers is written $\mathbb{N}$ and the group of relative integers is written $\mathbb{Z}$. The set of consecutive integers between $a$ and $b$ is written $\llbracket a, b \rrbracket$. The field of rational numbers is represented by $\mathbb{Q}$. The real algebras of dimensions 1 and 2 are denoted respectively by $\mathbb{R}$ and $\mathbb{C}$. The interval of $\mathbb{R}$ between $a$ and $b$ is $[a, b]$ when closed, $(a, b)$ when opened, and $(a, b]$ or $[a, b)$ when semi-closed or semi-opened. If a set does not include the element 0 , then a super-scripted star is added. For example, the set of strictly positive natural integers is written $\mathbb{N}^{*}$. For the space $\mathbb{R}$, the set of non-negative real numbers is $\mathbb{R}_{+}$ and the set of non-positive real numbers is $\mathbb{R}_{-}$.

Any other set is represented by an uppercase Latin letter in standard or calligraphic shape (e.g., sets $E$ and $\mathscr{H}$ ). The use of uppercase Gothic letters for sets is not excluded. For example, the set of the subsets of $E$ will be written $\mathfrak{P}(E)$. The Cartesian product of two spaces $E$ and $F$ is written $E \times F$, and the exponential notation is used in the case of multiple Cartesian products (e.g., $\mathbb{R}^{n}$ ). The dual of a vector space $E$ is represented by $E^{*}$ and the cardinal of a finite discrete set $F$ is written $|F|$.

## A. 2 Scalars, Vectors and Matrices

The notation allows the distinction between scalars, vectors and matrices by using different typefaces. Scalars and functions are all written with lowercase characters (e.g., scalar $a$, function $f$ ). The Latin letters $f, g, h$ and the Greek letter $\phi, \varphi$ and $\theta$ commonly refer to
functions. In the same fashion, Latin letters $k, l, i, j, n, m$ often represent integers while Latin letters $t, u, v, w, x, y$ often represent real numbers. The imaginary unit is written $l$.

Vectors are written with boldface lowercase characters (e.g., vector $\mathbf{v}$ ) and are assumed to be column vectors unless specified otherwise. Non-boldface Greek letters can also be used to write vectors. The transpose of a vector $\mathbf{v}$ is represented by $\mathbf{v}^{t}$ and the vector of dimension $n$ for which all components are equal to one is written $\mathbf{1}_{n}$. The canonical unit vectors which form the basis of $\mathbb{R}^{n}$ are written $\mathbf{e}_{1}, \ldots, \mathbf{e}_{n}$. The $i$-th element of a vector $\mathbf{v}$ is a scalar written $v_{i}$, and the sub-vector generated from a set of indices $I$ is $\mathbf{v}_{I}$.

Boldface uppercase Latin letters (e.g., M) or uppercase Greek letters represent matrices. The $(i, j)$-th element of a matrix $\mathbf{M}$ is a scalar and is represented by $M_{i j}$. The $i$-th row of a matrix $\mathbf{M}$ is written $\mathbf{M}_{i}$. and its $j$-th column is written $\mathbf{M}_{. j}$. If two sets $I$ and $J$ of row and columns indices of a matrix $\mathbf{M}$ is given, then the sub-matrix generated by the rows in $I$ and the columns in $J$ is written $\mathbf{M}_{I J}$. The identity matrix of dimension $n$ is written $\mathbf{I}_{n}$ and the transpose of a matrix $\mathbf{M}$ is represented by $\mathbf{M}^{\mathrm{t}}$.

## A. 3 Dot Products, Norms and Other Operators

The Euclidean norm of a vector $\mathbf{v} \in \mathbb{R}^{n}$ is written $\|\mathbf{v}\|$ and the Euclidean dot product of two vectors $\mathbf{u}$ and $\mathbf{v}$ is written $\langle\mathbf{u}, \mathbf{v}\rangle$. The $p$-norm of a vector $\mathbf{v}$ is represented by $\|\mathbf{v}\|_{p}$ (note that $\|\mathbf{v}\|=\|\mathbf{v}\|_{2}$ ). When using a dot product in a Hilbert space $\mathscr{H}$ or its associated norm, the dot product of two vectors $\mathbf{u}$ and $\mathbf{v}$ is written $\langle\mathbf{u}, \mathbf{v}\rangle_{\mathscr{H}}$ and the associated norm of a vector $\mathbf{v}$ is written $\|\mathbf{v}\|_{\mathscr{H}}$. The operator • between two matrices or vectors of equal dimensions is the Hadamard product (i.e. the entry-wise multiplication).

## Appendix B

## Additional Algorithms

## B. 1 Computation of Solutions of Linear Systems

## B.1.1 Cholesky Decomposition

The Cholesky decomposition algorithm B. 1 is a method that decomposes a symmetric and positive definite matrix $\mathbf{A}$ into the product of a lower triangular matrix $\mathbf{L}$ and its transpose, i.e. $\mathbf{A}=\mathbf{L L}^{\mathrm{t}}$ [Press, 2007]. If $n$ is the size of the matrix, then the method requires $n^{3} / 3+$ $n^{2} / 2+n / 6$ FLOPS to decompose the matrix.

```
Algorithm B.1: Cholesky Decomposition
    Function [L] = CHOLDC (A)
    Input: \(n \times n\) symmetric positive definite matrix \(\mathbf{A}\).
    Output: \(n \times n\) lower triangular matrix \(\mathbf{L}\).
    \(\mathbf{L} \leftarrow \mathbf{0} \in \mathbb{R}^{n \times n}\)
    for \(i \in \llbracket 1, n \rrbracket\) do
        for \(j \in \llbracket i, n \rrbracket\) do
            \(s \leftarrow A_{i j}-\operatorname{DOT}\left(\mathbf{L}_{i, \llbracket 1, i-1 \rrbracket}, \mathbf{L}_{j, \llbracket 1, i-1 \rrbracket}\right) \quad / / \mathbf{L}_{i, \emptyset}=\emptyset\)
            if \(i=j\) then
                    \(L_{i i} \leftarrow \sqrt{s}\)
        else
            \(L_{j i} \leftarrow s / L_{i i}\)
        end
        end
    end
    return \(L\)
```


## B.1.2 Computation of the Solution of a Triangular System

Algorithm B. 2 uses the lower triangular matrix $\mathbf{L}$ obtained from the Cholesky decomposition of a symmetric and positive definite matrix $\mathbf{A}$ to compute the solution of the linear system $\mathbf{A x}=\mathbf{b}$ [Press, 2007]. If $n$ is the size of the matrix, then the method requires $2 n^{2}$ FLOPS to compute a solution.

```
Algorithm B.2: Triangular System Solution
    Function \([\mathbf{x}]=\) CHOLSL (L, \(\mathbf{b})\)
    Input: \(n \times n\) lower triangular matrix \(\mathbf{L}\), vector \(\mathbf{b} \in \mathbb{R}^{n}\).
    Output: vector \(\mathbf{x} \in \mathbb{R}^{n}\).
    \(\mathbf{x} \leftarrow \mathbf{0} \in \mathbb{R}^{n}\)
    for \(i \in \llbracket 1, n \rrbracket\) do
        \(x_{i} \leftarrow\left(b_{i}-\operatorname{DOT}\left(\mathbf{L}_{i, \llbracket 1, i-1 \rrbracket}, \mathbf{x}_{\llbracket 1, i-1 \rrbracket}\right)\right) / L_{i i} \quad / / \mathbf{L}_{i, \emptyset}=\emptyset, \mathbf{x}_{\emptyset}=\emptyset\)
    end
    for \(i \in \llbracket n, 1 \rrbracket\) do
        \(x_{i} \leftarrow\left(x_{i}-\operatorname{DOT}\left(\mathbf{L}_{\llbracket i+1, n \rrbracket, i}, \mathbf{x}_{\llbracket i+1, n \rrbracket}\right)\right) / L_{i i}\)
    end
    return \(x\)
```


## B.1.3 Conjugate Gradient Method

The conjugate gradient algorithm B. 3 is an iterative method for solving linear systems of equations whose matrix is symmetric and positive definite. This method is derived from the method of Arnoldi which is based on orthogonal projection processes onto Krylov subspaces [Saad, 2003]. If $n$ is the size of the system and if $k$ is the number of iterations of the algorithm, then this method requires $2 k n^{2}+(9 k+2) n+k-1$ FLOPS to compute a solution. This method provides a computational advantage over a Cholesky decomposition of the system matrix only if the linear system is large and sparse. This situation may arise for function evaluation problems with a large sample of observations and a Gaussian RBF kernel tuned appropriately. In this case, the computation of the solution of the linear systems in Algorithms 3.1, 3.2 and 3.3 can be done by a Conjugate Gradient method rather
than an approach based on a Cholesky decomposition.

```
Algorithm B.3: Conjugate Gradient Method
    Function \([\mathbf{x}]=\mathrm{CG}(\mathbf{A}, \mathbf{b})\)
    Data: tolerance \(\varepsilon>0\), iteration limit \(k_{\max }>0\).
    Input: \(n \times n\) symmetric and positive definite matrix \(\mathbf{A}\), non-null vector \(\mathbf{b} \in \mathbb{R}^{n}\).
    Output: vector \(\mathbf{x} \in \mathbb{R}^{n}\).
    \(k \leftarrow 0\)
    \(\mathbf{x} \leftarrow \mathbf{0} \in \mathbb{R}^{n}\)
    \(\mathbf{r} \leftarrow \mathbf{b}\)
    \(\mathbf{p} \leftarrow \mathbf{r}\)
    \(\rho \leftarrow \operatorname{DOT}(\mathbf{r}, \mathbf{r})\)
    while \(\rho>\boldsymbol{\varepsilon}\) and \(k \leqslant k_{\max }\) do
        \(\mathbf{q} \leftarrow \operatorname{GEMV}(\mathbf{A}, \mathbf{p})\)
        \(\alpha \leftarrow \rho / \operatorname{DOT}(\mathbf{q}, \mathbf{p})\)
        \(\mathbf{x} \leftarrow \mathbf{x}+\alpha \mathbf{p}\)
        \(\mathbf{r} \leftarrow \mathbf{r}-\alpha \mathbf{q}\)
        \(\alpha \leftarrow \operatorname{DOT}(\mathbf{r}, \mathbf{r})\)
        \(\mathbf{p} \leftarrow \mathbf{r}+(\alpha / \rho) \mathbf{p}\)
        \(\rho \leftarrow \alpha\)
        \(k \leftarrow k+1\)
    end
    return x
```


## B. 2 Algorithms for Elementary Linear Algebra

## B.2.1 Symmetric Matrix Rank-2k Update

Algorithm B. 4 performs a rank-2k update $\mathbf{C}=\mathbf{A} \mathbf{B}^{\mathrm{t}}$ where $\mathbf{A}$ and $\mathbf{B}$ are $n \times m$ matrices and $\mathbf{C}$ is a $n \times n$ symmetric matrix. Despite that this algorithm is twice faster than the general naive matrix-matrix multiplication, the Strassen algorithm is asymptotically faster although less stable numerically [Strassen, 1969]. An asymptotically faster algorithm also exists, however it only brings an advantage for matrices that are too large to be multiplied on modern hardware [Coppersmith and Winograd, 1990]. If $n$ is the size of the matrices, then the following algorithm requires $n(n+1)(m-1 / 2)$ FLOPS to multiply the matrices.

```
Algorithm B.4: Symmetric Matrix Rank-2k Update
    Function [C] = SYR2K (A, B)
    Input: \(n \times m\) matrices \(\mathbf{A}\) and \(\mathbf{B}\).
    Output: \(n \times n\) matrix \(\mathbf{C}\).
    \(\mathbf{C} \leftarrow \mathbf{0} \in \mathbb{R}^{n \times n}\)
    for \(i \in \llbracket 1, n \rrbracket\) do
        for \(j \in \llbracket i, n \rrbracket\) do
                \(C_{i j} \leftarrow \operatorname{DOT}\left(\mathbf{A}_{i}, \mathbf{B}_{j .}\right)\)
                if \(i \neq j\) then
                    \(C_{j i} \leftarrow C_{i j}\)
                end
        end
    end
    return C
```


## B.2.2 General Matrix-Vector Multiplication

Algorithm B. 5 is the implementation of the general matrix-vector multiplication Ax between a $n \times m$ matrix $\mathbf{A}$ and a vector $\mathbf{x} \in \mathbb{R}^{m}$. This method requires $n(2 m-1)$ FLOPS to perform the multiplication.

```
Algorithm B.5: General Matrix-Vector Multiplication
    Function \([\mathbf{z}]=\operatorname{GEMV}(\mathbf{A}, \mathbf{x})\)
    Input: \(n \times m\) square matrix \(\mathbf{A}\), vector \(\mathbf{x} \in \mathbb{R}^{m}\).
    Output: vector \(\mathbf{z} \in \mathbb{R}^{n}\).
    \(\mathbf{z} \leftarrow \mathbf{0} \in \mathbb{R}^{n}\)
    for \(i \in \llbracket 1, n \rrbracket\) do
        \(z_{i} \leftarrow \operatorname{DOT}\left(\mathbf{A}_{i}, \mathbf{x}\right)\)
    end
    return \(z\)
```


## B.2.3 Dot Product

Algorithm B. 6 is the implementation of the dot product $\langle\mathbf{x}, \mathbf{y}\rangle$ between two vectors $\mathbf{x}$ and $\mathbf{y}$ in $\mathbb{R}^{n}$. This method implies the use of a numerically stable summation algorithm named SUM and requires $2 n-1$ FLOPS to compute the result.

```
Algorithm B.6: Dot Product
    Function \([z]=\operatorname{DOT}(\mathbf{x}, \mathbf{y})\)
    Input: vectors \(\mathbf{x}\) and \(\mathbf{y}\) in \(\mathbb{R}^{n}\).
    Output: scalar \(z \in \mathbb{R}\).
    if \(n=0\) then // Case for empty sets
        \(z \leftarrow 0\)
    else
        if \(\mathbf{x} \in \mathbb{R}^{1 \times n}\) then
            if \(\mathbf{y} \in \mathbb{R}^{1 \times n}\) then
                \(z \leftarrow \operatorname{SUM}\left(\mathbf{x}^{\mathrm{t}} \cdot \mathbf{y}^{\mathrm{t}}\right) \quad / / \mathrm{Symbol} \cdot\) stands for Hadamard product
            else
                \(z \leftarrow \operatorname{SUM}\left(\mathbf{x}^{\mathrm{t}} \cdot \mathbf{y}\right)\)
            end
        else
            if \(\mathbf{y} \in \mathbb{R}^{1 \times n}\) then
                    \(z \leftarrow \operatorname{SUM}\left(\mathbf{x} \cdot \mathbf{y}^{\mathrm{t}}\right)\)
            else
                \(z \leftarrow \operatorname{SUM}(\mathbf{x} \cdot \mathbf{y})\)
            end
        end
    end
    return \(z\)
```


## B.2.4 Matrix Row Summation

Algorithm B. 7 computes the sum of the rows of a $n \times m$ matrix $\mathbf{A}$. The aim of this algorithm is to use a numerically stable way to compute the resulting vector. This method requires $n(m-1)$ FLOPS to compute the result.

```
Algorithm B.7: Matrix Row Summation
    Function \([\mathbf{x}]=\) ROWSUM (A)
    Input: \(n \times m\) matrix \(\mathbf{A}\).
    Output: vector \(\mathbf{x} \in \mathbb{R}^{n}\).
    \(\mathbf{x} \leftarrow \mathbf{0} \in \mathbb{R}^{n}\)
    for \(i \in \llbracket 1, n \rrbracket\) do
        \(x_{i} \leftarrow \operatorname{SUM}\left(\mathbf{A}_{i}^{\mathrm{t}}\right)\)
    end
    return \(x\)
```


## B.2.5 Diagonal-Matrix Multiplication

Algorithm B. 8 computes the product $\Delta \mathbf{A}$ where $\Delta$ is a $n \times n$ diagonal matrix with diagonal $\delta \in \mathbb{R}^{n}$ and $\mathbf{A}$ is a $n \times m$ matrix. This method requires $n m$ FLOPS to compute the result.

```
Algorithm B.8: Diagonal-Matrix Multiplication
    Function [B] = DIMM ( \(\boldsymbol{\delta}, \mathbf{A}\) )
    Input: vector \(\delta \in \mathbb{R}^{n}, n \times m\) matrix \(\mathbf{A}\).
    Output: \(n \times m\) matrix B.
    \(\mathbf{B} \leftarrow \mathbf{0} \in \mathbb{R}^{n \times m}\)
    for \(i \in \llbracket 1, n \rrbracket\) do
        \(\mathbf{B}_{i} . \leftarrow \delta_{i} \mathbf{A}_{i}\).
    end
    return B
```


## B.2.6 Matrix-Diagonal Multiplication

Algorithm B. 9 computes the product $\mathbf{A} \Delta$ where $\mathbf{A}$ is a $n \times m$ matrix and $\Delta$ is a $m \times m$ diagonal matrix with diagonal $\delta \in \mathbb{R}^{m}$. This method requires $n m$ FLOPS to compute the result.

```
Algorithm B.9: Matrix-Diagonal Multiplication
    Function \([\mathbf{B}]=\operatorname{MDIM}(\mathbf{A}, \boldsymbol{\delta})\)
    Input: \(n \times m\) matrix \(\mathbf{A}\), vector \(\boldsymbol{\delta} \in \mathbb{R}^{m}\).
    Output: \(n \times m\) matrix B.
    \(\mathbf{B} \leftarrow \mathbf{0} \in \mathbb{R}^{n \times m}\)
    for \(i \in \llbracket 1, m \rrbracket\) do
        \(\mathbf{B}_{. i} \leftarrow \delta_{i} \mathbf{A}_{i}\)
    end
    return B
```


## B.2.7 Basic Tikhonov Regularization

Algorithm B. 10 computes the sum $\mathbf{A}+\mu \mathbf{I}_{n}$ where $\mathbf{A}$ is a $n \times n$ matrix and $\mu>0$ is a scalar. This method requires $n$ FLOPS to compute the result. This algorithm is referred as "basic"
since the general Tikhonov regularization is a procedure of the form $\mathbf{A}+\Gamma$ where the matrix $\Gamma$ is positive definite. The general procedure then requires $n^{2}$ operations which is an order greater than the basic approach.

```
Algorithm B.10: Basic Tikhonov Regularization
    Function \([\mathbf{B}]=\operatorname{TIKREG}(\mathbf{A}, \mu)\)
    Input: \(n \times n\) matrix \(\mathbf{A}\), scalar \(\mu \in \mathbb{R}_{+}^{*}\).
    Output: \(n \times n\) matrix B.
    \(\mathbf{B} \leftarrow \mathbf{0} \in \mathbb{R}^{n \times n}\)
    for \(i \in \llbracket 1, n \rrbracket\) do
        \(B_{i i} \leftarrow \mu+A_{i i}\)
    end
    return B
```


## Appendix C

## Elementary Notions of Optimal Control

## C. 1 Dynamical Systems

Hereby we define the notion of dynamical systems based on a series of axioms taken from Athans and Falb [1966]. These axioms aim to abstract the behavior of physical systems in order to characterize them with adequate mathematical tools. Before introducing the axioms, it is necessary to define several variables we should work with. These variables are:

- The set $T \subset \mathbb{R}$ is a subset of the real numbers called the domain of the system.
- The ordered pair $(\Omega, \omega)$ is a metric space where $\Omega$ is a set and $\omega$ is a distance on $\Omega$.
- The set $U$ is a set of bounded piecewise continuous functions over $T$ with values in $\Omega$. The set $U$ is called the input space of the system. The restriction of a function $u \in U$ over the semi-open interval $\left(t_{0}, t\right] \subset T$, denoted by $u_{\left(t_{0}, t\right]}$, is called an input over the observation interval $\left(t_{0}, t\right]$ to the system.
- The ordered pair $(\Sigma, \sigma)$ is a metric space where $\Sigma$ is a set and $\sigma$ is a distance on $\Sigma$. The set $\Sigma$ is called state space of the system.
- The values of the function $x: T \rightarrow \Sigma$ for any $t \in T$ are called states of the system.
- The function $g: \Sigma \times \Omega \times T \rightarrow \mathbb{R}^{p}$ is called output function of the system. The identity $y_{\left(t_{0}, t\right]}=g\left(x\left(t_{0}\right), u_{\left(t_{0}, t\right]}\right)$ is called output equation of the system with the function $y_{\left(t_{0}, t\right]}$ being an output over the observation interval $\left(t_{0}, t\right]$ of the system.

The following axioms that will define the notion of dynamical system.

Axiom C. 1 (Uniquely defined output). For all $\left(t_{0}, t\right] \subset T$, all $x\left(t_{0}\right) \in \Sigma$ and all $u \in U$ the function $y_{\left(t_{0}, t\right]}$ is uniquely defined by $x\left(t_{0}\right)$ and $u_{\left(t_{0}, t\right]}$.

Axiom C. 2 (Existence of states for input-output pairs). For all $\tau \in\left(t_{0}, t\right) \subset T$ and all $u \in U$, if $\Sigma(\tau, u)=\left\{x(\tau) \in \Sigma: y_{(\tau, t]}=g\left(x(\tau), u_{(\tau, t]}\right)\right\}$ then for any $v \in U$,

$$
\bigcap_{u_{(\tau, t]}=v_{(\tau, t]}} \Sigma(\tau, u) \neq \emptyset .
$$

Zadeh and Desoer [1963] showed that axioms C. 1 and C. 2 imply the existence of a so-called transition function $\phi$ such that the state equation of the system,

$$
\begin{equation*}
x(t)=\phi\left(x\left(t_{0}\right), u_{\left(t_{0}, t\right]}, t\right), \tag{C.1}
\end{equation*}
$$

holds for any given semi-open interval $\left(t_{0}, t\right] \subset T$ and any input $u \in U$. For an interval $I \subset T$, the set $X(I)=\{x(\tau): \tau \in I\}$ is called the trajectory over the observation interval $I$ of the system.

Axiom C. 3 (Smoothness condition). The functions $g$ and $\phi$ are continuous.

Axiom C. 4 (Initial state is the starting point of trajectory). For all $\left(t_{0}, t\right] \subset T$, all $x\left(t_{0}\right) \in$ $\Sigma$ and all $u \in U$ we have $\limsup _{t \rightarrow t_{0}} \phi\left(x\left(t_{0}\right), u_{\left(t_{0}, t\right]}, t\right)=x\left(t_{0}\right)$.

Axiom C. 5 (Transition condition). For all $\tau \in\left(t_{0}, t\right) \subset T$, all $x\left(t_{0}\right) \in \Sigma$ and all $u \in U$ we have

$$
\phi\left(x\left(t_{0}\right), u_{\left(t_{0}, t\right]}, t\right)=\phi\left(\phi\left(x\left(t_{0}\right), u_{\left(t_{0}, \tau\right]}, \tau\right), u_{(\tau, t]}, t\right) .
$$

Axiom C. 6 (Nonanticipatory condition). For all $\tau \in\left(t_{0}, t\right] \subset T$, all $x\left(t_{0}\right) \in \Sigma$ and all $u \in U$ we have

$$
\phi\left(x\left(t_{0}\right), u_{\left(t_{0}, t\right]}, \tau\right)=\phi\left(x\left(t_{0}\right), u_{\left(t_{0}, \tau\right]}, \tau\right)
$$

These axioms can now used to define a dynamical system.

Definition C. 1 (Dynamical system). The 6-tuple denoted by $(T, \Omega, \Sigma, U, x, g)$ which satisfies axioms C. 1 to C. 6 is called a dynamical system.

Definition C. 2 (Finite dimensional dynamical system). A dynamical system is a finitedimensional system of order $n$ if $\Sigma=\mathbb{R}^{n}$ and $\Omega=\mathbb{R}^{m}$ with $m \leqslant n$.

Definition C. 3 (Continuous-time dynamical system). A dynamical system is a continuous time system if the domain $T$ of the system is an open interval.

Definition C. 4 (Differential dynamical system). A dynamical system is a differential system if the transition function $\phi$ is the solution of the differential equation $\mathrm{d} x(t)=$ $f(x(t), u(t), t)$ where $x\left(t_{0}\right)$ is the initial point and where $f$ is continuously differentiable.

In this dissertation, a finite-dimensional continuous-time differential dynamical system will be referred as a $F C D$ system and denoted by a 5 -tuple $(T, U, x, f, g)$ where $T=\left(t_{0}, t_{\infty}\right)$.

## C. 2 Optimal-Control Problems

Let $(T, U, x, f, g)$ be a FCD system with domain $T=\left(t_{0}, t_{\infty}\right)$ and let $\mathscr{S} \subset \mathbb{R}^{n} \times T$ be a set called target set. Suppose $t \in T$ then the functional $J: U \rightarrow \mathbb{R} \cup\{\infty\}$, called performance functional, is defined by

$$
\begin{equation*}
J(u)=K(x(t))+\int_{t_{0}}^{t} L(x(t), u(t), t) d t \tag{C.2}
\end{equation*}
$$

where $K$ is a real-valued function on $\mathbb{R}^{n}$ and $L$ is a continuous real-valued function on $\mathbb{R}^{n+m+1}$. If there is no element in $T$ such that the set $\mathscr{X}(T)=\{(x(\tau), \tau): \tau \in T\}$ intersects $\mathscr{S}$ then, conventionally, $J(u)=\infty$ for all $t \in T$. If this element exists then the smallest element $t_{f} \in T$ such that $\mathscr{X}(T)$ intersects $\mathscr{S}$ is called terminal time. The state $x\left(t_{f}\right)$ is called terminal state and $K\left(x\left(t_{f}\right)\right)$ is called terminal cost.

Definition C. 5 (Optimal-control problem). Let $(T, U, x, f, g)$ be an $F C D$ system with domain $T=\left(t_{0}, t_{\infty}\right)$ and a target set $\mathscr{S}$. The optimal-control problem is defined by

$$
\min _{u \in U}\{J(u): \mathscr{X}(T) \cap \mathscr{S} \neq \emptyset\} .
$$

Definition C. 6 (Bounded-state optimal-control problem). Let $(T, U, x, f, g)$ be an FCD system with domain $T=\left(t_{0}, t_{\infty}\right)$ and a target set $\mathscr{S}$. If $S \subset \mathbb{R}^{n}$ is a closed set such that $\mathscr{S} \subseteq S \times T$, then the bounded-state optimal-control problem is defined by

$$
\min _{u \in U}\left\{J(u): \mathscr{X}(T) \cap \mathscr{S} \neq \emptyset \text { and } X\left(\left(t_{0}, t_{f}\right]\right) \subseteq S\right\} .
$$

The optimal-control problem is called a free-time problem if the target set $\mathscr{S}$ is of the form $\bigcup_{t \in T}(S(t) \times\{t\})$ with $\emptyset \neq S(t) \subseteq \mathbb{R}^{n}$. Furthermore if $S(t)=z(t)$ where $z: T \rightarrow \mathbb{R}^{n}$ then the optimal-control problem is called a pursuit problem. On the other hand if we suppose that the target set is of the form $S \times\{t\}$ where $S \subseteq \mathbb{R}^{n}$ and $t \in T$ are fixed elements then the optimal-control problem is called a fixed-time problem. If the target set is of the form $\{\mathbf{x}\} \times T$ where $\mathbf{x} \in \mathbb{R}^{n}$ then the optimal-control problem is called a fixed-end-point, free-time problem. Furthermore if for all $t \in T$ we have $f(\mathbf{x}, \mathbf{0}, t)=\mathbf{0}$ then the optimalcontrol problem is called a regulator problem.
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[^0]:    ${ }^{1}$ A parameterized binary classification model is said to shatter a set of observations if, for all assignments of target labels to those observations, there exists a parameter such that the model makes no classification errors.

[^1]:    ${ }^{1}$ The $q \geqslant 2$ Chebyshev nodes on the interval $\left[t_{\ell}-\delta t, t_{\ell}\right]$ are defined by

    $$
    \tilde{t}_{i}=t_{\ell}+\delta t(\cos ((2 i-1) \pi /(2 q))-1) / 2,
    $$

    for all $i \in \llbracket 1, q \rrbracket$. Interpolation polynomials built upon those nodes are minimizing Runge's phenomenon.

[^2]:    ${ }^{2}$ Geostrophic winds are theoretical winds which result from the balance between the Coriolis force and the pressure gradient force. They are directed parallel to all isobars.

