INFORMATION TO USERS

This material was produced from a microfilm copy of the original document. While
the most advanced technological means to photograph and reproduce this document
have been used, the quality is heavily dependent upon the quality of the original
submitted.

The following explanation of techniques is provided to help you understand
markings or patterns which may appear on this reproduction.

1.

The sign or “‘target’’ for pages apparently lacking from the document
photographed is “Missing Page(s)’’. 1f it was possible to obtain the missing
page(s) or section, they are spliced into the film along with adjacent pages.
This may have necessitated cutting thru an image and duplicating adjacent
pages to insure ycu complete continuity.

. When an image on the film is obliterated with a large round black mark, it

is an indication that the photographer suspected that the copy may have
moved during exposure and thus cause a blurred image. You will find a
good image of the page in the adjacent frame.

.When a map, drawing or chart, etc., was part of the material being

photographed the photographer followed a definite method in
“sectioning” the material. It is customary to begin photoing at the upper
left hand corner of a large sheet and to continue photoing from left to
right in equal sections with a small overlap. If necessary, sectioning is
continued again — beginning below the first row and continuing on until
complete.

. The majority of users indicate that the textual content is of greatest value,

however, a somewhat higher quality reproduction could be made from
“photographs” if essential to the understanding of the dissertation. Silver
prints of “photographs” may be ordered at additional charge by writing
the Order Department, giving the catalog number, title, author and
specific pages you wish reproduced.

.PLEASE NOTE: Some pages may have indistinct print. Filmed as

received.

Xerox University Microfiims

300 North Zeeb Road
Ann Arbor, Michigan 48106



75-6546

PASKE, William Charles, 1944-
MOLECULAR LIFETIME DETERMINATION VIA COLD
CATHODE INVERTRON.

The University of Oklahoma, Ph.D., 1974
Physics, molecular

Xerox University Microfilms, ann Arbor, Michigan 48108

THIS DISSERTATION HAS BEEN MICROFILMED EXACTLY AS RECEIVED.



THE UNIVERSITY OF OKLAHOMA
GRADUATE CCLLEGE

MOLECULAR LIFETIME DETERMINATION VIA COLD CATHODE
INVERTRON

A DISSERTATION
SUBMITTED TO THE GRADUATE FACULTY
in partial fulfillment of the requirements for the
degree of
DOCTOR OF PHILOSOPHY

BY

WILLIAM C. PASKE

NORMAN, OKLAHOMA
1974



MOLECULAR LIFETIME DETERMINATION VIA COLD

CATHODE INVERTRON

APPROVED B

v D Arle

/g 6 &/(aéﬁx\ -----

DISSERTATION COMMITTEE



ACKNOWLEDGEMENTS

I wish to express my appreciation and thanks to Dr. R. G.
Fowler for his help and encouragement towards the completion of
this work. I would also like to thank Dr, H. J. Fischbeck for
the liberal loan of his equipment and to Dr. S. E. Babb, Jr. for
his liberal dose of Opera, and to all five of my committee members
for their time and effort exerted in making this work presentable.

To the skills of Ron Stermer, Gene Scott, Woodie Porter and
Thom Roberts I owe much, for without their help, my experiments
could not have been completed,

For the helpful discussions and much needed encouragement,
I can never thank my friends of the Physics Department enough,
Special thanks are due to Betty Twist whose long hours spent over
this manuscript are vefy much appreciated, to Cliff Bettis for
his helpful comments on the rough draft and to Sheila Guan for
still speaking to me,

To the entirety of the Physics Department,...Thank you for

making life here tolerable and this paper a reality.

iii



LIST OF TABLES, , , ¢ o o o »

LIST OF ILLUSTRATIONS

TABLE OF CONTENTS

STATEMENT OF PURPOSE® * °* * * * °

CHAPTER

I INTRODUCTORY COMMENTS , ,

IT EXPERIMENTAL APPARATUS,

III
IV

VI

VII

A,
B.
C.
D.
E.
F.

VACUUM SYSTEM , , . . .
EXCITATION ELECTRONICS,

DETECTION SYSTEM,
INVERTRON , . . .
CATHODE STRUCTURE
MAGNETIC FIELD. .

DATA ANALYSIS » o o o o o
COUNT RATE DISTORTION . .
NITROGEN LIFETIMES. ¢ « »

Experimental Review
Summary of Results

2+, 4 _
B Zu(u. = 0)

3 v -
c nu(u =0) N

L]
[ ]
L J

+
N,

2

SULFUR DIOXIDEe o o o o o

Introductione » ¢ o o o«

Previous Lifetime Work.

Spectral Analysis » o o o

Present Lifetime Work .
CONCLUSIONS ¢ o o ¢ o o o

iv

e o ¢ o

L [ ] [ ) [ ]

» o e ¢

PAGE

i

14
30
44
. 47
. 60
. 63
e 71
- 78

+ 90
. 9
<100

«109



TABLE OF CONTENTS (Cont'd.)
PAGE
REFER'ENCES. [ [ ] L] * L] L] L ] L ] ° L] L ] L ] [ ] [ ] ® ° L ] [ ] [ ] L] * L ] L ] L ) L] L ] L 2 * 0111
APPENDIXA e @& ® e &6 @& o 8 6 o ° 6 o o S © o o o o 2 0000000'114
COMPUTOR LISTING FOR LPLOT e © e © © o o o 6 ©° & & S o ¢ o ° o .114
SAMPIE DATA L L ] [ ] L ] [ ] ® L] [ ) L ] [ ] L ] L ] [ ] [ ) ® L . ® L ] ® L L] L ] L ] .120
CO}{PUTOR LISTING FOR LASL L] [ ] [ ] [ ] L ] L ] [ ] [ ] L ] L] L] [ ] L ] L] L [ 3 L] L] L 12 3
SAI'IPLE DATA e e e o o o e o 0 ® © ® ¢ o ® o & & o ¢ o o o o 0159



LIST OF TABLES

Table TITLE Page

I TIME DEI‘AY CABLES L L ] * * * L] L ] ® L ] ® [ ] L ] L ] ] L ] L ] [ ] [ ] L] [ 3 * 33
II  REPORTED LIFETIMES FOR N; Bzz: (V'=0) « o o o o s o s o o o 86
III REPORTED LIFETIMES FOR N2 C3nu (V' =0) o o o o o o o o o o o 86

IV CZV CIE{ARACTER TABLE L] L L L] . L] [ ] [ ] L] * L] L ] L L . L[] L) L L L 88

V REPORTED LIFETDdES FOR 802 5. 3B10 L] e o ® & e o o o L] e o o 95
VI REPORTED LIFETIMES FOR SO2 A 1B1. B . ¥ |

VII  PRESENT LIFETIMES FOR SO, A 131 e e o o s o s o s e e e s o105



Figure

~N Oy N

8a
8b
9a

9%
10
11
12a,b
13
14
15
16
17
18
19
20
21
22

23

LIST OF ILLUSTRATIONS

TITLE
Vacuum System . o o« o« o o o o o ¢ &
Excitation System in Block Form. .
High Voltage Power Supply « o « o o

Schematic for Pulse Forming Generator

Schematic for Crowbar Unit. « ¢« o &

Fine Structure for Start Pulse. « « »
Start Pulse With Siow 30+ NSEC Cut-Off.
Decay Curve Using Voltage Trigger . . .

Decay Curve Using Current Trigger « .

Decay Curve for N; B22+
u
Decay Curve for N C3H
Decay Curve for N BZZ
Resistor

N N
e +e

Master Fire Generator « « « o o ¢ o
Timing and Delay Generator . « «
+27 and +54 VDC Power Supply. « + »
+65 VDC Power Supplys o o o o o o o

Block Diagram of Detection System »

3914 8. ...

Time Coincidence of Gate Pulses « o o

Distorted Decay Curve Due to Faulty PM

Light Curve Composition During and After Excitation

Pulse Cessation
3

3371 8. . . . e .

3914 R, Altered Load.

Decay Curve N2 C°I. With Undervolted PM e o o o o &

.

+ e

+ BZ

Decay Curve NZ I With Undervolted PMe o ¢ o o &

u

MS Spectra for N2: 3300 -

1024 ND Enhancetron Spectra for NZ:

2270

4000 Rl L] L [ ] L] L L] L] .

2590 &

Modified INVErtron o « o« o« o o o o ¢ o o o o o o o o

vii

. 026
.27 &

. 31
. 32
. 35

37

28



LIST OF ILLUSTRATIONS (Cont'd.)

Figure TITLE Page
24 Glow Discharge, Cylindrical Geometry . s « o o o o o o o 48
25 Parallel-Rcd Cathode Configuration, ., o o« ¢« e« o« « o« « o 51
26 Effect of the Parallel-Rod Cathode on the Apparent, , , 52
Cut~0ff of the Decay Curve

27 Effect of the Discharge Pulse Duration on the Decay °* ° 53
Curve Plateau

28 Decay Curves for the B 22: State of NZ 0,0, .....55

a) OldchWbarUhit;oooooooooluo055
b ) New CrOWb ar Unit [ ] L ] L ] L] L] ® * L 4 L] ® L ] L ] * 56

29 Inverse Lifetime vs Pressure Curves for Different
Cathode StructureS . o « « o o ¢ o o o o« o« « o s o 57

30 MagneticFieldSystemo...--...........el

31 Effect of the Magnetic Field on the Observed. « ¢ ¢« « « 61
Lifetimes

32 Effect of the Magnetic Field on the Decay Curves

a)LOWFieldooo0000000001'00062
b)HighField00000-010.00-00062

33 Simulation of Background Noise Subtraction
a) Too Much Noise Subtracted ¢ « « ¢« « « o o » 65
b) Too Little Noise Subtracted « ¢ « » ¢ o & » 65
c) Proper Amount of Noise Subtracted « « o « « 65
34 Improper Fit for Small Amplitude Second Exponential . « 66
35 Improper Fit for Equal Amplitude Second Exponential , , 67
36 Distortion of Decay Curves Caused by Excessively High , 72
Count Rates
37 Theoretical and Observed Dependence of the Lifetime on
the colmt R-ate [ ] L ] L ] L ] L ] L ] L ] L] * L ] L] L] L] L] L[] L] * L] 77
38 Early Lifetime Data for B 22: N; V'=0) e ¢ ¢ v o0 o o 79
39 Improved Lifetime Data for B 22: N; (wv'=0) . « v « « o o 81
40 Low Pressure Distortion of Lifetime Data of the

3 "
CHuNZ(V—O)-.....-..........82

viii



LIST OF ILLUSTRATIONS (Cont'd.)

Figure TITLE Page

41 Distorted Decay Curves Due to Improper Electron

Quenching. L] L ] L ] [ ] L ] . L] L J L] L] L 2 L] L ] L ] L ] L] L] L ] L] L ] 84
42 Improved Lifetime Data Using the Helix and

Parallel-Rod Cathodes ® & o 6 6 o 0o o o o 6 o ¢ o @ 85
43 Normal Modes of Vibration for SO2 s s o s o 0 s e e s e 90
44 802 Spectra with Trace Nitrogen Contamination . . « « « 91
45 SO2 Spectra Showing Pressure Dependence « « o o o o o o 92
46 SO2 Spectra Illustrating Voltage Dependence . « « » o o 93
47 Lifetime vs Wavelength for the A 1B1 S0pe o ¢ o o v o o 96
48 Schematic Potential Well Diagram for Interelec-

tronicl.revelMixing. e 8 6 6 o o o o o 5 o o o o 098
49 Inverse Lifetime vs Pressure for A lBl 302' e o o o o o101
50 ReCiprocal Transfer Schematic o « o o o ¢ o ¢ « o o o -100
51 Analytic Fit to Inverse rifetime vs Pressure Curve

~1
L L L] L] L] . L] L] L] e L] ® ] [ ] L ] L] L] L] .104

for A B1 SO2
52 Schematic Decay of Collisional Resonance States s+ o o +105
53 Inverse Lifetime vs Pressure Curve for C 1B2 of S0, -« .107
54 Quadratic Pressure Dependence of Recombination OII

(23653[\(122653)00ouoooo-oooaoocolos

ix



STATEMENT OF PURPOSE

The purpose of this research is essentially twofold. First
to validate the experimental apparatus and to determine in which
ways the equipment could vitiate the resultsj and secondly, to use
the improved apparatus to determine the lifetimes of SOZ'

In 1970 Copeland1 developed the cold cathode invertron for life-
time studies of molecules easily dissociated by the thermally heated
cathode of the Holzberlein invertron (see the works of Holzberleinz,
Johnsan3, Shaeffer4 and ThompSOnS). Copeland's studies dealt with ni-
tric oxide, atomic and molecular oxygen, and in his work he reported
lifetimes with as much as 207 uncertainty. Anderson6 has used a simi-~
lar device and reported lifetimes of the C3Hu, and BZEZ states of Né
and N;, with rather large experimental scatter. It was felt that de-
sign improvements and a better understanding of the experimental equip-
ment could eliminate much of this scatter,

To this aim, the rather excellent data which Johnson3 (2% in
most cases) presented for the C3Hu and BZZZ states of N2 and N; have
served as a standard. The first section of this paper then will deal
with the development of the experimental apparatus (where different
from Copeland) and the effects of the following on lifetime measure-
ments: data acquisition rate, discharge voltage, applied external
magnetic field, cathode structure (geometry), the addition of a quench~

ing gas and finally, the problems caused by an improperly functioning

photomultiplier tube,



The remaining sections will deal first with the measurements
made on nitrogen to give an overview of the system's accuracy and
finally a discussion of the lifetime measurements made on sulfer di-

oxide will conclude this report.

xi



CHAPTER I
INTRODUCTORY COMMENTS

Why measure the lifetimes or the transition probabilities

of excited atomic or molecular systems? The answer to this question
is intended to provide an overview for this chapter, i.e. why directly
measured lifetimes are useful to various fields of physics., A few
obvious examples of fields which can make good use of lifetime mea-
surements are spectroscopy, astrophysics (similarly for environmental
physics), and lasers. It should be noted that lifetimes themselves
are not needed in these fields, but the Einstein transition coeffi-

cients A_,, are, and these are related to the measured lifetime by

ik
the relation
T T g Ay
For example, the intensity of a given emission (similarly for
absorption) line is related to the Einstein transition coefficient
by the expression
= ¥
Yen = AanEﬁbkn 4n
where W, = (Ek - En)h, Ek and En are the energies of the k and n
levels, V/4m is the solid angle extended and Nk is the number of mole-~
cules in the state of interest k. By knowing the transition coef-
ficient Akn and measuring the relative intensities of the various

emission lines,relative populations of the excited states can be de-

termined,
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In astrophysics (as well as in the environmental monitoring
of the atmosphere) a knowledge of the osclillator strength fkn will
allow a calculation of the absorption coefficients of a gas of atoms
or molecules through which the observed light is propagating. The
oscillator strength is a dimensionless constant which expresses the
absorptive power for each characteristic frequency as a function of
the total absorptive power of the electron, i.e. it 1s a measure of
the Fourier coefficient of the particular harmonic of the electron

oscillator, It is related to the transition coefficient by the

equation
£ = - mc3 (2e2 2 5529é—2;155 Az
kn n “en’ "8re g, Akn

where By and g, are the statistical weights of the levels involved;
€.g: & = 2Jk +1, Jk is the total angular momentum number of the
system,

In the case of lasers, it is necessary to have some know-
ledge of the ability to maintain a population inversion which is de-
pendent on the decay rate of the lower laser level. This level obeys
the inequality

an, /de>A, g /e,
A knowledge of these levels and their transition probabilities then
can be of great help in determining the direction of laser research.

One way to obtain the transition coefficients is to calculate
them. It is well known that electromagnetic radiation interacts with
atomic systems, in that an atom in level k of energy Ek described
by wk has a non-zero probability of finding itself in level n of

energy En described by wn if the electromagnetic radiation was of



3
wavenumber v = (Ek - En)/hc (assuming k and n are non-degenerate).
This interaction may be considered as an interaction between an
electromagnetic wave having an electric vector E, and an atomic sys-
tem, which in a first approximation is an interaction with an elec~-
tric dipole of moment M. When this interaction, M¢E, is treated by
quantum mechanics, it is found that the probability of a transition
is proportional to the square of the matrix elements of the electric

dipole moment, i.e.

=~4e2~"’3kn' 1z kn 2
Hen —3 & om R
36C k ™"k

where

kn _ * .

~

This assumes equal population of the k levels, a valid assumption
for most gas discharges.,

m

If‘lB} |2 # 0, the two states have a finite probability of

interaction with the emission or absorption of radiation. If
ngmlz = 0, then the electric dipole transition is forbidden; that
is to say, in the absence of external fields it must go by higher
order electric multipoles or by magnetic multipole transitions,
Note, however, that the magnetic dipole transitions and the elec-
tric quadrapole transitions are down by a factor of 10-'5 and 10_8
with respect to electric dipole radiation.

For a diatomic molecular system, we may consider the mole-
cule to have electronic configuration k, vibrational quantum number

v' and rotational quantum number J'. Then, if we assume (i) separ-

ability, i.e. ¢ = %-wk wv' ¢J'm" and (ii) that the electronic por-
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tion wk(gi) does not depend appreciably on the internuclear separation
r, that is to say we assume that the transition occurs sufficiently
rapidly that the nuclei do not have time to rearrange themselves during

the interaction, we find
3

Aen? AR LI LN LA 43 "’ 3 LA I l2|~vib l2m m"lgrg;Jnlz
3 cTgy 20
where kn _ fwkfsi wndsi
Rz;g"= fw:' wv"dg '{IRX;EH 2 =Frank-Condon factors}
R;T;“:" = fwj.m.w ngusinodeds

Now, by summing over all transitions from a given vibrational

level and using the sum rule

JJ"y 2
Fo %'m"erot l 23" +1
we find for the transition probability Akn’
23
be
Ao gty = © xn,v'v" lenlzL v' "|2
3% 3 vib
c g

Using this equation, calculations can be made to determine the
Einstein spontaneous transition probability (and from this the absorp-
tion probability) which may then be used in the manner sketched
earlier in other branches of physics. Unfortunately many of these
calculations have rather large errors associated with them, some as
high as 50%7).

However, the lifetime (or mean life) of the above vibrational

band is given by
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Tk=1/rzw" Akn,v'v" 10
and if this lifetime can be directly measured, significant reduc-
tion in the errors of the system can be made, thereby reducing the
error in the subsequent manipulations.
From a probabilistic standpoint, we could consider the time
rate of change of the population of a given excited level Nk by the
relation

daN

T = N, = N/T 1

which is simply

~-t/T nAkn vyt

Nk(t) = Nk(o)e k = Nk(o)e n v 12

This implies that a straight forward observation of the de-
cay rate of the excited state would yield the transition probability
via the mean life or the lifetime of that state.

In actuality, the time rate of change should be written

TN Bt A 7 N Pl Oug) B O

- =N IB, U(wv

k @t kn * kn) -+ EZ 2 ku(vzk) NOVNan O’k + N v'NkZ o nk
- 2
~-N vzzokzNz + N vzzoszz + n N okv +n v z can DkV Nk
+
-aaNeNk - arNeNk 13

"

Einstein transition probability: induced absorp-

where: an
tion, m<n; induced emission, m>n.

Akn = FEinstein spontaneous emission transition proba-
bility.

U(vkn)= radiation density of photons
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Gmn = cross section for radiationless collisional transi-
tion fromm to n

NO =  Neutral ground state molecules

nv.= excitation electric current density

@, = attachment coefficient (electron)

v = mean velocity of neutral ground state molecules

ar = electron recombination coefficient

Dk = diffusion coefficient

Gk = electron excitation cross section

onk = electron excitation due to metastable or other ex-

cited states
and where £ refers to higher energy levels, n refers to lower energy
levels with respect to the level k.

Verbally, this equation could be written as the following:

rate of change of the population of level k =

spontaneous emission from
level of interest to lower
state

induced absorption from
level of interest to
higher level

induced emission from
level of interest to
lower level

collisional depopulation
from level of interest
to lower level

collisional population
from lower level to level
of interest

spontaneous cascade from
upper state to level of
interest

induced absorption from
lower level to level of
interest

induced emission from

+ higher level to level of

interest

collisional depopulation
from level of interest
to higher level

collisional population from
higher level to level of
interest



production due to production due to
+ electron bombardment + electron bombardment
of neutrals of metastables
collisional depopula- depopulation by electron
-~ tion due to diffusion -~ quenching
to walls

depopulation due to
~ recombination

In practice however, the following simplification is usually

used, all other terms in Eq. 13 being ignored

..de
ac - Nl N - NN <l
m L n 14
and in the event that there are no cascading levels present, we have
_ -A't
Nk(t) = Nk(o)e 15
where A' now includes the pressure depopulation term, i.e,
! =
A iAkn + No<V>2°kn 16

This type of system will give a pressure dependent lifetime
such that llrk plotted vs the pressure will yield a slope which is
proportional to the collisional depopulation cross section and the
intercept will be the zero pressure lifetime of the excited state.,
A useful relationship between the second term of Eq. 15 and the
pressure 1is

N<ov> = 1.404 po(®1*™2) * x1023 sec ~?
(my ™)
vhere pressure p is in torr, ¢ is in cm2 and the m's represent the
masses of the respective atoms.

The following sections will deal with the development of the

experimental apparatus with Eq, 12 and 13 in mind, i.e. have we left



8

anything out that we should not have and have we biased the results
in any way by the manner in which we conduct the experiments? For
example:

cathode structure: any geometrical dependence present? Also,
can any new information be collected as to the depopulation of exci-
ted states by means other than neutral molecule collisions?

magnetic field: the field is necessary to initiate the discharge
at low pressures...does it effect the observed lifetimes in a syste-
matic way?

quenching or attaching gas: how big a role do recombination-
and attachment play?

discharge voltage: can varying the applied voltage effect the
results in any manner?

count rate: does the data acquisition rate have any effect on the
lifetimes?

pressure dependence: is there anything other than the usual pres-
sure dependence?

Further discussion of the transitions probabilities may be found

in ref. 8-16 and many related works,



CHAPTER II

EXPERIMENTAL APPARATUS

A
Vacuum System

The vacuum system was built to insure sample purity and to
provide variable flow rates since the gases intended for study will
dissociate rather easily. The system consists of two vacuum sys-
tems, one for purity and maintainance of the base pressure (10"S
torr) and the second for the removal of the waste gases. This sec-
ond system allowed for special handling of the 802. Fig, 1 i1lu-~

strates the total system and the dashed line AA' indicates the divi-

sion of the two.
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The main components of the system are discussed below. Both
the forepumps are standard mechanical-oil roughing pumps capable of
pumping 100 liters per minute and have a base pressure of approxi-
mately 10-4 torr. These pumps were conunected to the Pyrex system via
Tygon tubing. All stopcocks, including the main stopcocks on the
pumps were of high vacuum quality with pumpable bores. Apiezon N
vacuum grease was used throughout the system and in the final version,
no Black Wax or Glyptol was used.

The mercury diffusion pump was a two stage water cooled Eck
and Krebs which was isolated from the main system by a liquid nitro-
gen trap.

Pressure in the system was monitored by two CVC type GTC-004
thermocouples (TCl, TC2) and a Bayard-Alpert type ion gauge which
were maintained by a GIC~110B gauge pack. The thermocouples were
calibrated for each gas with the mercury McLeod gauge in a static sys-
tem,

The gas sampling units consisted of Matheson research quality
Pyrex liter flasks of oxygen and helium which were used in the quench-
ing experiments, a Matheson bottle of 957 pure NO, a lecture bottle
of anhydrous sulfur dioxide and a special nippled tube (see Fig. 1)
for sodium azide which provided high quality nitrogen after treatment.

The frittered glass wash tank provided a means of disposing of
the used SO2 safely without dumping the waste gas out the window and

also prevented the gas from coming in contact with the hot mercury in

the diffusion pump,
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The dosed gases were handled irc the usual manner with the ex-
ceptions of the N2 and the SOZ' To produce the NZ’ the sodium azide
tube was pumped down and gently heated to remove any moisture. The
system was then closed off and heated vigorously until the NaN3 decom-
posed in a milky-grey cloud. This N2 charge was then used as any
standard bottle of gas would be. A gram of NaN3 produces approximately
one liter of nitrogen at one atmosphere.

When 802 was used, the charge was dosed into the system up to

point B' making sure that the stopcock at B was closed., Liquid nitro-

gen was then used to freeze the SO, into the holding trap at C. After

2
freezing, the valve at B was opened and the residual gases pumped off,
The stopcock above C was closed and the holding trap allowed to warm
up. The gas was then again cooled with liquid nitrogen and the stop-
cock above C opened and the residual gases were again pumped off, In
this way, trace amounts of dissolved nitrogen were removed from the
SO, spectrum.

2

To use the SO,, B was closed, B' opened, D closed, D' opened and

23
the bypass valve on the holding trap was closed. The collection trap

at E was cooled to liquid nitrogen temperature and the first valve

above the holding trap opened. In this manner, flowing 802 can be ob-
tained at pressures varying from 0.015 torr to 0.500 torr for up to six
hours. After the gas has been collected, the collection trap is iso-~
lated from the rest of the system by closing D' and then allowed to warm

up to room temperature, Once warm, the trap is back filled with dry

nitrogen to atmospheric pressure and then bled through the water trap.
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In this fashion, the 802 is dissolved by the water (3940 cc or 11,28

of SO2 will dissolve in 100 cc of water) and sulfurous acid is pro-

duced, thereby containing the toxic gas in solution. The collection

trap is then roughed out by the second fore pump to ensure no water

gets into the main system, after which it is pumped to base pressure

by the main pumps.

The NO bottle was not used in this experiment,



B
Excitation Electronics

The excitation electronics in this section were designed to produce
essentially a square pulse of 600 to 1500 V peak and from 100 ns to a
few microseconds duration at variable repetition rates from 60 Hz to
3KHz with fall times on the order of 5 to 1Q ns, This has been accomp-
lished in much the same way as described by Copeland., However, three
of the circuits have been altered to allow for a more complete energy
transfer and faster repetition rates., The modified circuits are:
the high voltage power supply, the pulse forming generator (PFG) and the
crowbar unit, All circuits, however, will be presented for complete-
ness.

Fig. 2 shcws the essential parts of this system in block form,
the primary components are in double lines,

The high voltage power supply, Fig. 3, consists of a power line
transformer rated at 35 KV-A, i.e, will deliver 7000 volts at 5 amps,
This unit is normally only required to provide around 3 KV, The AC out-
put of this unit is fed via high voltage standoffs and high voltage
cable to a separate unit (indicated by the dashed line in the figure)
where it is rectified by the silicon bridge and fed ta a 14 uf 40KV
0il filled capacitor which provides the main power for the discharge
when fed through the pulse forming generator., The silicon rectifiers
shown in the figure consist of three diodes in series (1 amp 4KV PIV),

each of these in parallel with a 0.005 uf ceramic disc capacitor and a

14
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5W 1M resistor to reduce the spike amplitudes in the diodes and to pro-~
vide a bleeder circuit to ground. The 320K resistor provides a bleed
to ground on the 14 yuf capacitor for safety.

Instead of the 80K load resistor, the system now uses a 5K load
resistor (200W) which allows the 14 uf capacitor to recharge at faster
repetition rates (2~3Khz). This insures that the 3C45 in the PFG will
have sufficient voltage to fire everytime it is triggered by the master
fire generator (MFG).

The output of this power supply is then fed to the PFG via high
voltage cable to high voltage standoffs. This unit, shown in Fig. 4,
was found to function much more efficiently and at much higher repeti-
tion rates if the 5002 developing resistor was replaced by 4702 (150W),
the characteristic impedance of the 3C45. This system will fire, with-
out missing, for repetition rates up to 3KHz, but this tends to reduce
the usable lifetime of the hydrogen thyratron considerably. Conse-
quently., a repetition rate of 1KHz was generally used. The 250Q carbon
resistor was comprised of four 1K carbon resistors and was used to re-
duce the inductance of the system,

The third circuit modified was the crowbar uwnit., This was de-~
signed to clamp or short the RC decay provided by the PFG into a square
pulse at variable times'after the inception of the pulse., This unit,
see Fig., 5, did just that with a fall time from 5 to 10ns. The crowbar
was placed in direct proximity with the discharge tube via UHF connec-
tors to reduce stray inductance. The differentiated output was used to
provide a voltage trigger to the time amplitude converter (TAC) in

coincidence with the cessation of the excitation pulse., It was noticed
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that this 'start' pulse had some rather subtle structure as shown in
Fig., 6. Further experimentation indicated that it was this second
fall, not the first, which was the true cut-off of the glow discharge
(note the statistical nature of this second pulse), and that in severe
cases of slow cut-off, e.g. 30+nsec, see Fig. 7, this fine structure
could vitiate the experimental results since either of the pulses
could trigger the TAC clock 'on'. This then appears as a smeared onset
of the decay as shown in Fig. 8a and 8b, and can mask short lifetimes

on the order of 20nsec.

D
o0
<
=
(=]
>
Time Time
Fig., 6: fine structure of Fig, 7: start pulse with
start pulse. slow, 30+nsec,
cut-off
= =
e (%
s s
= =
Time 100nsec Time 100nsec
Fig. 8a: decay curve using Fig. 8b: decay curve using

voltage trigger current trigger
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Fig., 8b was compiled using the current trigger which is shown in

the dashed box in Fig. 5. This trigger only fired when the glow cut-
off, and also coincided with the second pulse of the voltage trigger
when superimposed. However, this current trigger could not be used
with confidence as it altered the cut-off characteristics of the dis-
charge and consequently biased the observed lifetimes for lifetimes
around 30 to 40 nanoseconds. It did show legitimate lifetimes for
fast states however, as we checked the 31P (50168) level of He and
the 4P-4D°(46503) level of OII and found lifetimes compatable with
those reported in the literature (~10Ons). It should be stressed that
this problem is only important when measuring fast lifetimes, i.e. on
the order of 20 nanoseconds or faster. For longer lifetimes, even
those as short as 40 nanoseconds, this distortion in the lead chan-
nels due to false starts is of no consequence, adding only a small
percentage of random error to the observed lifetime,

The cut-off could be altered for the above experiment by vary- .
ing the filament voltage of the 2D21 in the crowbar unit from 8 to 16
volts, the higher the filament voltage, the faster the cut-off appeared.
It was also found that the 2D21 filament could be increased to as high
as 24 Vdc before the tube burned out,

The 1K carbon load resistor was also inserted to improve cut-off
characteristics. It was noticed that while the C 3Hu state of N2 gave
2

2: state of N; did not. Fig. 9a, b,

show the observed decay curves for these states. Note the poor fit in

the appropriate lifetime, the B

the lead channels for the ionized moleculie., Fig. 10 shows the same
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sample except with a 500 ohm load resistor. Not only is the plateau
reduced, i.e. the cut-off is truely faster, the lead channels do not
appear as distorted. See also the section on cathode inserts for fur-
ther discussion of this problem.

The rest of the circuitry, the master fire generator (MFG)
Fig. 11, the timing and delay generator (TDG) Fig. l2a, b, the two
power supplies, +27 and +54 Vdc Fig. 13, and +65 Vdc Fig. 14 are all
the same as described by Copeland and are included for completeness,
The * 310 Vdc regulated power supply was a surplus unit manufactured

by the U, S. Science Corporation.
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Detection System

The experiments described in this paper are based on the prob-
ability of observing a photon of appropriate wavelength after the
excitation system has been turned off; hence, the technique is known
as delayed coincidence photon counting. The system is shown in block
form in Fig. 15.

A typical event would proceed as follows: the excitation sys-
tem clamps the discharge off, and the differentiator produces a posi-
tive and negative spike coincident with the on-set and cut-off of this
pulse., The differentiated signal is sent to the ORTEC time to ampli-
tude converter (TAC) as a 'start' signal, where only the negative spike
(minimum -250 mV and 5 nsec fwhm) will start the internal clock, and to
the ORTEC delay gate generator (416A) where the positive spike is used
to generate a positive logic pulse (approx. 3V) which is then delayed
sufficiently to coincide with the cut-off of the excitation pulse and
serves as a gate to the TAC. This insures that the system will not
trigger on from the differentiated portion of the discharge pulse
which is due to the statistical break-down of the glow discharge as
shown in Fig., 16. The first Canberra scaler provides the number of
times that the system is fired in a given experimental run.

After cut-off of the excitation, the first photon of appropri-
ate wavelength that the photo-detection system 'sees' wiil produce a

sharp negative pulse (~800 mV, 6 nsec fwhm) which is sent to the TAC

30
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as the 'stop' signal. The time delay from the receipt of the start
pulse until the arrival of the stop pulse is then converted to a vol-
tage pulse whose amplitude is proportional to this time delay. The
output from the TAC is sent to a ND-1100 256 channel multichannel an-
alyzer (MCA) where the amplitude of the voltage pulse determines in
which channel of the memory the signal belongs. This process is re~
peated several hundreds of thousands of times until a probability de-
cay curve is developed with sufficient statistics for amalysis. The
second Canberra scaler is used to determine the total number of events
which comprise a given experiment. This is useful in determining
data acquisition rate corrections. See later discussion of this prob-
lem, Chapter IV,

The Canberra rate meter (model 1481) provides an on~line ac—-
quisition rate which is useful in adjusting the experiment to a given
count rate., The Hewlett-Packard model 1203 oscilloscope provides a
visual monitor of the decay curves as they are acquired and the ASR~33
teletype provides printed and punched paper-tape output from the MCA
memory.

The timing-calibration procedures used in these experiments
are identical to those described by Copeland. The timing delay cables

are listed in Table 1,
Table 1: Time delay cables
CABLE : .. TIME DELAY : (nsec)*

28.0%0.30
44,0£0,20
88.09%0,90
88.70.77
101.4%0.50

183,2+1.6
378.5%2.2

errors are one standard deviation

SNoO VeSS

*
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The photo-detection system for these experiments consisted of
the following various photomultipliers: three RCA 8575's, one S56TUVP
Amperex, and one 56DUP Amperex. These PM's were coupled to an ORTEC
271 constant fraction timing base. It was found during the experi-
ments that some rather subtle distortion of the data, and some not
so subtle distortion, stemmed from this system. The biatant distor=-
tions were observed with the RCA 8575's which varied in age but for
the most part were older than five years. These tubes would exhibit
unusually high noise levels (greater than 207%) which the computer
had difficulty in analyzing; It could not tell if the noise level was
linear or exponential in nature and frequently failed to give any
usable analysis on known molecular lifetimes, Also, when the same
data was collected on a longer time scale (800 nsec instead of 400
nsec) the probability decay curves would exhibit a rather interesting
plateau around 350nsec as shown in Fig. 17, This phenomenon can be
explained by considering 'afterpulses' produced inside the phototubes
by ionized perfused helium which drifts back to the cathode, producing
a burst of secondary electrons delayed in time from the parent primary
electron (delayed time due to drift velocity of the ions). This effect
primarily causes an increase in the observed lifetime as well as an in-
crease in the noise level. For example, the observed decay of the
c 3Hu state of N2 with an improperly functioning PM was found to be
44nsec, while the same state would be observed with a lifetime of
38.5nsec with a properly dunctioning PM. While this may not seem very
important, being only an error of 15%Z, it is a systematic error and it

would tend to make it very difficult to analyze properly a decay on the

order of 300 to 400nsec.
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This problem can reach extremes, i.,e. the PM can contain so
much perfused helium that dynode bursts are also seen.20 These tend
to vitiate the results in the opposite sense, in that they tend to

produce lifetimes that are too short. One of the RCA 8575's, for ex-

ample, produced invalid lifetimes for both the C 3Hu and the B 22:
+
states of N2 and N2 of 20nsec, independent of pressure. Both these

problems, the aiterpulses and the dynode bursts, can be explained
with the aid of Fig. 18. Trace 'a' represents the true radiative
decay of the excited source. Note the apparent RC decay of the equi-
librium region before cut-off. This follows the decay of the excita-
tion pulse and is instrumental in producing the plateau apparent in
Fig. 17. Trace 'b' represents the buildup of afterpulses with a time
delay of approximately 350nsec after cut-off, The decay of these
pulses after this 350nsec delay is not exponential but gaussian due to
the time-of-flight statistics, and makes analysis of this data utterly
misleading,

Trace 'c' represents the light curve obtained for the dynode
bursts and is essentially the same as that above for the afterpulses
except that the time of flight to the dynodes is only on the order
of 15-20nsec. These dynode bursts can be very annoying in that they
provide the same 'lifetime', i.e. 20 nsec, regardless of the light
source. This would of course make for easy recognition if it were not
for the fact that this distortion is light sensitive, in that without
the light source present, the PM appears noise free. Consequently, an

experiment run on an unknown gas would produce false lifetimes which
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would not be recognized as false. For a complete discussion of this
subject, see ref. 20,

Another type of PM related distortion is caused by undervolting
the PM dynode chain. Although this effect does cause shorter apparent
lifetimes, it does so in a much different manner than the dynode bursts.,
While the dynode bursts give a constant 20nsec decay curve, regardless
of the decaying source, the undervolted PM produces an apparent two-
exponential decay; the 'correct' decay curve plus a fast component which
appears to depend on the radiating source. Examples of two such curves
are presented for the C 3Hu and B 22; states of N2 and NZ in Fig, 19,
20, Increasing the dynode voltage eliminates this problem,

Since the Amperex 56DUP does not have a quartz window, a pilot
'B' scintillator was placed in front of the window for all UV work.
This was accomplished by using Dow-Corning 20-057 Optical Coupling Com-
poundas a glue to afix the scintillator directly on the face of the PM
window., Tests with and without it showed the coupler to be free of
objectionable characteristics such as flouresence.

This total system could be adapted to spectral investigation by
using the MCA in the multiscale (MS) mode instead of the pulse height
analysis (PHS) mode. The MS mode allowed a spectrum to be obtained
based on the time dependent relative intensity of emission lines., The
channel dwell time of the MCA in the MS mode was variable but was us~
ually operated at 800 us/channel. Fig. 21 is an example of the type of
spectra obtainable with this system,

One other means of obtaining spectra was available, By using

a ND Enhancetron 1024 multiscaler, much more detailed spectra were
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possible. This was achieved by replacing the MCA in Fig. 15 with the
Enhancetron. The output was plotted via an X-T Hewlet-Packard recorder

and a sample is shown in Fig. 22.
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Discharge Tube

G. E. Copeland developed the cold cathode invertron in 1970 for
the explicit application to easily dissociated polyatomic molecules
and those which tend to poison oxide coated heated cathodes. A com~
plete description of the apparatus can be found in ref. 1 and 21, The
first part of this experiment was intended to validate and improve the
accuracy of this instrument.

In its present form, the invertron is essentially the same as
Copeland's although it has been modified to allow for experimentation
to insure that geometrical factors have not biased the experimental
results, Figure 23 illustrates the modified system. The dimensions
of the stainless steel invertron are approximately seven inches long
by three inches outer diameter and two and a half inches inner diame-~
ter at the constriction. The upper inlet serves as the main pumping
port and as the flow entrance port during experimentation. This port
fits 8mm pyrex tuﬂing to facilitate primary evacuation. The lower port
in the figure is for gas exhaust during the flow runs.

The window is a fused quartz disc three inches in diameter and
a quarter inch thick which was sandwitched between two viton '0' rings.
The pyrex backing plate facilitated cleaning the instrument and served
as an insulating plate to the back wall of the discharge tube,

The anode is a stainless steel rod eight and three quarters

inches long by an eighth inch diameter. It is inserted through two

44
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Teflon sleeves for electrical insulation as shown. The cathode in-
serts are normally aluminium cylinders which varied in diameter and

configuration as will be discussed in the next section.



E
Cathode Structure

It is very important that the electronics used in a given ex~
periment do not bias the results of that experiment, or it they do,
it is important to know, at least, how and preferably why. This sec~-
tion is intended to cover the development of the cathode structures
used in our experiments and to answer the question of experimental
bias due to the glow discharge.

The cold cathode invertron is a glow discharge device which
depends on electron collisions to produce the excited molecular states
of interest for study. Fig. 24 illustrates the primary parts of the
glow in cylindrical geometry.

The first part of this study was intended to determine if the
size (diameter) or the geometry of the cathode structure effected the
observed lifetimes in any way. Also, a larger diameter cathode would
allow us to work at lower pressures since Paschen's law indicates that
the applied voltage necessary to initiate a glow is governed by the
product of pressure times diameter (pd). This increased separation of
the anode and the cathode should require a slightly larger applied volt-
age to sustain the discharge and the positive glow should expand to fill
the larger region while the negative glow should remain unaltered23.

An increase in the cathode diameter would also reduce the effect
of diffusion in the syétem. Consider for example the following simpli-

fied rate equation

47
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de - 9
Tl —ANk-Nooka-i-DV Nk 18
where \72 will be expressed in cylindrical coordinates and we assume
no axial or angular dependence of the excited molecular density, i.e.
a uniform distribution exists along the length of the discharge. We
then have
N, = R(x) T(t) 19
and by using the separation constant - p2, we find
dT/dt = = (p%+A+N V)T
20
zg-§§-+r%—§—+p§r21z=o
which has the general solution
Nk =C exp'{—(p2+A+N003)t} I, (pr/V/D ) 21

where Jo is the zero order Bessel function. After imposing the bound-

ary conditions (a = radius of discharge tube)

Nk = Nk(O) r<a
t=0
Nk =0 r>a
we find that the effect of diffusion on the system is the addition of
A2 = (2.405/a)2D in the effective transition probability, i.e, an ef-

fective decrease in the true lifetime, as shown below.
A'=A+Nocn';+n2 22
This implies that as the separation of the electrodes in-
creases, the effect of this term, A2, decreases as 1/r2. As this
effect was reportedly small for the hot cathode invertronB, it

should be even smaller for the large cold cathode invertron.
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It was therefore very surprising to find that not only was
there an effect when the larger cathode was used, but the effect went
the wrong way!!! Longer lifetimes were observed, e.g. Bzzt states
of N; were observed at false lifetimes as long as llOnsec, which
when observed at comparable pressures in the small cathode system
were only 50nsec (uncorrected for pressure dependence).

This coupled with the fact that as the pressure was decreased
this effect became even more pronounced led to the conclusion that
this problem had to do with improper field quenching after the exci~
tation voltage was clamped off, That is, with larger cathodes, a
larger surface area was available to produce electrons while insuf-
ficient means were present to sweep these additional electrons out
of the excitation region where they were continuing to produce ex~
cited molecules after the field was supposedly turned off. Conse~
quently, while the cut-off appeared to be lOnsec on the monitor, it
was probably as long as 50nsec, or longer.

This conclusion seems to be born out by the following experi-
ments. A rod structure was inserted just inside the cathode shell,
in electrical contact with the cathode as shown in Fig, 25, This
structure did indeed bring the observed lifetimes back down to 50
nsec at the appropriate pressure but a very long plateau now existed
as shown in Fig. 26, It was found that removal of every other rod
in the cathode structure made the plateau twice as long as before,
If this plateau was indeed due to insufficient electron collection, it
seemed reasonable to expect an increase in the duration of the dis~

charge pulse would produce a similar result, Fig. 27 indicates that

this exactly what happens.
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As a result of this study, it was determined that the cathode
structure must accomplish two ends...first, it must be able to pro-
duce sufficient electrons to maintain the glow discharge, and second,
it must be able to retrieve those electrons rapidly (10nsec or bet-
ter) when clamped off. The parallel rod structure and a later devel-
oped helically-grooved structure accomplished this end independent
of their large surface areas needed for electron production by the
presence of short radius field points (rods or helix corners) near
the cathode to provide strong retrieval field lines.

This problem is also related to the ability of the electron-
ics to provide sufficient current on demand to give complete cut-off,
This is a small problem but is probably responsible for the small
amplitude oscillations present in the computor analyzed data (it was
present in the hand analyzed data also, but is not as noticable).
Fig. 28a, b, are decay curves taken on BZZZ where only the crowbar
circuitry was altered. This may indicate an interesting phenomenan
as this effect was always stronger for the B state of NZ than for
the neutral molecular state C 3Hu. This may indicate a forcéd diffu~
sion (or field diffusion) of the NZ molecules as their lifetimes seem
to be reduced very slightly in the lead channels, while the 'true'
lifetime 1s still present in the later channels of the experiment,

Another interesting fact from these studies was the overall
effect of the various cathode diameters on the observed lifetimes as
illustrated in Fig. 29. This plot represents the data acquired from
the original small smooth cathode, the large diameter parallel-rod

cathode and the large diameter helical-groove cathode. Note that
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while their slopes are quite different, their zero pressure intercepts
are quite similar,
This indicates that the form of Eq. 16, Chapter I, is incomplete;
i,e.,

Al = %Akn + No<V>§0kn 16
does not describe the curves properly. For a given pressure, excita-
tion voltage, etc., the only factor changed in these experiments was
the cathode geometry. This can only alter the electron concentration,
The different cathodes have demonstrated §arying efficiencies for
sweeping the electrons from the active region of the excitation tube
(e.g. Fig. 26) and the excitation pulse duration has also been shown
to effect the decay curves (Fig. 27). These experiments point to re-
sidual electron concentrations which must be accounted for,

By considering the recombination and attachment loses given in

Eq. 12, Chapter I, we have,

.de
T =N, %A —NON %fvo 23

& - Mkira B Vkn” "M TN

k k*
However, we can almost discount the attachment term out of hand since
pure nitrogen does not attach electrons., Air on the other hand will
attach, with an attachment coefficient of a, = 6.3 X 10-7 sec.22
Consequently, a leaky vacuum system may require this factor to be in-
cluded.

Electron recombination might appear as a questionable factor
since the calculated recombination coefficient is on the order of 10-14
cm3/sec. However, this value has been observed much larger (10-8 cm3/

sec)23 for cases when the time for the disposal of the recombination
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energy is much shorter than the average life of an excited molecule.
The dissociation of a molecule will occur within a time interval of
one vibration (ZLO-13 sec) and according to the Frank-Condon rule, the
electron changes from one state to another in an excited molecule
within a time which is negligible compared to this vibration. This
would seem to imply that dissociative recombination might then be
an important factor. Von Engel24 states that this dissociative re-
combination coefficient is proportional to the pressure. With this
in mind, and using the assumption that after cut—off of the dis-
charge tube, with only the external magnetic field to influence them,
electrons and ions should be in a fairly equal concentration, constant
with respect to the nanosecond decays of the excited state, we will
have
N (t) = N (o) exp {-(3A,  + N I<vo, > +a.n)l. 24

So, instead of depopulation by collision with neutrals only,
we should also include the depopulation by collision with electrons
in the form of dissociative recombination., The data would then imply
that the smooth cathode is very inefficient in removing the electrons
after cut-off, while the helix cathode and the parallel-rod cathode
are much more effecient. This is an additive factor, linear in pres-
sure and consequently it will not detract from the validity of the

experiment.
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Magnetic Field

The cold cathode invertron discharge tube is a glow discharge
tube wnich relies on electron impact on the target gas for electri-
cal breakdown., This is at best a statistical process and in a fixed
diameter tube Paschen's Law limits the target gas pressure,

In order to promote the breakdown at lower pressures, one needs
to find a means of artifically increasing the electron-target colli-
sion frequency. This can be done by applying a coaxial magnetic field
to the discharge tube as Copeland did., (see also ref, 25, 26, 27)
This causes the electrons to spiral around the magnetic lines of force,
thus increasing their effective path length in the active region of the
discharge tube, A weak field, around one hundred gauss, will allow
workable discharges to gas pressures as low as 5 millitorr in this
apparatus,

The field is provided by a selenoid wound around a copper
sleeve to allow water cooling of the coil (typically 75 watts of power
is generated by the coil). This copper sleeve fits over the discharge
tube shell, as shown in Fig. 30. The current supplying the field was
normally supplied by a Western Electric power supply (48 volts dc);
however, for the tests to determine the effect of the magnetic field
on the observed lifetimes, the current was provided by the main 100
volt dc generator in the physics building.

Since we are observing the radiation parallel to the magnetic

60



1/t x 107 se¢-?

61
field, we would not really expect any effect of the field on the life-
times, However, we do see some effect with increasing field as shown
below in Figure 31. While the average value is the same, the experi-
mental scatter increases., This data was taken on the vibrational

levels of C I (v'=0,1) (3371,3159 R) of nitrogen.

(%)
[ Vs
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Figure 30: Magnetic field system
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Figure 31: Effect of the magnetic field on lifetimes,
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This effect is certainly not due to the interaction of the
magnetic field with the decaying state, i.e. precession of the radia-
ting dipoles around the magnetic lines of force with Larmor frequency
wL=gJuoH/h (gJ = Land@ factor), but is probably related to interfer-
ence of the increasing field with the electrical cut off of the dis-
charge,

Evidence may be found for this in the increase of the "plateau"
of the decay curves as shown in Fig. 32, This plateau represents a
stable region after cut off which indicates the inability of the in-
gertron to sweep the electrons from the field on application of the
2D21 crowbar (see pulse generation section). See also the section on
cathode assemblies for similar results. This increasing plateau then
increases the uﬁcertainty of the measured lifetime, but on the aver-
age, does not bias the results.

We may then conclude the applied field offers no systematic
error to the system"but indicates that we should keep the field as

low as possible to reduce the overall error of the system.

~ 501sec ~100 nsec

Ln Intensity
Ln Intensity

Time Time
Figure 32: Effect of the magnetic field on the decay curves

a) low field, I=1.3 amp (~150g)
b) high field, I=2,5 amp (~300g)



CHAPTER III
DATA ANALYSIS

Within the limits descussed in the first chapter the data may
be ccnsidered as consisting simply of the sum of several exponentials,
the actual number determined by the number of cascading states plus
an additive constant due to random noise. We then have for the time
dependent intensity

I(t) = e M1% + ce™®2t + .., +x 25

where the decay constants, Al’AZ are the Einstein transition coeffi-
cients plus the pressure dependent quenching rates Al = §Aki + Nbo<v>,
B and C are the respective amplitudes and K the constant background term,

Exponential curve fitting is at best an educated guess if more
than two exponentials are present since in the presence of errors prac-
tically any combination of three exponentials can be made to fit a
given data set involving three or more exponentials. However; if strict
attention is paid to the 'clues' presented by the data, two exponential
data curves can be handled with relative ease if the long lived compon-
ent is much longer than the short lived one (a factor of 5 or more).

Two techniques were used in evaluating the lifetime data in this
work, graphical stripping, and computer stripping. These techniques
will be discussed separately below,

Graphical Analysis

This method can give remarkably good results if the following

technique is followed. After the data is plotted on semi-log paper,
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a constant amount representing the noise is subtracted from the data
point by point. This is perhaps the most critical step. It too much,
or too little is subtracted, the exponential overlying the background
will be distorted., If this distortion is not ignored however, it
will clearly indicate to the operator the proper amount to be called
noise as is indicated in Fig. 33. This technique breaks down if too
short a time scale is used for the data acquisition, i.e. the time
scale used should be sufficiently long for at least 4 e-foldings of
the decay to have occurred. For example, a 60 nsec decay should be
acquired on the 400 nsec time scale and not on the 200 nsec scale.
This insures also that the curve in Fig. 33b is not due in part or
wholly to a real long-lived cascade component.

If two exponentials are present, where one is of rather weak
amplitude, and an attempt is made to fit only one exponential to the
data, a slight but rather persistent oscillation will be present as
shown in Fig. 34a. This effect is obvious in the computer analysis
(LASL) as the background also varies (see appendix A for sample LASL
run #2),

If the two exponentials are of approximately equal amplitude
and only one exponent is used to fit to the data, 2 noticable ‘break'
will occur as shown in Fig. 35. 1If the fast exponential is of much
greater amplitude than the slow component, no problem should arise as
a double exponential fit should be obvious.

One final point should be mentioned. Regardless of all else,
the stirpping process MUST fit in the lead channels with a high de-
gree of accuracy. This is an additional clue as to the misinterpre-

tation of the data in Fig. 34a, where a noticable discrepancy exists
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between the data curve and the linear fit.
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Computer Tecknique

It should be stressed at the onset that the computer cannot
handle data which cannot be treated by hand graphical methods, as
the computer does does essentially the same thing except that in-
stead of averaging the data by 'eye', the computer uses a linear (or
non-linear) least squares fit. Therefore, while the PRECISION sta-
ted by the machine looks better, the ACCURACY cannot be any better
than that achieved by an experienced individual., Also, the machine
cannot discount datum errors as the eye can, and consequently a
'dropped' channel (one in which the number of counts is several
standard deviations lower than the surrounding channels or even
zero) might be weighted incorrectly to the point of distorting the
decay curve unless a x—-square or similar test is built into the pro-
gram, This is a costly CPU procedure. However, the computer offers
the advantage in that it reduces the experimental error due to the
experimenter's bias about his preferred answer. However, since he
can select weight factors, etc., for the program, bias still may not
be entirely eliminated.

Two computer programs are used in these experiments in addi-
tion to the above mentioned 'hand' techniques., These are the pro-
grams LPLOT and LASL (both Fortran G-level).

LPLOT is a semi-logarithmic plotting routine which will also
reproduce the data file in punched deck form for later re-use and
permanent storage of the data., This program is used to provide in-
formation as to how many exponentials are present; where to start

tha fitting routine; where to stop the routine (channel number); how
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much experimental error to expect in the reduced data. Apendix A
contains a program listing for LPLOT followed by a sample data run,
ILASL is a non-linear least squares program which through

iteration techniques adjust the parameters (see equation III-1) until
a best fit is reached. The program was initially developed by the
Los Alamos Scientific Laboratory and has been extensively modified
for use in the IBM 360-40 (éurrently being run on the IBM 370-158).
The least squares technique used is that of Gauss~Newton which has
been modified by Thompson5 to provide a steepest path of descent as
described by Marquardtzs. Proofs of the technique may be found in
ref, 29, 30 and 31. A thorough description of this program and its
limitations may be found in R, T. Thompson's dissertations. A pro-
gram listing is provided in Appendix A along with two sample data

runs.



CHAPTER IV
COUNT RATE DISTORTION
It was noticed by Johnson3 that the rate at which data is ac-
quired in pulse height analysis (PHA) could cause distortions in the
decay probability curves., This is illustrated in Fig. 36 a-d, which
represent the decay curves observed for the B ZZ state of N; which

were obtained at count rates of 4, 11, 17 and 257.

In order to better understand why large count rates distort
the data taken in delayed coincidence photon counting, it would be
useful to look at why data acquired in the MS mode used for nuclear
half-lives is not distorted handling the same effective count rates.
Consider the time rate of change of the population N(t) of a given
radionuclide

dN(t)/dt = -AN
or the number of nuclei at any given time t is
t

N(t) = N(o) e A

which gives the time dependent distribution as follows:

Ln Intensity

Time
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Now, consider the probability distribution obtained by a MCA
in the MS mode, i.e. all counts delivered in a prescribed time.é;;——
t+Tw, are accepted (ignoring MCA dead time which is a different type
of distortion) and the analyzer goes on to the next channel T, We
need to know if the distribution is indeed that which is predicted
by Eq. 27.

Since intensity I(t), is the number of events ber unit time we
should have

I(t) = N dp/dt : 28

where N0 is the population of possible events (number of radionuclei),
dp/dt is the probability an event will occur per unit time (or dp/

dtw per unit channel) and dp=pedeP where Pe is the probability that

d
the nuclei exist exp-At=(e_At), P is the probability that we detect it
(effeciency, etc.) and dpd is the probability of decay Adt (or Adrm).
Therefore

() = NopsAe -At 29
and at t=0 we have I1(0) = NopSA so we can write

I(t) = 1(0)e ~At 30
This is of the same form as Eq. 27 and therefore indicates that the
data acquisition technique does not inferfer with the experimental
results.

Now, whereas the above technique uses one initial population

to determine the halflife, the mean lifetimes of molecules must be
determined from many different initial systems, where only one decay

per initial system is observed, all others are ignored. The prob-

ability decay curve is then the collection of many hundreds of thou-
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sands of separate events, each contributing at most only one count,
Therefore, we will have for the intensity
I(t) = N dp/dt 31
where N is the number of events sampled (invertron pulses), dp/dt is
the probability that the event will occur per unit time (channel)
and now
d

dp = PePsPm Pd 32
where P, is the probability that the molecule exists exp(-At), P
is the probability that it is detected (efficiency etc.), P is the

probability that the event was missed, and dpd is the probability

t+dt.

that the molecule will decay in t

The factor P is required since we are basing our measurements
on the time a pulse is seen after the excitation is effected, all
subsequent pulses from that excitation being ignored. This is not
done in the MS mode and consequently no correction is required as
missed events are assumed accountable in the detection efficiency of
the equipment. The question then is how much bias does this factor
cause,

Consider the probability of seeing an event

-At

ps(l—e ) 33

Then the probability of missing the event is simply

Aty 34

1 -ps(l-e
For n possible decay events (in the direction of the detection
apparatus) we see only 1 decay event before the TAC turns the sys-
tem off, so we miss

’{1-ps(1--e-'At)}n-1 35
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The intensity is thus given by
I(t) = NApSe—At {1-p_ (1-e"A8) 1 36
and for t=0, we have I(0) = NApS or

-Aty -l 37

I(t) = 1(0) e {1-p_(1-e
which indicates a deviation from the curve of interest by the term in
braces, But note if we consider only one possible event and we de-
tect it, i.e. n-1=0, we get the undistorted curve,

Here n represents the number of events which did get through
the apparatus and could have been detected but were not recorded by
the method of counting employed, since all but the first were ignored.
The value of n can be artificially kept low by keeping the count rate
low. The count rate is the number of measured counts divided by the
number of times the system (or invertron) is cycled. By keeping the
count rate around 10%, we imply that the probability of two simul~-
taneous events is 1%, that of three events 0.1%7 etc. Therefore we

could write for a "double event':

-2At

I(e) = 1) {(1-p e “p e A%} 38

and for a "triple event':

Ze—3At} 39

I(e) = 1(0){(-p ) e ™A 42p_(1-p Ye A C4p

To reiterate, corrections are required not because events are
missed by the system, but because one event is detected and another
selectively ignored. This biases the data to the earlier channels
and appears as a fast exponential in the data curve as illustrated
in Fig, 36

A much more convienent analytical form may be obtained by re-

writing the probability of lost events as follows.
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_ ~-At, yn-1
Py = {1‘Ps(1-e )}
- 1_(n_1)[1_e-At]ps_§5:£2_£2:31 pg [1-e72%72 4., 40
2!

which 1s approximately

@ i _"‘At j___ i
5L, (ap,) [1.? 17D i

1.

npg
G
i than is the expression (n-i)<<n. See ref. 3, 32,

since <<1l, i an integer, is correct for much smaller values of

Now, by defining m = np_, we have

. 1 -Atyi
= im |1—e l _ : -At
P, =3L 1) T = exp {-m[l-e" ]},

Consequently Eq. 37 becomes
t

-A
I(t) = I(o)e Afem(l-e ™) 42

where m = in (l-ééb and Cp is the number of counts measured (total
number of events zeen by the MCA), and Cm is the total number of
counts possible (number of times the system fires since only one
count is allowed per excitation).

Fig. 37 shows how Eq. 42 fits the experimental data compiled

on the C 3Hu state of nitrcgen. Currently, additional work is being

conducted on this problem and will be reported later by others.
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CHAPTER V
Nitrogen Lifetimes
Nitrogen was chosen for this series of experiments because

the BZE: state of N * and the C 3Hu state of N, have been extensively

2 2
studied by many different techniques and Johnson3 com@leted some
very precise work using the hot cathode invertron with which this
work was compared. Also, the C 3Hu state appears to be pressure
independent and does not possess a cascade component, This state
then provides a clean single exponential of 38,4 nsec mean life with
which to calibrate the cold cathode system and to determine any
equipment dependences. Likewise,'the BZZZ state of N; provides a
single exponential (59 nsec), but exhibits a pressure dependence
which should be useful in determining depopulation mechanisms,

It is felt that an adequate understanding now exists such
that experimental results are reliable and reproducable, A reca-
pitulation of the major experimental problems will be presented in
this section followed by tables of this work compared with that pre-
viously reported in the literature,

"Typical" data in the form of pressure vs the tramsition pro
probability is presented in Fig, 38 which represents the quality of

early data acquired on the unmodified system for the BZEZ state of

N;. Suffice to say that this quality of data could not be tolerated.
Most of this problem was cleared up by recognizing the sever-~

ity of the count rate distortion discussed earlier, This distortion
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was expecially rampant in the earlier stages of these experiments
since the excitation electronics system did not pulse at the repeti-
tion rates indicated by the monitor, i.e, the discharge tube did not
fire every time it was pulsed, For example, it the repetition rate
was set at 500 Hz, the discharge tube might fire anywhere from 200-
300 Hz regularly, and at any other value sporadically., Also, the
vacuum system, primarily the discharge tube, leaked. The boron ni-
tride spacers were found to be quite porous., It was not clear if this
was a problem of age, or if the spacers were worn out due to remocval
and reinsertion of the anode for cleaning., The leaking system was
the easiest to remedy, the boron spacers were replaced with Teflon
sleeves and subsequently the whole discharge tube was redesigned as
described in Chapter II-D, The problem of the discharge tube mis-
firing was at first tolerated by inserting the Canberra scalers as
shown in Chapter II-C and directly measuring the events counted vs
the number of times the system fired (i.e. the count rate) for a
given experiment. Later the difficulty was removed by properly modi-
fying the excitation electronics to give dependable firing rates.
(See Chapter II-B)

With these two corrections, our data were now much improved
as Fig. 39 indicates., It was then determined that the data were of
sufficient quality for the more subtle problems of the glow discharge
to be approached. With the help of Fig. 40 a rather interesting
problem was recognized. At low pressures it was found that both the

2 +

B Zu and the C 3Hu states of N; and N2 exhibited an increase in their

observed lifetimes which appeared at first glance to be equipment
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oriented. As Fig. 40 indicates, this problem could be solved by the
addition of small amounts of oxygen to the system, while the addi-
tion of helium did absolutly nothing. It was determined therefore
that the pressure was not really the controlling variable, but rather
the presence or absence of an electronegative gas capable of clear-
ing the electrons out of the system after cut-off, in conjunction with
an inability of the cathode structure to sweep these électrons.

This inability to sweep the field properly was also indica-
ted by the probability decay curves which exhibited a "hump", and
in severe cases, a peak in the lead to middle channels depending on
the diameter and structure of the cathodes used as shown in Fig, 41.
This was corrected after extensive cathode design studies were com-
pleted and cathode inserts of helix-grove or parallel-rod design were
used (see Chapter II-E). These improvements then make possible the
data shown in Fig, 42, Note however, that the problem at low pres-
sures is still not completely solved. It probably cannot be solved
while working with pure nitrogen as the attachment coefficient for
pure nitrogen matches that of the noble gases...zero. However, stud-
ies in oxygen indicate that work at these lower pressures is indeed
possible if the gas under study is electronegative.

Our attention was then turned to that of the magnetic field's
influence on the observed results. The only effect observed with
increasing field was an increasingly poor electrical cut-off of the
discharge, and therefore an increase in the errors of data reduc-
tion. This effect was found to be random and it was therefore con-
cluded merely that the magnetic field should be kept as low as neces~

sary to sustain the discharge at low pressures (and off when possible)
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to reduce the errors in the data reduction.,

A high applied voltage affected the results adversely in a man-
ner similar to that of the magnetic field. At higher applied voltages
lzrger numbers of electrons made cut-off difficult to achieve and
consequently, the data reduction errors were increased. This occured
only when the applied voltages were sufficient to cause the discharge
to exist in the abnormal glow region., If this was not the case, i.e.
the glow remained in the normal region, the increased voltage did not
effect the results appreciably.

In conclusion, Table II and Table III list the reported life-
times for the Bzz: and C 3Hu states of N; and N2 as reported by other

workers for a comparison of results,

Table II: Reported Lifetimes for'BZZt (v'=0) NZ_

Experimentalist T (Nanoseconds)
Bennett & Dalby33 65.8 * 3.5
Fowler & Holzberlein34 70 £ 15
Jeunehomme35 71,5 =5
Johnson3 59.2 %
Hesser & Dressler36 59 6
Nichols & Wilson>’ 65.9 + 1
Sebacher38 65 * 2
This Work 62.7 + 2,5
Table III
Measured lifetimes of C 3Hu(v'=0) level of N,
‘Experimentalist (sec.)
Bennett & Dalby>> 44,5 * 6
Jeunehomme35 49 * 5
Johnson> 39 2,5
Nichols & Wilson37 45.4

This Work 38.4 * 2,5




CHAPTER VI

SO2

Introduction

Sulfur dioxide is a tri-atomic planar non-linear molecule

belonging to the symmetry group C v and classed as an asymmetric

2
top. This implies that the molecule 302
]

of reflective symmetry, o, and g, and has a two-fold axis of cy-

has two vertical planes

clic or rotational symmetry, Cz. The planes of symmetry are re-
fered to as vertical planes since by convention the main axis of
symmetry is assumed to be the vertical (z) axis, and 02 refers to
a rotation by 180° about the z-axis. The vertical planes Uv are
sometimes written ov(x,y) and cv(y,z) to denote in which plane the
reflection is considered,

Since there are four different ways of assigning plus and
minus signs to the two reflections, the point group is represented
by the four characters Al’ A2, Bl’ B2 which denote symmetry or anti-
symmetry with respect to the operation CZ‘ The characters of this

group are given below in Table IV,

87
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Table IV: C v Character table

2
Cpy IrB) GG  oytxy)  9,0,2)
A +1 +1 +1 +1
A, +1 +1 -1 -1
B, +1 -1 +1 -1
By, +1 .= : =1 . . 4l

The notation I and E are interchangable depending on the ref-
erence used and represent the identity element (E=Einheit), i.e.
02 = I or E. The plus and minus signs refer to the preservation
of the symmetry in a given operation,

As a matter of caution, the following notation will be ob-
served to prevent confusion, Al’ A2 etc, will refer as mentioned
to symmetry or antisymmetry operations with respect to the cyclic
rotation C.» This is not to be confused with Au’ Ag’ B s Bg’ (u=
ungerade, g = garade) which denote symmetry or antisymmetry with re-
spect to the center of symmetry (as in the planar X2Y2 of the group
nor should these be confused with A!, AY, etc., which refer to

1

symmetry or antisymmetry with respect to the plane %L (reflection

CZh) 2

in a plane perpendicular to the principle axis, i.e., horizontal
reflection) as in a plénar XY3 molecule from the group D3h' Also,
the symbol I should be used for the identity operator to avoid con-
fusion with the degenerate species El’ E2, etc, found in higher order
degenerate groups. One last word on notation, the symbol ; or i
refers to a particular molecular level and not to the symmetry spe-

cies. Consequently, a state may be refered to as X 1A1 or A 3B1
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without confusion. For further clarification, see ref. 39, 40.

Since a non-linear molecule does not have an axis about which
the moment of inertia vanishes (as in linear molecules), there are
three mutually perpendicular directions about which the moment of iner-
tia has a maximum or a minimum.41 These are termed the principle axes
(or principle moments of inertia) and are designated QA, QB’ %, where

C
generally zA <EB<EC. If the molecule has an axis of symmetry then
this axis will be a principle axis. Likewise, any plane of symmetry
the molecule possess must have a principle axis perpendicular to it.
If two of the principle moments are equal, the molecule is refered
to as a symmetric top., If QA = RB’ it is called an oblate top and if
QB = zc, it is refered to as a prolate top. If all three are equal,
it is called a spherical top. In the case of 502’ where none of the
three moments are equal, the molecule is termed an asymmetric top.

The vibration of tri-atomic molecules can be broken down into
three normal modes of vibration Vis Vo and vy as shown in Fig. 43.
These modes are termed symmetrical valance (vl), deformation (vz),
and anti-symmetrical (v3) by Metropolisaz. These vibrations cause
what are termed vibronic species., These vibronic eigenfunctions wev

are to a first approximation
Uy = Vo (d50)0, (@

where we(q,O) refers to the electronic wave function for the equi~
librium position Q=0. This implies that the vibronic species are sim-
ply the direct products of the electronic species with the vibrational

species. As an example consider an SO2 molecule (sz symmetry) which

is in the B1 electronic state, If a B2 vibration is excited (i.e.)

43
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similar to 3 in Fig. 43) the resultant vibronic state 1s

Degenerate vibrations will not be considered as they do not

occur except by accident for molecules with only two-fold symmetry

or less43.

v, (a,) v, (a,)
171 21 V3(b2)

Fig. 43: Normal modes of vibration for 802

SO2 SPECTRAL ANALYSIS

Pearse44 has grouped the emission spectra of SO, into three

2
catagories, all of which are degraded to the red. These are: group
A, 4340 to 2700 R; group B, 2640 to 2350 R; and group C 2343 to 2170
®. The work presented here has dealt exclusively with the second
and third groups.

With the MCA used in the MS mode, the spectra illustrated in
Fig's., 44-46 were obtained. Fig. 44 shows how important it is to

keep out trace quantities of nitrogen. A multiple distillation using

liquid nitrogen traps as described earlier (see Chapter II Sec. A)

44
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was used to eliminate these unwanted lines and subsequent spectra
were free of N2 emmision spectra. Fig., 45 and 46 illustrate the
pressure and applied voltage dependence of the spectra. Please note
the slit width change, It appears from Fig. 45 that at least two
of the peaks, i.e., those centered around 2365 and 2263 R, are not due
to the emission of SO2 as they gain velative intensity with pressure
with respect to the other peaks. Also, in Fig. 46, these peaks suffer
severe attenuation with a drop in applied voltage of 200 volts, It
is felt that these peaks are due t» the dissociation of SO2 and the
subsequent decay of excited atomic oxygen. This idea will be discussed
later.

All of these spectra were obtained using a static gas sample,
operating from 800 to 1000 volts, Very little sulfur deposition was
observed except at high pressures (400+ uHg). The MCA was operated

in the MS mode with a dwell time of 0.8 seconds per channel and 256

channels were used on each sweep.

PREVIQUS LIFETIME WORK

Previous lifetime determinations #°~47 have associated the
region of group A with the first excited state, designated ; 381.
I determined this level to be very long lived (>200£sec) and conse~
quently could not study it further., However, for completeness and
to help illustrate the inconsistencies in the reported lifetimes for

this molecule, the known work for this level is presented below in

Table V .
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Table V: Reported lifetimes for 3 3B1.502,: .......
Worker Pressure Lifetime
Caton & Duncan45 30y - 1.5m 7 * 1 msec
(no pressure dep., found)
Levitt & Sheen“6 not stated in work 0.2 msec,
(a few torr?)
47 . o
.Greenough & Duncan - solid at 77" K. o 045 msee,

71
A'B SO2

1
The second excited state designated A 1Bl from the electron

confirguration (la2)2(3b2)2(4a1)(2bl) 1’3B has been reported to have

1°
very diverse lifetimes and even to possess a non-exponential decay.
Mettee48 alone presents a lifetime varying from 12 usec to 128 usec.
Greenough and Duncan give a lifetime of 45 usec, while Levitt and
Sheen46 list a value of only 7 usec. In his work, Sidebottom.l‘9 found
a nonexponential decay which had a time dependent decay varying from
14 to 33 usec, and Hui and Price50 simply state that the decay is
non-exponential for the 1B1 state. Several arguments have been put
forth by the collective authors as to why their data do, or do not,
appear to agree., Mettee for example feels that perhaps his frequency
dependent lifetimes should all have the value of 64 usec and the
variations are due to a frequency dependént excitation cross section,
However, a correlation does exist which these authors seem to over-

look. Table VI presents their data and Fig. 47 is a lifetime versus

wavelength plot of this data on semi-log paper.
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Table VI: Reported lifetimes for A lB1 SO2
Worker Wavelength Pressure Lifetime
Levitt & Sheen™® 4360(?) not stated 7 usec
Greenough & Dun~ 2700-3100 solid at 42 usec
canf7 77°K
48
Mettee 3130 1--1000 uHg 128 usec
3020 68
2960 60
2850 35
2750 20
2650 12
Sidebottom.l’9 2662 2- 80 uHg 33 usec
(Laser) 14 usec
36+4 usec
calculated 1846 usec
values
57
Douglas™ - - . .. .30 - - 2. S 63 usec

The double value given by Sidebottom refers to the non-expo-
nential nature of the observed decay and is an attempt to analyze the
apparent time dependency of the decay. His calculated values corre-
spond to levels which are partially and totally vibrationally equi-
libriated. The values stated for Douglas is based on his statement
that his lifetime was approximately 50% higher than that of Greenough
and Duncan.

Fig. 47 would seem to be more than a coincidence. This is
obviously not due to the v3 factor and can perhaps be explained by
considering interelectronic level mixing. DouglasSl has stated four
requirements for this type of effect to occur which are:

1) A strong electronic transition moment existing between

levels B and X (see Fig, 48).
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2) A weak or no electronic transition moment existing between
levels ; and i,
3) A strong interaction existing between ; and 5, i.e., vibronic
or Coriolis, or if they have different multiplicities, strong
spin—-orbit interactions,

~ ~

4) Density of vibrational levels of A>>B,

=
Ll

><?

[ —>

Fig., 48: Schematic potential wells for
interelectronic level mixing.

This type of system will add large numbers of extra vibrational
levels which can be reached by absorbing radiation from the ground
state, i.e. several levels from A may be reached by one level frcm ﬁ.
This will produce a spectrum in which a large number of weak lines
are seen instead of a few strong lines. This in turn increases the
apparent degeneracy, alters the line strengths and consequently in-
creases the observed lifetime. The degree of mixing will obviously

depend on the extent of the interaction and on the type of interaction
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present, In the limit of large interaction, Douglas states that the in-

crease in the observed lifetimes will vary as the density of the levels

~ ~

A and B.
This criterion seems applicable to SOZ, The B (A 13154——-X(X 1Al)
transition is quite strong while the A (a3Bi}¥—— X(XlAl) transition

involves a different multiplicity and are reportedly very weak. This
multiplicity difference could also provide the interaction necessary
(spin-orbit for example) between ; and ;.

One other effect is mentioned by Douglas, If the interaction
is fairly weak and if it varies with the rotational and vibrational
quantum numbers of the excited state, then even closely spaced levels
may differ in their observed lifetimes. This implies that the decay
of flourscence excited with even a narrow band of radiation (Side-
bottom’s LASER) will be a mixture of the various lifetimes and will
be observed as non-exponential. Sidebottom49 and Hui50 report such

decays for the A 1B level of SO,. Perhaps the graph in Fig. 47 will

1 2
be useful in determining the extent and type of interaction between
the levels a 3B1 and A 1B1 of 802 in the future,
~ 1 <~ 3
C B2 &D 32

The last reported states of SOZ’ the E and 5 states have been
reported on by Hui and Priceso, who used single photon counting tech-
niques and concluded that these states were not as strongly coupled
to any other states as were the lower levels. An extrapolation of
their data reveals a zero pressure lifetime for the composite system

of 55 * 8 nsec.



100

PRESENT 'LIFETIME WORK

3 331

The first excited level of SOZ’ the 3 3Bl state was not mea-
sured in this work as the levels are too long lived to allow accurate
work with the present equipment. It is hoped that the level can be
studied in the future after modification of the apparatus and will
be reported on in the future elsewhere,

T 1

A Bl

The ; lB1 state has been observed in a flowing gas system at
several frequencies to determine if the same frequency dependence was
present as was reported earlier, It was not, However a reciprocal
transfer or close coupling of near states was observed as is apparent
in Fig. 49. A complete theoretical description of this process may

-
be found in Morton’ and in Thompsons. Essentially, the process is as

follows (see Fig. 50).

A

Fig. 50: Energy level diagram for close
coupling of states,
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Levels a and b are nearly the same energy above the ground state and

allow a collisional resonance, i,e.,

dNé

dt = —aaNa+abaNb+Pa 45a

M

rraii -abNb+aabNa+Pb 45b
where Pa and Pb are production rates important only during the dis-

charge on~time, and where

a, = Aa+oavN+oabvN, 46a
o = Ab+cb\7N+obax7N, 46b
@, = o pVN. 46c

The basic solution to these equations is a double exponential

(where after cut-off we have Pa = Pb = 0), i.e.,

-\t =Aot

Na = Cle +Cze 47
and
“1"'% e, O e
N = -—2¢C.e 14— Z¢e "2 48
b o 1 o 2
ba ba
where
1
= 2_ 2 3
o (ab 2°‘b°‘a +ma + 40‘abmba)'i

As we are interested in the population of Na only (Nb will decay at a
different frequency) and we expect A;>>Xy such that A; will be an un-
observably rapid buildup in the amplitude of the state of interest,
we may consider the exponential form of Aj;

Ay = !5{A3+Ab+(oa+obwab+cba)vn}

-1 - - - =12 -2 2.% 49
s{[A -A +(o, O+ 0p ) VN|“Hho oy vONT)
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as being responsible for the observed curve in Fig. 49. The solid
line in Fig. 51 represents the analytic fit of A, to the observed

data. The parameters used in the fit were:

A, = 5.98%10° sec™

Ab = 0,8X 105 set::-'1

o = 0 = 9X 10-.16 cm2

a b

6, = 75X ].0"15 cm2; o, =17.,0X 10-15 cm2
ab ba

v = 3.18 X 10 cm/sec (T = 300° K)

N = 8.05X 1015 p (torr)/cc

It is felt that this process is similar to the interelectronic
mixing apparently responsible for the frequency dependency observed
by previous workers working in the absorption region.,

This level did exhibit a double exponential decay; however, the
fast componment (~1 psec decay) observed is believeds3 to be due to the
underlying recombination continium caused by SO + 0 — 802 + hQ, and
not to be the level in collisional resonance with the 1Bl level since
the zero pressure lifetime for such a collisional state should be
around 1.7 usec. Fig. 52 shows a schematic representation for such a
double exponential system and illustrates why the mixed state should
be around 1.7 psec.

The intercept of the dashed lines should be half the sum of the
decay probabilities (high pressure extrapolation of the terms A; and
A2, where A\, differs from A, only in the sign of the second term).

Table VII lists the wavelengths of the observed levels of the
71

A B1 state of 802. The measurements made in this work would then

indicate a zero pressure lifetime of 12,5 # 2.5 usec which is in good
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agreement with the lowest level observed by Mettee48 and with the
faster value (14 usec) listed by Sidebottom. Recall that Sidebottom
calculated a value for the lifetime of 18 usec for a vibrationally
equilibriated system. It would perhaps be safe to assume that the
level measured by Mettee at 2650 8 was also in vibrational equilib~

rium, and by the nature of the excitation used in these experiments,

our levels should also be in vibrational equilibrium,

Table VII: A lB levels of SO

1 2
WAVELENGTH PRESSURE LIFETIME
& e . (usec)

2593

2561

2493 15 =400 u Hg 12,5#%2,5

2415 flowing

2383

2263

1/t

Pressure
Fig. 52: Decay of collisionally resonance states,
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E and D l’3B2

The 6 and 5 states of SO2 ( 1’352) proved to be a straight
forward measurement with results in good agreement with those of Hul
and Priceso. A fast single exponential was observed with a linear
pressure dependence indicating a totél collisional depopulation cross

section of o = 2.72 X 107 cn?. Fig., 53 is a reciprocal lifetime

vs pressure curve for the C state which indicates a zero pressure
lifetime of 60.6 * 1.8 nsec. This is a count rate corrected curve,
This value compares well to that extrapolated for Hui and Price of

55 + 8 nsec, This level did not exhibit any frequency dependence

similar to that seen for the A state.

OII LINES

The oxygen lines observed in this work have been studied else-
where and are mentioned here only because of the quadratic pressure
dependence they seem to possess, Three ionized oxygen lines have been

2.0 12 2.0 12
observed, the 3p "D ,,-3d" “P (2365.15 &) the 3p Dyp=3d" Py

2.0
(2365.03 &) and the 3p 255

from 5.3 usec at 600 p Hg to 1.18 msec at 30 u Hg. This data is

-5s 2PLi (2263 &) with lifetimes ranging

presented in Fig, 54, Note that the data is quadratic in pressure,
This would tend to indicate a three body collision, the molecule SO2
and two slow electrons with excited ionized atomic oxygen as one of
the products. We then observe the decay of the OII atom not at its

characteristic decay rate, but at the rate of production of the ions,
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CHAPTER VII

CONCLUSIONS
It is the opinion of the author that with a little care and
patience, the cold cathode invertron can be a very useful tool in ex-
amining the lifetimes and related parameters of polyatomic molecules,
It has been shown to be accurate in reproducing the known lifetimes

of He, OI and N, which were initially determined on entirely different

2

equipment, some determinations even being made on equipment using
entirely different concepts of physics.
are well within the experimental

2
. p ~ 1,3
errors reported by some (i.e., the C and D

The observed lifetimes of SO
BZ) and are consistent
with the reported values of thers (; lBl), while improving the pre~
cision of both considerably (+ 3% as apposed to their * 15%). By
combining the results obtained through the absorption spectra and that
obtained in emission, it is felt that a better understanding of the
molecule has been achieved. Also, data has been collected which per-
haps in the future will help determine the extent and the type of
vibrational and interelectronic level mixing.

Future work is still required in the visible region of SO2
and will be completed after modification of the apparatus to allow

millisecond investigations. At present the lifetime of the & 3B ex-

1

cited level of SO, is too long for accurate measurement on the exis-

2
ting apparatus. Finally a thorough investigation of the visible and

perhaps the infrared regions will reveal the state which appears to

109
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be close coupled with the A 1B level (assuming that it is not the

1
excited state & 3Bl).
This equipment should now be useful in measuring lifetimes

for other easilly dissociated polyatomic molecules.
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APPENDIX A
LISTING OF COMPUTER FROGRAMS AND SUBROUTINES
LFLOT 20:08 THUe. FEB 05,1979

DIMENSION Y(S512),A2¢(S58)>YF(512)
DIMENSION CEANCICY»TINMCIO)
REAL INCR,LLIsL2
DATA A/.'X", ".’.'l, .,.,.’ " ", "*.l/
C DATA INFUT
CALL INFAK(N,NTC, CHAN, TIM, TIMELY)
FRINTIZ234
1234 rOrMATCIH »“ENTER PLOT INCEEMENT'™
1 INPUT »K
IF (K)2,2,3
2 FRINT999
CALL EXIT
C HEADI NG
3 CONTINUE
C Y VALUES TO BE PLOTTED
3201 FORMATCIH »2L653X>"DATE=", A25A035 245, 3X5"RUN #'"512)
C SEARCH FOrR MAXIMUM AND MINIMUM VALUES
B=Y¢{ 1)
S=100GCC.
DO 20 I=2,N
IF CYCI)=-BY15,15,11
11 BsY(I)Y
GO TO 20
15 IF CY(I)=5)16,20520
16 IFCY(I)eECeQs0)GO TO20
S=Y(1)
20 CONTINUE
C CALCULATION OF SCALING FACTOR AND RANGE
PRINT 91055, B
INFUT, S»B
FRINT 201,55 B
B=ALOG(B)
S =aL0CG(D
SC=(B-5)/63.0
C SET UP BOFDER AND PRINT SCALE
FRINTO903
PRINT 902,CA(S5)»1=1, 65)
C PLOTTING OF DATA
DO 30 I=1,NsK
Il1=1~1
NY=1
IFCYCI)=S.LE+0.0)GO TO 30
NY=¢ ALOGCY(I))~-S)/SC+1
DO 21 J=1,NY
21 YP(JI)=A(4)



LFLOT 20: 08 THUe. FEB 05,1974

YP(NY) =AC2)
30 FRINT 293,11, (YP(J)»J=1,NY)
C FINAL BORDER
PRINT 902, CA(5)>1I=1,65)
PRINT 202, SC
GO TO 1
202 FORMAT(1H »3X, 65A1)
201 FORMATC1H1,FE+0s 52X F840)
202 FORMAT( 140, "SCALE=",F845, "LNCCOUNTS) /PRINT CHANNEL"™
293 FORMATCI 4, "%, 64A1)
903 FOPMATCIH » 3Xs "%', 63X "% ")
910 FORMAT("ENTER SCALE LIMITS,DEFAULT VALUES ARE ", 16,18)
999 FORMATC1HO, "END OF JOB"™
END

INFAK 20: 08 THU. FEB 05,1974

SUBROUTINE INFAK(N1,NTC» CHAN, TIM», TIME,Y)
DIMENSION CHANCIO),TIMC10),Y(256)
1, DATEC 3)
INTEGER CHAN
REAL L1s,L2
CaLl. DATIMEC(TIMED, TIMEB» DATE)
CALL OFENF(C 1, "INPUT™
READC1,9101)L1,L2, DA, XMOsYR> RNy SA» VL P
READC1,9102YN1,NTCo(CHANCII>I=1,NTO)
READ(1,2103)CTIMCIN)»1=1,,NTO
9101 FORMATC(2A65 825 A3, 045125065 F5¢05F501)
9102 FORMAT(I3,11,813)
9103 FORMAT(8F7.2)
N=N1
READC 1, 7000) TIMES(Y(I)sI=15N0N)
4000 FORMAT(1S5F4.0)
5000 FORMATC 14F5¢)
5000 FORMATC10F7.0)
7000 FORMAT(I6,917)
: CALL CLOSEF(C1,"™INPUT™
PRINT9201,L1,L2, DA»XMO,YRs RN
FRINT9 202, SAs VL.» F» TIMEDs DATE
9201 FORMATC1IHOs//7//520653Xs"DATE~", A2, A3, A45 3X5> ""RUN #',12)
9202 FORMATCIH » "SAMPLE=", A6, 3X> "WAVELENGTH="»F5+0," A'S
13%, "FRESSURE=",F5+1,'" MICRONS"//" CALCULATED AT",
21X, A6, 1X5 3867)
RETURN
END



RGRES 20: 08 THUs, FE3 05,1974

SUBROUTINE RGRES (V,U,»A»BsN1,N2» R2, SWTCH)
DIMENSION U(512),V(512)
REAL Mi,M2
120 FORMAT(YZERO ¢STD ERROR OF ESTIMATE EXCEEDS STD DEV
1I0OFY "™
N=N2=-N1+1
100 FORMATC 1¥X, ""SIMPLE LINEAR REGRESSION
1 EQUATION: LOGCY=FC(X))=A+B%X",//1X,"INDX R¥R VALUE 95%
2CONF LIMITS BEGIN END DIFF™
150 FOBRMAT C(lHD
200 FORMATC(F9+5S,4H A= 3F1285,14516516/,9%X5 4
1H B=,3F12.8)
IFCSWTCH.EQ«2.2G0 TO 11
IFCA) 8510,8
8 IF CICNT=-25) 11,11,9
9 FRINT 150
10 ICNT=1
IFCSWICH«EC.1)GO TO 101
102 FRINT110,
110 FORMATCIKR »"ITERATIONS NOT DI SPLAYED'™
GO TO 11
101 FRINT 100>
11 CONTINUE
S1=0
s2=0
$3=0
S4=0
S$5=0
DO 20 I=Nl,N2
S$1=51+UCI)
S2=52+UCI)>%UCI)
S3=S3+W 1)
S4=84+VC 1Y% V(1)
20 S5=S5+UCIX»*WI)
M1l=S1/N
M2=83/N
D1=S2/N=-M1%kM1
D2=S4/N=M2%M8
D3=S5/N=-M1%xM2
Cl=N*Dl
R8=0
B=D3/D1
A=M2-BkM1
D4=D2-pB% D3
D44=D4
I F(D4-D2) 2070, 2040, 2040



RGRES

2040

2070
2080
2110
2130

2160

56

57

20208 THUe FEB 05,1974

R8=1
R2=0
GO TO 2080

£=1-(L4/D2)
CONTINUE
IF(CR8) 2110,2130,2110
PRINT 120
GO T0 2160 )
D2M4y=p2=-D4
D4SCR=SQRT( D4)
D4=N% D4/(N=-2)
T=1e95996+2e¢ 37226/(N=2)+282250/(N=2)%(N-2)
D5=SQRT(D4/C1l)
D6=SQERTC D4/N)
Bl=E~-T*D5
B2=B+T%DS
Al=A-T%D6
A2=2+TxD6
IFCSWTCHWNE.1YGO TO S6
PRINT 200sR2, A»A1,025N15N2,N>»Bs»BlsB2
CONTINUE
IFCSY TCHeNEe240)GO TO 57
Re=p5
SW TCH=D6
CONTINUE
RETURN
END



DSPAK 20:08 THUe. FEB 05,1974

SUBROUTINE DSPAK
C PLOT ROUTINE
COMMON NoIK»IW,MsIB,ITEST,IDUMsNDUM»IPR,IFG, IM,YT» TESTs
1WVAR» SSQs IDF, DET,ISW, IPLT,»ISCoY(300),XC 1530015 WC300)>1IXC10)»
2FGC10),PC10Y)»SPC10),YCC300),DY(300)>BMC10,11),ALABCIMLINTT,
3FART(10)>NSETS
EQUI VALENCE (IDUM,IN!1)Y» ¢(NDUMsNN2)
DIMENSION ICHC10),APLTC65)
INTEGER APLT
DATA I BCH’ I SCH, I c}{/" ." "* '., "A", "B'l, "C", "D"’ "E'., "T"’ .'U", "v"
l, "w"’ "X"/
DATA 10CH/*"0*/
500 FORMAT (1X,13,65A1)
901 FORMATC IHO)
905 FORMAT (2XsF7¢3553%X,F7.0)
K=IK-1
KKX=1K/2~1
Ye=Y(1)
DO 5 I=isN
S YO=AMAXIC(YQsY(1))
SCALE=63./8L0GC 1000.>
CHKZ=EXF( 1./ SCALEY*Y©@/1000.
J= =1PLT
PRINT 901
YOLNI=C(YQ/1000.)
PRINT 905, YGLN1,YG®
170 I1XPLT=0
N1=65
200 DO 210 1=1,65
210 APLTCI)=1SCH
APLT( 32) =1 OCH
J=J+1
GO TO 250
215 J=J+I1PLT
IFCJ=N) 216,216,170
216 CONTINUE
IXPLT=IN1+J~-]
DO 220 1=2,64
220 APLT(1)=IBCH
DO 240 I=1,KX
DUM=Y( J) =P(K)
DO 230 1J=1,KK
IF(1J=-1)225, 230,225
225 DUM=DUM=P(2%I1J=1)Y*EXP(=X(1,J)/PC(2%1J))
230 CONTINUE
I F¢ DUM~CHKZ) 237,237,235
235 NMBR =(ALOG(DUM)=-ALOGCYO0/1000+) )% SCALE+ 1.
1 FC NMBR=~- 64) 238, 238, 236
236 NMBR=64
GO TO 238
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237 NMBR = 2

238 APLT(NMBR) = ICH(I)
IF (N1eLT«NMBR) N1=NMBR

240 CONTINUE
NMBR=C¢ DUM=F(K=2)*EXP( =X ( 1, J) /PC2%kKK))) /(Y (J) %%k e S)k 2e+ 320
I F(NMBR-1 Y2475, 2475, 245

245 CONTINUE
I F(NMBR=64) 248,248, 246

246 NMBR=64
GO TO 248

247 NMBR = 2

248 APLT(NMBR) = ICHC(KK+1)
IF(N1.LTeNMBR)N1=NMBR

250 FRINT 500, IXFLT,CAFLTC(Id»1I=1,0N1)
N1=2
IF (J=N>215, 170,251

251 CONTINUE

' RETURN
END



% C PASKE OCATE~JUN 21,73 RUN 1
SAMPLE~N2 2PS WAVELENGTH=31%59.A PRESSURE®325:OMICRONS

CALCULATED AT 08 00 THUe JUNe 2141973

ENTER PLCT INCREMENT,,LOWER SCALE LIMITe UPPER SCALE LIMIT.BACKGROUNDe
2 Oe Oe Oe

22. : 1447,
- .
SRR ECFNSS SO HSESRBE RSO RS SR RS AR L NN RS SICOAREEESSABR L4 BERRSRL A0 NRTNCSRFION RGPS ESIPOCBPINCELS0SCS 000089000 E PR ESNS

1% :

384 .

Sk

T4

9% ¢ )
11» *
13» +*
15 . *
17¢ *
19% *
21l *
23 - L 4
25 . . L J
27 ) .
299 *
31 *
33 *
3se* . *
37« . .
39 *
4l L 4
als *
a5 +
47 +*
49« *
S1e . *
S3s +*
55 *
S?7s *
59 *
3 ' +
63 L]
65% *
67¢ *
69 +
1% +*
73 . .
75 *
T7e X *
79¢ *
B8le *
83% *
85e ) *
are +*
89 . *



*122
L1254
*212
*St2
ef12
112
»802
s202
8502
*«£02
*102
6061
261
*561
sfo1l
a161Y
»681
#2081
581
s€01
«181
2621
Ll
S22
€21
etz
691
LA
#5591
*£91
*191
+06G1!
*lSt
2551
*EGtL
s1Gt
601
L Y2 A
eSSl
eVl
etivl
$6ET
*2€1
«SEY
*«£C1T
s1€1
621
2221
*521
«C21
12t
a6t
L1
*S1t
*£11
ottt
601
201
*S01
*£01
101
2606

*L6

S0

*£6

sl6



77

EXEC FORTGCLGePARMJFORT=*NAME=LASL"®

Z//FORT«SYSIN 00 =

[

930

20

MAIN PROGRAM FOR NONLINEAR LEAST SQe EXPe FITe FROM LASL

DOUBLE PRECISION YT.WVAR

DOUBLE PRECISION V'PvSP-YC'DY:PARTvBM'DET.ALAE

COMMON NeIKeIWsMoIHBeITEST s IDUMINDUMEPRVIFG> IMeTESToYTeWVARL 5SSO,
1IDF eDET+ ISWeIPLT o ISCe INTToY(300) e X(1+300)eW(300)+IX{10)2+PG(20)4P(
210).5P(10)+YC{300)+DY(300)., BM{10+11),ALAB(10)+PART{10)eNSETSe
30UM{1).,2(1)

EQUIVALENCE (IDUM,IN1) e {(NDUMsNN2)

READ(54+930) NRD

FORMAT(214)

READ(NRD+920) (ALAB(I) e I=1.4)

IPLT=0

CLEAR DUM, PART

OUM(1)=0,

D0 20 K=1.,10

PART(K)=0.0

CALL INPUTY ROUTINE

ALAB{10)=NRD

READ({NRD.920)

READ(NRD+920)

IN1=0

NN2=S

CALL ISPAK

CALL CALCULATION ROUTINE

PAGE 0001
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900 FORMAT(®* ENTER PLOT INCR IF PLOT IS ODESIRED THEN O POR NEXYT CASE.l

910

920

CALL

CALL

CALL

CALL

PSPAK

OUTPUT ROUTINE

RSPAK

PLOTY ROUTINE

1 TO RERUN WITH NEW PARAMETERS.~1 TO CALL EXIT*)

WRITE(6+900)

READ(NRD+910) IPLT+JPLT

WRITE(G6+910)IPLT+JPLY

FORMAT(213)

FORMAT(4A6)

IF{IPLTeGTe0)CALL DOSPAK

IPLT=JPLT

IF(IPLTeLT«0)CALL EXIT

GO TO0 1

END

SUBROUTINE I[SPAK

INPUT ROUTINE

DOUBLE PRECISION WeP«sSPsYCsDYsPART+BMsOETALAL

DOURLE PRECISION

YT+ WVAR

COHMON NolKoIWeMsIBs ITEST IDUMINDOUMy IPRs IFGe IMs TESToYToWVARSS5Qy

1IDFyDETs ISWeIPLT ¢ ISCoINTToY(300)eX(10300)eW{300):IX(10)4PG(10).P(

210).SP{10)+YC(300),0Y(300),

30UM{1)42(1)

BM(10¢11)¢ALAB(10)+PART(10)oNSETS,

ECUIVALENCE (IOUMLINL)« {NDUM,NN2)

NRD=ALADB(10)

PAGE 0002



3so

355

360

IF(IPLT+EQel) GO TO 4
CALL INPAK(N+IBsIXePesTIME+Y+ALABWNRD)
NSAV=N

IF{P{1)) 35093554360
CLBRTR==P(1) )

GO T0 &~

CLORTR=21.0

GO TO &

DET=2.0

00 3 1=1.186
ov(ny=P{I)

wiL)=sIx(1)

CALL RGRES(DY+sWeTEST+CLBRTR,1+18.A1+DET)

Q40 FORMAT(®* ENTER NUMBER OF PARAMS, FIRST POINT.LAST POINT.WEIGHT POW

6ERs IPR=0.1,2 OR 3 FOR INCREASED QUTPUT.

IM=] HOLD CONSTANT*/.* A

6ND ENTER REPs RATE OF PULSING SYSTEM IF PILE UP CORRECTION IS CESI

4

950

G6RED*)

WRITE(6s940)

N=NSAV
READ(NRDsSS0) IKo IN1 s IN2.WEITs IPR, IMeTOCR
FORMAT(314+F8414214+F10e2)
WRITE(65¢950)IKeINIINZOWEITIIPReIMeTOCR
IX(2)=1K

NSETS=0

in=0

ITEST=0

PAGE 0003



960

970

971

980

11

IKmIK+]

ISw=0

Mz

IFCIMeNE«2) IMu] *

IX¢1)=1K *

IFG=2

KK=[K=-2

Ki=IK=1

FORMAT(® ENTER LIFETIMES(SHORT+LUNG) +COEFFS(SHORT+LONG) +CONSTANT®*)
WRITE(6+960)
READINRDs970){PG(K) +KB24KKe2) o {PG(J)sJm1eKIe2)
FORMAT(1P10F841)

FORMAT(1X,1P10E10.1)
WRITE(G6+971)(PG(K) ¢\ KT2eKKe2) o (PG(J)sJd=1eK1e2)
PG{IK}=0e0

PG(IK=1)2PG{IK=1)+.5 "

FORMAT(® CALIBRATION IS*+Fl04Ss?* NS/CHAN +0R=*4F10.7)
WRITE(6+9801CLBRTRIAL

0D 11 I=1.N

Al=1=-1

X(1.1)=AI*CLBRTR

PHOTON PILE=UP CORRECTION ROUTINE

IDCR=TDCR

IF (IDCR.EQ+0)GQO TQ 80

YSUMaY(1l)

SOCR=YDCR

PAGE 000s
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YOCR=SOCR*TIME
DO 81 I=2,NSAV
YTEMPzY({[)}/7(10={VYSUM/TDCR))
YSUM=YSUNEY(T) '
Y{1)=YTEMP
el CuNthUE
CNRT={YSUM/TDCR)*100.
YMAX=Y (1)
00 83 J=2.NSAV
IF(YMAX=Y(J))B2+83.83
82 YMAX=Y(J)
83 CONTINUE
PMAX=YMAX/TOCR
WRITE(6+981)CNRTPMAX
981 FORIMAT(®* COUNTRATE FOR THIS RUN IS *.F5.2s' PER CgN?‘I-' HAXTIMUM P
6ROBILITY OF A COUNT occunéxuc IN A CHANNELs IN ONE CYCLEs IS *+F8e
66)
80 N=SIN2-IN1+l
SET UP WEIGHTS
WRITE(6+950) IN1+NN2
WRITE(6.,971)Y
IF(WEIT.NE0)GO TO &
D0 40 I=1,N
40 Wl1)=1.0
G0 TO 8

6 D0 S0 I=m1l.N
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JSINI=1+1
50 Wil)=Y(JIZY(INL)
WRITE(6+950)1+JsINL
IF(WEIT.EQ.1.0) GO TO 8
405 FORMAT {* WEIGHT RANGES FROM 1.0 TO*eF7.3+* FOR CHAN *413)
7 DO ©0 I=2.N
IF(W(1).EQ.0.0)G0 TO S9
WEIISW(T)eswELT
GO 10 60
59 wW{l)=0e0
60 CONTINUE
8 TEST=1.0E-08
WRITE(6,405)W(N) sIN2
DO S5 I=1eN
INIMI=[+INLl=]
S5 Y(I1)=Y{(ININ1)
RETURN
1 CaLL exIT
END
SUBRCUTINE RSPAK
OUTPUT ROUTINE
REAL*8 DSGRTY
DOQUBLE PRECISION WeP,SPsYCsDYPART+BMsOET+ALAB
OOUBLE PRECISION YT.WVAR
COMMUN NeIKolWoMIBITEST: IDUMINDUM IPRe LFGe INsTEST+sYToWVARSSSQs

1IDFoDEToISWeIPLToISCoINTT oY (3000 eX(1+300)eW(3002eIX(30)sPG(10)eP(



210),SP(10)+YC{300),0Y(300), BM(110)¢ALAB(10)ePART(10)sNSETSe
< 3pUuMELYL2Z(LD
DIMENSION TS(40)
PAGE 1 OF THE STANDARD OQUTRUT
1=-1
CALL YPS(1I)
URKTE (6:200)WVARITEST+SSO
200 FORMAT(/26H THE WEIGHTED VARIANCE IS 1PE14e7+/
1¢® THE UNWEIGHTED SIGMA IS *,1PRcCla.7
2+ AND THE UNWEIGHTED SUM QF SQUARES OF +HE DEVS IS *»1PELl4e7)
300 FORMAT("® GUESS OF FINAL VAL CF SeDe OF EXACT LSY S
LORS EQNS*s/+' K K=TH PARAM K=TH PARAM K=TH PARAMN FITTED FC
2TN INPUT DATAY)
WRITE(64300)
KFREE=[K=~1IM
DO 40 K=]1.KFREE
2 A=0.0
8=0.0
00 30 I=1.N
A=A+R(1)*YC(I1)3PARTI(X)
30 BzB+w(1)sY(I)*PART(K)
WRITE(6+S00IKsPGIK) ePIK) +SP(K)eAsB
S00 FORMAT(I341XslP3ELIR2e4:3Xs1P2EL12.4)
40 CONTINUE
CAL AND RITE CORR MATRIX

IF(IPRLT}) GO YO 70

PAGE 0007



700

56

60

70

210)+S2(10),YC(300),DY{300),

WRITE(6+700)

‘FORMAT(///7//7% MATRIX OF CORRELATIONS BETWEEN FREE PARAMS®)

DO 60 K1=1.KFREE

D00 S50 K2=1.KFREE .
1J=IK2KFREE*K]

JJ=K1#KFREE¢K]

KJ=K2;KFREEOK2
THS{K2)=BM(1J)/70SQART(BM(JJ)$BMI{KI) )}
FUORMAT(13.10F8.3 )

WRITE (6+8S1)K1+(TS{K) K=l +KFREE)
CONT INUE

RETURN

END

SUHROUTINE LAMBDA (NMyPC,LBDADP+ITeAN)
REAL LBDAJNU

DOUBLE PRECISION YT.WVAR.PHI

DUUBLE PRECISINON WePsSPsYC DY PART sBM+DET+ALABPCoDP o AN AM

OIMENSION PC({10).AM{110),DP(10)

DIMENSION AN(100)

COMMON NolKelWoMoIBoITEST s IDUMyNDUMLLIPReIFGe IMyTEST YT WVARCSSQ,

1IDFsDETS ISWsIPLT o ISCoINTToY{300) eX{1+3003,WL{300)+1X{20)esPG(10)+P(

30UM(1)

KFREE=IK=-IN
NU=10

NIaKFREES(XFREE+1)

BMI110)+ALAB(10),PART(10)sNSETS,

PAGE 0008



6000 2ovd

(1=31)Dd=24A

Nti1=f 002 0O

0°0=1Hd

GOt006°93L1IBM (0°3N°HJI)JL
(9+0)1Y0S/CO=QD
Qo4{r)idS+ (T InNg=QD

ge22(f)aS=Q

O+222(l )NE=9

3aydaxnc t=r 021 0QC

°0=9

*Q0=QS

*0=Q

00S 0L 09

(AL TCI=CC(CINY)C(OS6DITLLUM(S LD U] N JI
(I3YINST=CO (M INBI (0964 9)IDLTUR(Z*19°¥d] ) L
C1InB=(1)WV
CIPNINYA(LTINYIINOSO/ (I IND=(] )G
PR ER-ELEPL S 8

U+ IZUINS (T=AN) =l

ISR I1=0N 02 00
((CIINYIIHOSQ/(NINB=(NINS
NeIIYINM (L =N)=r]

Wwwnxpnux 02 0ag

WN® (0014017 O1 0O

0*1l=H

0°0=1Hd

091

o2t

oot

oe

o1
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IN3IK=-3
DO 150 K=l.INe2
JJI=K
150 YTaYT+PCIK)I*DEXP(=X{1+:J)/PC{(K+1))
200 PHI:b(J)*(Y(J)fYT)*‘Z*PHl
IF(PHl.LE«WVAR) GO TO 600
IF(GDeLTee707e ANDelLBDAGT0)GO TO 400
H=H/2.0
¥.=0
IF{IPReNE«O) WRITE(6H+920)HPHE
D0 220 1=1.KFREE
DP{1)=H*DP{I)
PCLLI=P(1)+DP( 1)
CHX=DABS((PC(TI=P(I))I/P(]))
IF(CHK LT TESTIKIK+]
220 CONTINUE
IF{KFREE-K)6004+600,160
400 LBDA=LBDA*NL
IF(IPR.NEO) URITE(&'9IO)LBDA'lTpPHl
IJ=KFREE+1
DN 300 K=I[JsNI
300 BM(K)=AM(K)
GO YO s520
S00 lF(LBOA-LE-.dOOOX) GO Y0 S20
LBDASLBDA/NU

520 1J=KFREE+!
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00 530 K=IJsNIslJ
530 BM(K)SAM(K) +LBOA
REYURN
600 NM=1
RETURN .
900 FORMAT(® COS(GAMMA)= *,1PE11.4)
910 FOIMAT(® LAMBDAZ *,1PE7¢14* ITER NOe *352+° PHIm ¢,1PELS.9)
920 FORMAT(® H=2 $.1PE8.2+' PHIZ %,1PE15.9)
930 FORMAT(2I4,1PE10.3)
940 FORMAT(* BM(J)= 2 e1P7E17.8)
950 FORMAT(Y AN(JeJ)a 9,1P7E17.8)
£ND
SUBROUTINE YPS(I)
FUNCTION AND PARTIAL DERIVATIVE ROUTINE
DOUALE PRECISION WP sSP.YCsDY+PART ,6BM,DETs ALAB
OOUBLE PRECISION YT,WVAR
COMMON NoIKeIwoMeIBsITEST, IDUMINOUM, IPR, IFGeIMsTEST, YT+ WVAR,SSQ,
1IDF eDEToISWe IPLT o ISCoINTTHY(300)+X%X(24300)¢W{300)+IX(10)+sPG(10},P(
210),5S2(10),YC(300)+DY(300)s BM(10+11)vALABL10)«PART(10) NSETSs
30UM1).2(1)
900 FORMAT(' SUM OF EXPONENTIALS: Y(I)aP(1)SEXP(=X(I)/P{2))%ee.tP(?,11
1.0)°)
IF (1)1:3,3
1 K=IK=1 ) N
WRITE(6+900)K

GO TO 4



3

10

YT=0.0

KI=IK=-2

DO 10 K=2+K1e2
PART(K=1)=DEXP(=2Z{1)/P(K))
PART(K)=P({K~1)#PART(K~1)
YT=YT+PART(K)
DART(K)I=PART(K)SZ(1)/P(K)s%2
YT=YT+P(IK=1)
PART(IK=11=10

RETURN

END

SUBROUTINE PSPAK

CALCULATION ROQUTINE

DIMENSION AM(100)+09(10)+PCL10)sANCL10)

DIMENSION MA{10)MBLI10)+IIWL200)»4194(200)

EQUIVALENCE(TIIW(101)+3IW(L))
REAL«8 DOSCRT

OQUALE PRSCISIUN YT .WVAR

DQUBLE PRECISION WePsSPeVCsDY s PART ¢BM,DET s ALAR, AM, DP+PCy AN

COMMON NoIKyIWoMeIDsITESTyINUMINDUMS IPReIFGs IMeTESTeYTsWVARSSSO

1IDF sDET o ISWe IPLToISCoINTToY({300)+:X(1+300)sW(300)sIX{20}ePG(10)+P(

2103.SP{10)+¥CL300)4,DY(300)u
IDUMILIY L2112

REZAL LBDA
EQUIVALENCE(ITESTLLASTIT)

INITIAL QUTPUT OPTION

BM(110)sALAB(L0)+PART(10)sNSETS,
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400

10

IF(IPR.EG.0) GO TO 1

WRITE(6,400) TEST

FORMAT (/781 TEST 3 21PE15.7/)

INITIALIZATION FQR MAIN ITERATION LOQP

KFREE=IK=~IM .

KP=KFREE+1

IDF =N=KFREE

OF=10F

17=0

LADA=,000t

XSVAR=1,0E+1S

IREJ=0.

DD 10 K=1.1IK

DP{K}=0.0

SP(K)=0.0

PC(K)=PG(K)

P(K)}=PG(K)

LASTIT=0

M25C=0

IF{KFREE-EQ.0)GO TO 3

MAIN ITERATION LJOOP

1T=1IT+1

H=1

00 30 X=1.KFREE

DO 20 KK=1.KFREE

JIZK+{KK~=1) #KFREE
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20

30

40

35

AM(JJI)=0.

BM(JJ)=0.
JJ=K+(KP=]1 ) ¥KFREE
6M(JJ)=0. .
JJIZK+K¥KFREE

BM(JUJ)=0e

VAR=0.0

550=0.0

LOOP TUO SET UP NORMAL EQUATIONS
DO 90 I=1eN

CALL YP ROUTINE., CALCULATE SUM DOF SQUARES
DO 40 J=1.M

Z(JI)=X{Jde1)

CALL YPS(1)

YCi1y=yTv
DY(I)=Y(I)=YC(I)
ODEL=DY(T1)ws2*W (]}
IF(OEL.LT«XSVAR)GO TO 3%
w(l)=0.0

IREJ=IREJ+]
TIW(IREJ)=1+1DUM~1
TIW(IRSEJ+100)=Y (1)
VARSVAR+W{ L) *#DY (1) *%2
S$SQ=SSQ+DY(1)¥s2
IF(KFREE«EG.0) GO TQ S0

SET UP AN AS VECTOR OF PARTIAL DERIVATIVES
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S0

60

70

80

90

Ki=0

00 60 K=1eIK

IF(IM.EQ.0) GO TO &

D0 SO0 KKzleIM .
IF(KsEQIX(KK)) GO TO S .
CONYINUE

K2=K=-K1

AN(K2)=PART(K) .

Ga TO 60

K1=K1+1

CONTINUE

FORM A AND B8 MATRICES

DO HO K=1.KFREE

D0 70 KK=1 .KFREE

JJ=K+ (KK~1) *KFREE
AMIJIIZAM{JII) +AN(K) *ANCKK) *W( 1)
1JI=JJI+KFREE

BMI1J)=ANMIJY)
BMIK)=BM(K)+AN(K)#DY(I)*Wll)
CONTINUE

WVARZVAR

XSVAR=12+*WVAR/DF
IFIKFREELEQ.0) GO TO 23
IF(LASTIT.EQ.1)L.BDA=O.

CALL LAMBDA(1,PC.LBDA+OPsITsAM)

NMa2
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500

600

750

OPTIONAL PRINTOUT OF A AND 8 MATRICES ON LAST
IF(LASTIT.£Q.0) GO TO 6

IF{IPR.LTe3) GO YO 6

WRITE(6+500)

FORMAT(//77 43X e 1HKe 19X, 6HA(K L) s28X+4HB(K)IZ/)
00 110 K=1,KFREE

WRITE(6+600)0DM(K)
FORNAT(//71H+41PLlEST«5)
JJI={K~1)*KFREE+1]

1J=X$KFREE
WRITE(6+700)Ks (AM(IT) o Il3JJ41J)
FORMAT(144,1P10E1244)

SOLVE THE NORMAL EQUATIONS
IF(FFREE+GT1) GO YO 7

DET=AN(1)

EM(2)=1eC/ZAM(])

G0 TO 8

CONTINUE

CALL MINVIBN(KP) KFREE+DEToMAWM3)
IF{DETEQ.0ILASTIT=]

IF(DET.EQe0) WRITE(G6+750)IT

FORMAT(®* SINGULAR SYSTEM ITER NO ¢,12)
CALL GMPRO(BM{KP)+BMsDPyKFREE+KFREEW L)
00 115 I=1.KFREE

Td=(I=-1)*KFREE+]

SP{1)Y=0P(1)

ITERATION
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-118

800

1

130

12

13

14

15

1500

DP{1)=0P{1)/DSORT{AM(LJ))

PC(I)=P(1)+DP(T)

WRITE THE VALUE OF THE DETERMINANT. A INVERSEs AND NOs OF ITERATIONS
CALL LAMBDA(NMoPCoLODA+DP,IT ¢ AM)

IF{NM.EO.2) GO TO 7

IF (LASTIT.EQ.0) GO YO 11

WRITE(64800) ITDET ‘

FORMAT(16+% ITERATIONS, DETe OF PARTe DERIVe MATRIX =%,1PE14.6)
CALCULATE NEW PARAMETER VALUES AND CHECK FOR SIGN CHANGES If NECESSARY
Ki=0

DO 140 K=1.1K

IF(IM.EC.0) GO TO 12

DO 130 KK=leIM

IF(KeEQ. IX(KK)) GO TO 16

CONT INUE

K2=K-K1

PCIK)=P(K) +H#DP(K)

IF(LASTIT.NE.O) GO TO 140

IF(IFG~1)14,140+15

IF(1TeGTeS) GO TO 140

IF(P(K)*PCIK) +GE«0) GO TO 140

HxH/2

IF(H.GE41.0C~10) GO TO 11

WRITE(641500)

FORMAT(® PROGe QUIT ITERATING DUE TO PARAMETER®.13+° CHANGED SIGN®

1)
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16

140

1300

1400

17

18

160

19

170

H=0

LASTIT=}

GO 7O 8

R1=K1¢}

CONTINUE

OPTIONAL PRINTOUT FNOR EACH ITERATION
IFILASTIT.NESO) G0 TO 19
IF{IPRWT.1) GO TO 17

WRITES(6+1300) ITsHsVAR

FORMAT( 1HO.(3.1P2EL17.,7)

FORMAT( 1P6711.3)

IF(IPR.Ta2) GO YO 17

WRITE(6+1400) (PCIK) K31 ,41K)

TEST FOR CONVERGENCE

KK=0

00 160 K=ls1IK

IF{P(K)+EQs0) GO TQ 18
IF(DARS((OC(K)I=P(K)I/P{K))=TEST)160+160+19
KK=KK+1

CONTINUE

IF (KK.EQIK) GO YO 19

M25C=1

SET PARAMETER VALUES FOR THE NEXT ITERATICON
D00 170 X=1sIK

PIK)aPC(K)

AFYER LAST ITERATION GO BACK FOR FINAL CALCULATION OF YCeDY+ETCo
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IF(LASTIT+EG¢Q) GO TU 21

KFREE=0

Gn T0 3

TEST WHETHER 25 ITERATIONS HAVE BEEN TAKEN
21 IF(M25C.EQel) GO TO 22

IF(ITeLTe25) GO 7O 2

GU BACK FOR LAST ITERATION .
22 LASTIT=L

GO TO 2

CALCULATE WEIGHTED VARIANCE STANDARD’DEV. OF THE PARAMS. -
23 WVAR=VAR/ZDF

TEST = SQRT(SSQ/OF)

X1=0

00 190 K3t .lK

IF(IM.EQ.0) GO YO 24

D0 180 KK=lelIM

IF{K+EQaIX(KK)) GG TO 25
180 CONTINUE
284 K2zK~-K|

K3=K2+K24( IK=TM)

Kaz=K3=IK+IM

SP(K)=DSART(BM(K3I) *WVAR/AM{KA )} )

GO VO 190
25 K1=Kiel
160 CONTINUE

IF({IREJEQ.0)GO TO 200
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1901

1600

200

WRITE{(6:1600)IREY

WRITE(641901) (13W(J)edIWlI) odm1,IRES)

FORMAT(10(14,18))

FURMAT (20X ¢ *THE FOLLOWING®*esIN,* POINTS ARE QUTSIOE 3e¢46 SIGMA®)
CONTINUE

RETURN

END

SUBROUTINE MINV(AsNeDoloM) .

MINV

MINV

€000V e00000000000000000000000000000CERC0000CCOOROROITEOIROITSOIORTIOROITBROIORITRIRGETIMINY

SUBROUTINE MINV

PURPOSE

INVERT A MATRIX

USAGC

CALL MINV(ASNsDsLoM)

DESCRIPYION OF PARAMETERS
A = INPUT MATRIXs DESTROYGD IN COMPUTATION AND REPLACED BY
RESULTANT INVERSE.
N =~ ORDER OF MATRIX A
D = RESULTANT DETERMINANY
L = WORK VECTOR OF LENGTH N

N - WORK VECTOR OF LENGYH N

MINV

MINV

MINV

MINV

HINV

MINV

MINV

MINV

MINV

MINV

MINV

MINV

MINV

MINV

MINV

MINV

033

001

002

003

004

005

006

Q07

008

009

010

o1l1

o12

o013

01a

018

016

017

-2 ¥
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. MINV
REMARKS M MINV
MATRIX A MUST BE A GENERAL MATRIX MINV

) MINV

SUBROUTINES AND FUNCTION SUBPROGRAMS REQUIRED MINV
NONE _ MINV

’ MINV
VETHOD MINV
THE STANDARD GAUSS~JORDAN METHUD 15 USEDe THE DETERMINANT  MINV

IS ALSO CALCULATEDe A DETERMINANT OF ZERD INDICATES THAT MINV

THE MATRIX 1S SINGULARe MINV
DIMENSION AC1).L{1)M(1) MINV

REAL*8 DABSA

OOUBLE PRECISION A+D+BIGAHOLD MINV
MINV

R L L R N R Y Y T PR T P R TRy P 1Y
MINV
MINV

€ 0000000002 0000000000000000000000008vacnesscscccstscosesnnncnsseMINY

MINV
IF A DOUNLE PRECISION VERSION OF THIS ROUTINE 1S OESIREDe THE MINV
€ IN COLUMN 1 SHOULD BE REMOVED FROM THE DOUBLE PRECISION MINV
STATEMENT WHICH FOLLOWS. MINV
MINV
MNi-V
THE € MUST ALSQO BE REMOVED FRUM DQUBLE PRECISION STATEMENTS MINV

019

020

o021

023

024

025

026

027

028

029

034

042

030

031

036

037

038

039

040

(L}

043

G
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n 0o n 06 N 0

10

1S5

APPEARING IN OTHER ROUTINES USED IN CONJUNCTION WITH THIS

ROUTINE.

THE DOuBLE PRECISION VERSION OF THIS SUBROUTINE MUST ALSD

CONTALIN DOUBLE PRECISIUN FORTRAN FUNCTIONS,

10 MUST BE CHANGED TO DAUS.

ABS IN STATEMENT

MINV

MINV

MINV

MINV

MINV

MINV

MINV

BP0 Ce00000E0TIIltTREIORRIVNNEPRTRORePRITCIRIROISREIRROROROSIOITRBRROIMINY

SEARCH FOR LARGEST ELEMENY

D=140

NK=2=N

D0 80 Kzl.N
NX=NK+N
LK) =K

M(K) =X

KK =NK+K
BIGA=A(KK)
00 20 J3XeN
1Z=N»{(J=-1}
DO 20 IxKeN
IFESFL R
IF{DABS(BIGA)=DABS(A({IJ))) 15.20.20
BIGA=A(LS)

Li{K)=]

MINV

MINV

MINV

MINV

MINV

MINV

RINV

MINV

MINV

MINV

MINV

MINV

MiNV

MINV

MINV

MINV

MINV

MINV

045

046

047

048

049

050

0s1

052

053

0S54

055

0S6

057

0S8

059

060

o6l

062

063

064

065

066

067

068

069

070
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20
<
<
C
25
30
C
[+
<
35
38
40

MEK)=Y

CONTINUE

INTERCHANGE ROWS

J=LIK)

IF(J=K) 35+35.25
KI=K~N

D0 30 I=1.N
KIaxX1eN
HOLD==-A(KI)
JI=KI=K+J
AlKI)=ALJI)

A{JI) =HOLD

INTERCHANGE COLUMNS

I=M(X)

IF(1=-XK) 45.45.38
JP=N$(]=1)

00 40 J=1.N
JK=NK+J

JI=JPeJ
HOLO==A(JK)
ALIK)I=ALII)

A(JI) =HOLOD

MINV
MINY
MINV
MINV
MINV
MINV
Minv
MINYV
MINV
MINV
MINV
MINV
MINV
MINV
MINV
MINV
MINV
MINV
MINV
MINV
MINV
MINV
MINV
MINV
MINV

MINV

o071

072

073

074

075

076

077
o7a
079
080
o8l
082
083
084
08s
086
087
oes
0a9
090
091
092
093
094
095

096
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a5

a6

48

50

60

62

65

OIVIDE COLUMN BY MINUS PIVOT (VALUE OF PIVOT ELEMENT IS

CONTAINED IN SIGA)

IF(BIGA) 48+46.48

D0=0.0

RETURN

DO S5 1=1eN

IF(I=K) 50,5550

IKsNKel

ALIK)I=A(EK)IZ(~BIGA)}

CONTINUE

REOUCE MATRIX

DD 65 I=1,N

IK=NK+]

HOLD=A{ 1K)

1J=1=N

o0 55 J=leN

1J=TJeN

IF{1=X) 60465¢60

IF(J=K) 62+65+62

KJizslJ=1+K

ALTIJI)=HOLDSA(KJI)+A(TIS)

CONTINVE

MINV

MINV

MINV

MINV

MINV

HMINV

MINV

MINV

MINV

MINV

MINV

MINV

MINV

MINV

MINV

MINV

MIny

MINV

MINV

MINV

MINV

MINYV

MINV

MINV

MINV

MINV

097

098

099

100

101

102

103

1048

105

106

107

108

109

110

Mol

ite

115

116

117

118

119

Mo2

121
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70

75

80

100

108

DIVIDE ROW B8Y PIVOT

KJ=K=N

LO 75 J=1N
KJ=KJ+N

IF(J-K) 70.754.70
A(KJI)IZALKJI}I/BIGA

CONTINUE

PRODUCT OF PIVOTS

D=D*BIGA

REPLACE PIVOY 8Y RECIPROCAL

AIKK)=1.0/8BIGA

CONTINUE

FINAL ROW AND COLUMN INTERCHANGE

K=N

K=(K=1)

IF(K) 15041504105
I=L(K)

IF{1I=K) 120+120.,108

MINV

MINV

MINV

MINV

MINV

MINV

MINV

MINV

MINV

MINV

MINV

MINV

MINV

MINV

MINV

MINV

MINV

MINV

MINV

MINV

MINV

MINV

MINV

MINV

MINV

MINV

122
123
124
125
126
127
128
129
130
131
132
133
138
135
136
137
138
139
140
141
142
143
144
148
146

147
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108

1o

120

125

130

150

JO=N®(K=1)
JR=N®([~1)
DO 110 J3leN
JK2J04 I
HOLD=A(JK)
J1=JR+J
A(JIK)I==A(J1)
ALJ1) =HOLO
J=MIK)
IFtJ-K) 10041004125
KI=K=N

00 130 I=1.N
KI=KI+N
HOLD=A(KI)
JI=KI-K+J
A(KI)I==A(J])
A{JI) =HOLD
GO TO 100
RETURN

END

SUBROUTINE GMPRD({A+BsReNeMsL)

MINV

MINV

MINV

MINV

MINV

MINV

MINV

MINY

MINV

MINV

MINV

MINV

MINV

MINV

MINV

MINV

MINV

MINV

MINV

MINV

148

149

150

151

152

155

156

157

158

159

160

161

162

163

164

165

166

167

GMPRDO037

GMPRDOO1

0000800000000 seracerEebesetsacesncsetecscsdsosrevessscsesenceceseGMPRDOO2

SUBROUTINE GMPRD

GMPRDOO0O3

GMPRDOOS

GMPRDO0S
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n

0

N o o6 o 0

PURPOSE
MULTIPLY TWO GENERAL MATRICES TO FOURM A RESULTANT GENERAL

MATRIX

USAGE

CALL GMPRD{AWB,RoNyM,L)

DESCRIPTION OF PARAMETERS
A ~ NAME OF FIRST INPUT MATRIX
8 = NAME OF SECOMD INPUT MATRIX
R ~ NAME OF QUTRUT MATRIX
N = NUMBER OF ROWS IN A
M = NUMBER OF COLUMNS IN A AND ROWS IN B

L = NUMBER OF COLUMNS IN B

REMARKS
ALL MATRICES MUSY BE STORED AS GENERAL MATRICES
MATRIX R CANNOT BE IN THE SAME LOCATION AS MATRIX A

MATRIX R CANNOT BE IN THE SAME LUCATION AS MATRIX 8

GMPRDOO0O6

GMPRDOO7

GMPRDOOS

GMPRDOCO9

GMPRDOL0

GHMPRDOL1

GMPRDO12

GMPRDOLI3

GMPRDOL 4

GMPRDO1S

GMPRDO16

GMPRDO17

GMPRDO18

GMPRDO19

GMPRDO0O20

GMPRDO21

GMPRODO22

GMPRDO23

GMPRDO024

NUMBDER OF COLUMNS OF MATRIX A MUST BE EOUAL TO NUMBER OF ROWGMPRDO2S

OF NATRIX B

DOUBLE PRECISIGN AsBeR
DIMENSION A(1)eB8(1)eR(1)
SUBROUTINES AND FUNCTION SUBPROGRAMS REQUIRED

NCNE

GMPRDO26

GMPRDO27

GMPRDO38

GMPRDO28

GMPRDO29
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0o 060 n6n

4]

10

GMPRD030

METHOD AGM?RDOSI
THE M BY L MATRIX A 1S PREMULTIPLIED BY THE N BY M MATRIX A GMPRDO32
AND THE RESULT (S STURED IN THE N 8Y L MATRIX Re GMPRDO33
GMPRDO34

.

090 0000eP I ETETrE00000eet0000cetTosescssednacsrsssncncnessenneesGMPRDO3S

GHPRDOJb

GMPRD039
1R=20 GMPRDOA4O
[K==N GMPRDO4 1
DO 10 Kzl.L GMPRDO42
IK=T1K+M GMPRDO043
00 10 J=1.N A GMPRD064G
IR=IR+1 GMPRDO04S
J1=J-N GMPRDO46
18=1K GMPRDOA4T
REIR)=0 . GMPID04 8
DO 10 (=1.M ’ GMPRDQ49
JI=JIeN ' GMPRDOS50
1B=18+1 GMPRDOS1
R{IR)2R(IRI+A(JIT)I*BL1B) GMPRDOS52
RE TURN GMPRDOS53
END GMPRDOS

SUARGUTINE RGRES (VeUsAsBeN1IIN2sR2+SWTCH)
OQUBLE PRECISICN VeUsSWTCH

OIMENSION U(255).V(255}
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REAL Ml.M2

120 FORMAT(®* ZERO (STO ERROR OF ESTIMATE EXCEEDS STD DEV OF Y

1))
NzN2-N1+}

100 FORMAT ( IXKe*'S T MPLE LINEAR REGRESSION
1EQUATION LOGIY=F(X)) = A + BEX® //1X+°INDX R®R EXPL VAR UNEX
2P VAR STD ERR VALVE 95 PCT CONF LIMITS BEGIN. END
3DIFF )

150 FORMAT (1H1)

200 FORMAT (FOe5¢2F1006+FPebs84H ASe3IF12e8014¢169166/¢38XedH 8x¢3F12e
18)

IF(SWTICH.S0.2.0)G0 YO 11
IF (A) Be.10.8
8 IF (ICNT=-25) 1141149
9 WRITE (6+1S0)
10 ICNT = )
1IF(SWTCH.EQ.1)G0 YO 101
102 WRITE(6.110)
110 FORMAT(1IH +°*ITERATIOGNS NOT ODISPLAYED®)
GO TO 11
101 WRITE(5+100)

11 ICNT = ICNTe+l

$3=0

S4=0
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20

2040

2070

2080

2110

$5=0

DU 20 !aNleN2
SI=S1+U(I)
S2=52+U(1)*U(1)
$3=53+V(1)
S4=Sa+v(l)*v(l)
$H5355+U(1)*V(])
M1=S1/N
M2=S3/N
D1=S2/N=M1%M1
023S4/N=-M2¥M2
D3=SS/N=M1¥M2
C1=NsD1

RH=0

8=03/01
ASM2=HeM]
Da=D2-84%03

D44 = D&

IF (D4=D2)2070,2040,2040
RB=1

R2=0

GO YO 2080
R2=1=(Das02):
CONTINUE
IF(R8)2110,213C,2110

WRITE (64120)
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2130

2160

56

57

GO TO 2160

D2Ma=02-04

DASOR=SORT(DA)

D4aaN®DA/(N=-2)
T=l-9599602-37226/(N-2)02-82259/(N—2)‘(N-2)
D5=S0RT(D4/C1)

D6=SQRT(DA/N)

B1=B=-7*DS

A2=R+T¥DS

Al=A-T#D6

A2=A+T*D6

IF(SWTCHWNE.1)GO TO 56

WRITE (6+s200)R2,02M44D44+04S0R1AcAIvA2sNIsN2:NeBeB1eB2
IF(SWTCHNES2.0)G0 TO S7?

R2=D5%

SWTCH=D6

CONTINUE

RETURN

END

SUDROUTINE DSPAK

PLOT ROUTINE

DUUBLE PRECISION wW,P.SP,YCeOYPART+BM,CET,ALAD

OOUULE PRECISION YTWVAR

CUMMON NeIKsIWeMs 1B ITEST» IDUMNDUMs IPFly IFGe IMy TESTs YToWVARVSSQy
lIDF-DET.XSH.IDLT-ISC.XNTT-Y(SOO)oX(l-BOO).N(BOO)-lX(lO)-PG(lO)'P(

210)+5PC10)eYC(300)+DY(300) BM{10012) 0 ALAB(10)+sPART(10)9NSETS
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EQUIVALENCE (IDUMsIN1) + (NDUMsNN2)

DIMENSION ICH(10),APLT(128)

INTEGER APLT

DATA 1BCHoISCHIICH/® 080 0A8 L0508 00 0DI, tEN T, U, 0V 0o, 0X0

1/ -

DATA 10CH/Z*0%/
S00 FORMAT (1Xe13,128A1)
901 FORMATI1ML)
905 FORMAT(2XeFT7e3el16X¢F740)

KzIK=1

KK=IK/2=1

f3=1

J=1 .

WVAR=DSORT(WVAR)

DO S I=1N

IFIY(J)eLlTeY{1))I=I

S CONTINUE

DO 7 1=1.KK

SP(1)=P(2%1=1)¥DEXP(~X{1eJ)/P(2%]))

IF(SPLI)eGYeSP(TJ))III=I

? CONTINUE

Ya=Y(J)=P(K)

DO 8 1=1.KK

IF(1.£Q0.1J)G0 YO 8

Yo=YQ=-sP(1)

8 CONTINUE
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SCALE=115+/7AL0AG(1000.)
CHKZ=EXP(1./SCALE)*YQ/1000.
J==1PLT
WRITE(64901)
YOLN1I={YQ/1000.)
WRITE(6,905) YOLNL.YO
170 IXPLY=0
N1=116
200 DO 210 1=1,116
210 APLT(I)=ISCH
APLT(S8)=10CH
J=J+l
GO TO 250
218 J=J+IPLY
IF(J~-N) 21642164170
216 CONTINUE
IXOLT=INL+J=]
00 220 1=2.,115
220 APLT(1)=1BCH
D0 240 I=1.KK
DUM=Y(J)=-P(K}
DO 230 IJ=1eXK
IF{1J=-1)225.230,225
22% OUM=DUM-P(2¢XJ-I)*DEXP(-X(lfJ)IP(Z‘lJ)) :
230 CONTINUE '

IF(DUM=CHKZ)237:237,235



235

236

237

238

240

24S

2646

247

248

250

251

NMBAR=(ALCG (DUM)=ALOG(YG/10006 ) )4SCALE+L.
IFINY“NR-116)238,238,236

NMAR=116

GO YO 238

NMBR=2

APLT(NMAR)=ICHI(IT)

IF{N1.LT.NMBR) NI1=NMBR

CCNTINVE

NMOR = ({DUM=P (K=2 ) $DEXP(=X{1+J)/P(24KK) ) I¥W(J) %5841 ) +64
IF(NMNR=1)247,247,245

CONTINUE

IF(NMBR=115)248,248,246

NMBR311S

GO YO 248

NMBR=2

APLT{NMBR)I=ICH(KK+])
IF(N1.LTNNMBR)NI=NMOR
WRITE(6+300) IXPLY o (APLT{1I)si=m1sN1)

N1=2

IF(J=N)I215,170+251

CONTINUE

RETURN

END

SUBROUTINE INPAK(NLI «eNTCsCHANsTIMyTIMEs YeDATE«NRD)
DIMENSION CHANCIO0)+TIMI10),¥Y{(S12)DATE(SN)

INTEGER RN
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Q101
9102

9103

10
6000

7000

7500

9201

INTEGER CHAN
DOURLE PRECISION LAWLB.DATE+SATIN
NPT

NPU=NI

READ(NRD 99101)ILAILEB,DAIXMOsYResRNsSAsVLP

READ (NRD +9102)INI oNTCo (CHAN(I) » =14 NTC)
READ{(NRD 29103X(TIM(I) o Im]1sNTC)
FORMAT(2A60A2,A3+A84124A6¢F5e04F5e1)
FORMAT(I3+.11.813)

FORMAT(8F72)

N=N1

IF(NRD«NE«5) GO TO 10

READ(NRD¢7000) TIMEs(Y(L)eIm1sN)

GO Y0 7500
READ(NRD¢+6000)TIMES(Y(I)e Im1leN)
FORMAT(F6e0¢9F7e0)

FORMAT(10F8.0)

IF(NPUWNEs1) GQ TO 7500
WRITE(NP,9101)LALLBDALXMOsYReRNeSAVLP
WRAUTTE(NDP o Q102)INL+NTCo{CHAN(I) + Ix1,NTC)
WRITE(NP+9103){(TIM(I),Ix1.NTC)
WRITE(NP+7000) TIMEL(Y(T)eI=1eN)

CONTINUE

WRITE(6+5201)LALBsDALXMOsYRIRN

WRITE(6¢9202)SAsVLPsDATE

FORMAT(1H1 e///77/4+1H -2A6-3X.'DA?E-}-AZ-AB-AA-SX.'RUN
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9202 FORMAT(1H +*SAMPLE=®3A6+3Xs 'WAVELENGTH=®¢F5,0¢%A%y 3Xe *PRESSURER®,,#
1S 1+ *MICRONS®*//* CALCULATED AT 1XsA6+1Xe3A67)
RETURN
END

/%

//7GU+SYSIN DD »
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W C PASKE OATE=-JUN 30,73 RUN 4
SAMPLE-N2 2PS WAVELENGTH=3371.A PRESSURE=400.CMICRONS

CALCULATED AT 14 00 MONe JULe 0241973

ENTER NUMBER OF PARAMS, FIRST POINTV.LAST POINT,WEIGHT POWERs IPR30.142 OR 3 FOR INCREASED OUTPUT. IM=] HOLO CONSTANT

3 35 250-1.0 ] [}
ENTER LIFEVIVMES({SHCRT.LONG) s CUEFFS(SHORTLONG) +CONSTANT
4.0 01 1.5€ 03 2.0E 02
CALIBRATION IS 166512 NS/CHAN +0R- 0.0078660
35 250
0.0 0.0 0.0 0.0 1.0E 00 1.3 03 1.6E 03 1.7E 03
1.7€ 03 1.8¢ 03 1.7E 03 1«76 03 1e6€E 03 l1e78 03 1e6E 03 1.7E 03
1«7€ 03 Le6E 03 147G 03 1.7 03 1.5 03 1«6 03 1«5 03 1SE 03
1.5 03 1.5 03 1.4E 03 1.4€ 03 1.3E 03 1.3E 03 1.3 03 1.3E 03
1.2 03 lelE 03 1.1E 03 l.1E 03 1.1 03 1.0E 03 9.9F 02 F«4E 02
8.9E 02 7.8FE 02 B.1E 02 343K 02 T«4E 02 B.7E 02 7.2E 02 Te9E 02
7.3E 02 b.HE 02 6.7E 02 6.7€ 02 6.7E 02 6.7E 02 S.8E 02 Se6E 02
Se5& 02 S.3& 02 4aet 02 S.4C 02 S.l1E 02 4.8E 02 S.0E 02 4.5E 02
4e9%E G2 4.5E 02 4e3E 02 4.3 02 4.5€ 02 3.8 02 4.2E 02 4.0E 02
3.7€ 02 3.7 02 J.0f 02 3.7€ 02 3.4E 02 3.3E 02 1.1E 02 3.5E 02
3.7€ 02 3.3E 02 J.3E 02 3.3E 02 3.1E 02 3.2E 02 3.1E 02 3.1E 02
B.4E 01 3.0E 02 3.1€ 02 2.9E 02 2.7E 02 2.9E 02 2.9E 02 3.0E 02
2+.8E 02 2.7E 02 2.9E 02 2.8E 02 2.9E 02 2.6E 02 2.6E 02 2.6E 02
245E 02 242E 02 2.5€ 02 2.7€ 02 2.4E 02 2.7E 02 2.6E 02 2.5E 02
2.6E 02 2.5E 02 2.4E C2 2.4€ 02 2.7E 02 24.5E 02 2.4E£ 02 2.7E 02
243E 02 Re6E 02 2.4E Q2 242F 02 2+4E 02 2+4E 02 2+3€ 02 2+ 3E Q2
2.5E 02 2.5€ 02 2.4E 02 2.2F 02 2¢3E 02 2.1E 02 24.4E 02 2.3E 02
2+3K 02 2.28 02 2.3E 02 2.4E 02 2.3E 02 241E 02 243E 02 2.0E 02
2448 02 2.3 o2 2.3€ 02 2468 02 242E 02 2. 6E 02 2¢3E 02 2e1E 02
2.0E 02 2+5E 02 2.4E 02 2¢3€ 02 2e.4E 02 243E 02 2.0 02 243E 02
1.9 02 2.1E 02 2.3E 02 2.3F 02 2.0€ 02 2.3E 02 242E 02 2.1E 02
2.2E 02 2+ 3€ 02 1.9€ 02 1.9 02 2e44E 02 1e9E 02 2.2 02 2.1€E 02
2e2E 02 2.4€ 02 243E 02 2.0C 02 2.0E 02 1.9E 02 2,3E 02 241E 02
2+0€ 02 le8F 02 2.0E Q2 2.0E 02 2.0£ 02 2.1 02 1.9E 02 2.1E 02
2.0 02 1.9 02 2.08 02 2.0 02 243E 02 2.3 02 1.9E 02 le8E 02
1.9E 02 1+9€E 02 1.9 02 241€ 02 1.9E 02 =3.4E 03 =B.9E 05 8.6E 37
2e5E-01 245E-01 2.5E-01 =1.49E 01 =1l.1E &2 9+5E~07 24.0E~79 248E=72
—9+8E-03 S5.1E~85 S5¢1E~-85 J«V0E 53 =9.BE-03 Se1E-8S5 Se1E-85 3.0E 53
Se.1E-85 340 53 =~9.8E-03 SelE~85 1+3E-79 3.0E 52 ~6.8E~80 S5.1E~8S
=-6+4E 02 Se1E-8S 1.3E-79 3.0E S2 -6.8E-80 Se1E~BS Se1E-8S5 340€ 53
216 250 395
WEIGHT RANGES FROM 1.0 TO 64613 FOR CHAN 250

S ITERATIUNS, DET, OF PART. DERIVe MATRIX = 2,567615D0-01
THE FOLLOWING 3 POINTS ARE OUTSIDE 346 SIGMA
97 112 111 a4 159 115 .

SUM OF EXPONENTIALSs Y(I)SP(1)*EXP(=X{1)}/P(2))+eee+P(3)

THE WEIGHTED VARIANCE IS 173551810 03

1.6€E 03
1.6E 03
1+5€ 03
1.3E 03
Qe7E 02
6.SE 02
S.9E 02
4.5E 02
3.9 02
3.0E 02
2.9E 02
2e6E 02
2.4E 02
24.6E 02
2.1E 02
le2E& 02
2.3E 02
242E 02
2.3E 02
2.1E 02
242E 02
2.4E 02
201E 02
1.6E 02
2.1E 02
~S5.8E 22
Sel1E=~8S
*«9+8E=03
1.3E=79
=9.8E=-03

1.7E 03
1.7E 03
1+SE 03
1.2E 03
9«0E 02
6.6 02
Se6E 02
4.7E 02
4.0E 02 .
3.1E 02
2.7E 02
246E 02
2.8E 02
2e.48E 02
242E 02
2.2E 02
2.5E 02
2.3E 02
240€ 02
2.0E 02
2.2E 02
1.9E 02
1e9E 02
1.9 02
2.0E 02
=~1le9E 22
3.0E S3
Se1E-8S
Se0E 52
SelE=-85

THE UNWEIGHTED SIGMA IS 3.2627060E 0! AND THE UNWEIGHTED SUM OF SQUARES OF THE DEVS IS 22674394E 05

GUESS UF FINAL VAL OF S.De OF EXACT LST SORS EQNS
K  K=TH PARAM K=TH PARAM K=TH PARAM FITYED FCTN INPUT DATA
1 150008 03 115720 03 1.29530 01 1.8370E 02 1.8369c 02
2 4.0000€ 01 4.88350 01 7.02800-01 3«1906E 04 3+3906E 04
3 2.00S0E 02 2.1023D 02 1.7897D 00 24.B030E 0S5 2.8031€ 0S

ENTER PLOT INCR IF PLOT IS DESIRED THEN O FOR NEXT CASE.l TO RERUN WITH NEW PARAMETERS.=1 TO CALL EXIT

2 -1
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