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CHAPTER 1
INTRODUCTION

The economic.efficiency of our large cities is increasingly called
into question., The private costs of production and distribution appear
to be low enough to attract firms, jobs and people. Yet problems of
congestion, air pollution, crime and violence plague the.metropolis,
One hypothesis explaining metropolitan growth despite these problems
lies in the disassociation of private and social costs. The entire
soclal costs of metrdpolitan problems are not fully reflected in the
private accounts of firms making location decisions. If the full social .
costs were included, firms might find the metropolis less attractive
and might locate elsewhere. Furthgrmore, if the costs of adequate hos-
pital and schooling services were éharged to the firms, perhaps many

firms would find small towns unattractive locations. As a long-run

.
%

solution to city problems,; public policies to redirect population flowys
may be less expensive_than_é-direct:eéfort and large subsidies to solve
crucial problems in the metropolis. . Estimates of economies of city
size can help to resolve such issues of decentralization, the optimal
rural-urban balance, and viable size growth centers for multi-county
development districts. Estimates.aie also of value to those planning
community services.

While the public has had no' conscious policy aimed at an optimal

growth pattern among city sizes, this need not always be so. Location



of government employment and of some private employment (by firms who
rely on government funds), zoning, subsidies to industry, welfare pay-
ments; housing subsidies, transportation, government interests; and-
numerous other public policies can favor the growth of one size of city
over another.

To apply such policies, some guidelines are needed to determine an
optimal size .of city-—-the size of city where more of our people might be
encouraged to locate. One measure for the optimal.city size is the per.
capita cost of providing community services. City sizes with low per
capita costs of public services might be encouraged to grow until they
reach a size at which costs of services per person begin to mount.
Supplementaildata, not included in this study, on private production
costs and attitudes would provide an even more comprehensive basis for
determining optimal -city size.

The overall objective of the study is. to construct a unit cost
curve, showing the cost of socilal services per capita by city size and
adjusted for externalities and quality of services. Previous estimates
of the .cost. of education, hospital .services and utilities will be used
to complete the bundle of services publicly provided by society. The
principal contribution of this study is to include the .full cost of
police protection, air pollution and fire protection when externalities
and quality of services are taken into account. Specific objectives
are:

1. To estimate the per capita cgst by city size of police
protection, holding crime rate censtant.

2. To estimate the per capita cost by city size of a given quality

of air-~with the pollution level reduced to an acceptably low level.



3. To estimate the per capita cost by city size of a given quality
of fire protection--including both public outlays for fire departments-
and private outlays for fire insurance. |

4, To utilize previous per .capita cost estimates of providing
other services to complete the bundle of services.

5. To combine the estimated per capita cests from (1), (2), (3),
and (4), forming a unit cost curve that will show overall economies and
diseconomies of size city. -

The Current Study in Relation to Other
Studies in Economies of City Size

Economists as well as sociologists; geographers, and other social
scientists, ‘have shown interest in the idea of an optimal size city
since the turn of the‘centufy, The criteria used for determining an
optimal size for cities héve varied greatly. Some authors also have
made value judgments about nonquantifiable factors that relate to opti-
mal city size.

Ebenezer Howard (1902), an English authority on city planning,
places the maximum population of the ideal city at about 32,000, depend-
ing somewhat on the size of the component families.l Increase in pop-
ulation .should be %&ggE@QQifedhe says by building another city nearby.
He advocates a "Garden City" dovering 6,000 acres--% cultivated, %
covered with streets and buildings. Brennan (1949), basing his find-
ings on a desirable social life for the inhabitants, rates the optimal
size to be 10,000—20,00002 Ogburn (1937) concluded that the American
city size from 30,000 to 50,000 was optimal.3 After studying advan-

tages -and disadvantages of cities of differing size classes, Duncan



(1949) concluded that the city of 50,000, give or take a few thousand,
appears to be the best size for providing a more stable, better edu~
cated, economically secure people°4 He contends there is no fundamental.
reason why a city of such size might not come close to the ideal as a
place to live, work, and play, especially if it achieves good working
relations with similar communities in its area. In a similar study,
Sharp (1940) also concludes that the optimal size is 50,000-100,000
people,5 Both Sharp's and Duncan's studies did not consider the qual-
ity and scope‘of the services as well as their length»and_continqity
of operation.

A large number of studies have been undertaken by a group of
economists; interested chiefly in publiclfinance, concentrating on
the fiscal aspects of municipal governments. These empirical expendi-
ture determinant studies concern themselves with both general spending
levels and specific service spending levels. One of the earliest .such
studies was made in 1936 by Colm.6 He used scatter diagrams to find a,
positive relationship between state—local expenditures and income,
urbanization, industrialization and population density. Two services—-
police protection and education--were analyzed using city size and per.
capita costs as the variables. Again, a positive relation was apparent
in the diagrams.  Fabricant, using cross. sectional data for 1942, found
current expenditures of local governments strongly related to popula-
tion density, urbanization, and incomeo7 The Fabricant analysis was
repeated several times using newer data and modified modglsu. Fisher-:
{1961) used 1957 data and concluded that the variables used by
Fabricant no longer explained as much of the variation in spending.

Sacks and Harris (1964) added federal and state aid and found aid



payments and'iﬁcome levels explained a large part of the expenditure
yariation.9 Finally, Kurnow (1963) altered the Fabricant approach by
using a Joint regression model as opposed to an.additive model and the
Joint model was deemed more appropriate for studylng expenditure deter-
minants.,l0 The Fabricant analysis and the thrge similar studies that
followed used per caplta state and local expenditures for the individual
states. The three independent vafiables——population density, percent of
the population that is urban and per capita income--were for the state
as a whole and not for imdividual cities.

Hawley (1951) examined the relationship between municipal
expenditures of the central city and 18 social and economic character-
istics for 76 metropolitan areas using correlation analysis;l‘ He
found central city expenditures positively related to population density
within the city and to the population size and other characteristics of .
the satellite area, Scott and Feder (1957) made a multiple regression
analysis of per capita municipal expenditures of 196 California cities
with over- 25,000 populationalz. They used per capita property valuation,
per capita retail sales, percent population increase, and median number
of ‘occupants in dwelling units as independent variables. The first two.
variables accounted for almost all the explained-variations in expendi-
tures. Brazer (1959) used sophisticated statistical techniques to
determine the relationship between city expenditures and a number of
independentavariables, including city size, geographical location, vari-.
ance . in and among states and median income for 452 citiés using 1951 .
data.13 The analysis-was made not: only for total gemeral operating
expenées, but also for police protection, fire protection, highways,

recreation, sanitation, general control, and eothers. Brazer states,



". . . the association between population and per capita expenditures

is statistically significant only with respect to police protection
when other factors. are taken into _accounto"14 Even though the positive
relation between police expenditures and city size was significant, the
magnltude of the coefficlent was so small that- the per . capita expendi~
tures would only increase $,07 as cities grew from 10,000 to 1.million. .

In terms of economies of scale, Hirsch (1967) suggests that city
governments -serving from 50,000 to 100,000 might be most efficient.'15
The Advisory Commission on Intergovernmental Relations.(1968) reported
that higher relative costs are likely to emerge in large urban aggrega-
tions.16 The examination of public expenditures and employment for
communities of 25,000 to 250,000 in three representative states indi-
cated.that,ét-least up to the 250,000 level, cities do not; in general,
demonstrate any tendency toward either major economies or diseconomies
of scale. In-'discussing urban economies of size, Alonso faults the
minimum cost. approach mainly because only inputs are measured -and the
outputs are'implicitly,assumed‘constantol7 He presents an aggregate
theory of city size that includes per.capita output as well as per
capita cost., However, the empirical data presented for average output
and cost in German and Japanese cities were not adjusted for externali-
ties such as crime or air pollution.

The methodology employed in the previously cited studies falls
short of what is required to examine the existence of economies or dis-.
economies of scale with regard to city size and public services. The
use of the actual expenditures approach gives.a cloudy picture of the
quality and quantity of servicés provided by urban governments. ' Another

major weakness of past studies of economies of city size is that they



do not account for demographic differences among cities and for.
externalities associated with crime, air pollution and fire protection,
These externalities are social costs borne by individuals but do not
enter the private accounts of the firms for which the people work. -
Previous research on costs of police protection, air pollution control
and the fire protection will be discussed below with emphasis on the-
attempts . to correct for quality differences among cities providing the
service.

Previocus studies of the cost of police proetection have focused on-
factors influencing expenditures., Hirgch (1959) estimated per capita
total expenditures for police protection in the St. Louils area and
concluded that the average unit cost curve is about horizontal.18
Schmandt and Stephens (1960) studying Milwaukee County, Wisconsin, con-
cluded that per.capita expenditures for police protection were corre-.
lated with population and service level; however, no significant scale
economies were discovered,l9 The-problem of measuring the.output-
(especially the quality dimension) of public services has been a major
barrier to research.. Efforts te deal with the .problem have taken .
several forms, Hirsch employed an 'eyeball' rating scheme to the
police force, Schﬁandt and ggéghens counted the number of subfunctions
performed.by the police department,zo A more recent study by Bradford,
Mélt and Oates (1969) examined the.per capita expenditures for police
protection over time and among.cities of varying sizeGZl‘ The results
indicated larger cities spend more per capita than smaller cities en
police, protection. The authors were concerned with the rising expen-
ditures .through time for police .protection and other local public

services. Bradford, et al., point out that the per capita cost of



providing a given level of safety in urban centers probably has risen
more rapidly than the per.capita cost.of maintaining a given police
force. Two vectors were employed to illustrate this dimension; however,
the authors acknowledged the possibility of the "degree of safety' vec-
tor differing from individual to individual and concluded that a single
safety vector cannet be utilized. The trend in insurance premiums was
offered as a measure or guide to changes in the safety level; still no
attempt was made to estimate a cost associated with a level of safety
or .to relate the crime rate, which is a likely candidate to measure the
degree of safety, with police force .numbers and city size.

Air pollution cost studies to date have concentrated on the annual
total cost.of ‘air pollution, either the cost.of cleaning the air or the
property and health costs of not.cleaning the air. One frequently.
quoted cost of air pollution damage; $11 billion, originates from an
estimate of cleaning costs from the smoke damage data for Pittsburg in
1913,22 The cost was estimated to be $20 per person per year. In 1958,
this figure was updated by the commodity price index and multiplied by
the 1958 population to arrive at .the $11 billion marko23 Another vari-.
ation of this study results in the cost of $4 billion, obtained by mul-
tiplying the updated 1958 cost by the urban population@24

Ridker (1967) identifiea and‘esﬁimated total costs for a variety of.
potential effects of air pollution including maintenance costs of resi-
dential, commercial and industrial facilities; damage to trees, agri-
cultural crops and livestock; and cests associated with illness and.
death of humanse-25 The proportion of the cost due to air pollution &as
$5.5 billion. More recently Lave and Seskin concentrating on the health

costs alone argue that 25 percent of all respirator disease is



asgociated-with~air pollutionaz6 They concluded that in 1963 health
damages totaling $2 billion were attributable to air. pollution. Mason,
Ozolins and Morita (1969) compared air pollutien sources and emissions
for metropolitan areas in terms of city size, location, area and other
paramétersQ27 These estimates of total costs and benefits of air pol-
lution centroel activities are helpful.in making the initial decisioens
whether to instigate programs, but more comprehensive empirical analysis
is warranted to determine what type of policy towards .air pollutioen
should be followed.

Hirsch (1959) estimated a unit cost curve for fire protection in
the St, Louls area and concluded.that the minimum per capita cest of
fire protection occurred at city size llO,OOO°28 The quality variable
used by Hirsch was-a standardized average inverse of fire insurance-
premiums. The premiums which in&icate the fire risk were obtained from A
the Missouri Inspection Bureauy. The sample of cities for this study
included a central city and the surrounding satellite communities.

Will (1965) employed a different approach in computing the per  capita .
costs of fire protection.zg‘ He relied on engineering data related to
service level and professional expertise related to service requirements-
to compute the cost of providing the necessary level of public services.
This approach was used to estimate annual per capita standard service
requirements for fire protection, .in:dollars, for 38 cities varying in
size from 50,000 to 1,000,000. The statistically significant geometri-.
cal relationship was that of ‘a hyperbola. eventually becoming asymtotic
to the horizontal axis. A recent study by Hitzhusen (1972) uses Texas
and New York data to estimate the costs of providing fire protectioen

and finds economies of size for the larger communitieSOBO Peaple -and
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property value protected were used as measuras of fire protection
output. The costs used in the~studyJincludediboth public and related
private costs. Trade-offs between fire department expenditures and
fire insurance premiums were also analyzed in.this comprehensive study.
The‘p?esent study improves upon.the previous estimates of economies
of.city'sizg by incorporating the disassociation of private and social
costs of providing police protection, air pollution control and fire
protection services. Thus, this study includes more dimensions. than

previous studies dealing with the economies of city size.
General Outline of the Study

The organization of this study-is built around the ultimate
objective of determining the optimal city size for providing a bundle
of public services of equal quality in all city sizes, with city charac-~
teristics standardized for variables other than size. The costs of
providing each service are estimated separately and then combined to
form a’hnit;cost‘curve representing a given quality of services by city
size. The assumption is that these costs are additive. Chapter II.
deals with the costs of providing police protection. Variables in the
regression analysis are used to-adjust. for differing social and econo-
mic structures.among city size. The cost of a given level of police
protection is estimated using the crime rate as the degree of safety.
Actual police department expenditures are compared to the costs of a-
given level of safety. Two methods of ?educing the level of crime .are
discussed--a direct attempt by increasing the police force and a policy

of decentralization.
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Chapter III analyzes the costs of controlling air pollution via the
government proposed regulations and a perfectly discriminatory applica-
tion of controls. The costs of a given quality of air by city size is
estimated by holding the pollution level constant after correcting for
climatic variations and economic variations and economic activity. Also
the costs of controlling by both methods discussed above are contrasted
with the previous cost estimates of allowing pollution to continue in
our economy. Again, the comparison is made of a direct attempt to con-
trol pollution and a policy of decentralization.

Chapter IV analyzes the costs of fire protection. Public outlays
for fire departments and private outlays for fire insurance are used to
estimate the cost of a given quality of fire protection. The measure
of quality used in Chapter IV is the state rating bureau's evaluation
of city fire defenses.

The cost of providing hospital and education services are analyzéd
in Chapter V, and the costs of providing utilities (water, electricity,
sewer, and garbage and refuse disposal) are calculated in Chapter VI,
These two chapters rely heavily on previous work, although all have
been altered to apply to this study. The disassociation of private and
social costs of the services in Chapter V and of utilities in Chapter IV
are expected to be much less than those for police protection and air
pollution control.

The final chapter combines the costs (on a per capita basis)
estimated in Chapters I1I, III, IV, V, and VI to form a unit cost curve
of a given quality of public services by city size. The unit cost.

curve measures economies and diseconcmies of city size as well as



potential saving in community service costs from a shift toward more

nearly optimal size cities.
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CHAPTER II
THE COST OF CONTROLLING CRIME

This chapter deals with only one aspect .of city size~—-the economies
of controlling crime. The purpose of this chapter is to:

l. Estimate by size of city the crime rate adjusted for race, sex,
and other -variables. |

2. Measure the social cost of crime by the outlay per capita for
police necessary to hold the crime rate at.a given level among all city
sizes while statistically holding constant city characteristics other
than size.

3. Compare the secial cost of controlling crime by the policy of

decentralization versus the policy of increasing police protection.
The Model

The problem of measuring the output.(especially the quality
dimension) ofvpublic services has been a major barrier to researching
economies of size for :public services. 1In this study, the output of
the police force ‘is measured by its effectiveness in controlling crime.
Per capita crime rates.C, per capita police numbers P, and other char-
acteristics of cities including population size S, ragial composition N,
median income levels Y, population demsity D, age structure A, and sex
structure X, comprise the variables in an econometric model of the form:

~

C, = f(ﬁt, S, N, Y, D, A, X) (1)

16
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P = f( S, N, Y, D, A, X) ” (2)

g = ER Celyo
The model is a simultaneous system, with Ct and Pt jointly determined in
the current year t. The equations are recursive. The police number per.
capita in'year t 1s a function of.lagged endogenous . variables Ct-l and
Pt—lf and exogenous variables S, N, Y, D, A, and X, The predicted
value ftAfrom (2) is gsed-te\estimate the coefficients in equation (1),
thereby reducing least squares.bias. The lagged value Pt—l in (2) in-
dicates ‘a distributed lag form—-this allows the adjustment of.Pt_to‘the
explanatory variables to occur over a period of years rather than in
just:one year.

The coefficient‘of.ﬁt_is expected>to be negative in (l)--a larger
number of police per capita is expected to reduce the crime rate in

year t. The coefficient .of C is .expected to have a positive sign in

t-1
(2). A higher crime rate is expected to lead to more policemen. per
capita but yith a lag.

The coefficients of - (1) provide an estimate by city size S of the
crime rate C adjusted for other variables N, Y, D, A, and X. The size
variable_i§ divided into-a set of dummy variable_s-Si so that-the crime
rate need not be a simple linear function of population over all city
sizes.

Ideally, the social cost of crime would measure the net disutility
in the populace' that stems from crime for each city size. This ideal
concept poses difficult problems of measuring the trauma of individual
and cellective fear and other nonquantifiable costs .0of crime in cities

characterized by high crime rates. An empirical counterpart te the

ideal measure of the social cost of crime is used in this study and
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circumvents problems of measﬁring the individual components of the
social cost of crime. This approach is to compute the cost in dollars
of holding the crime rate down te some given level over all sizes éf
citieso The empirical procedure is to vary police numbers by city size
based on the coefficient of ﬁt in (1) so that the crime rate is statis-
tically held constant at some given. level over all city sizes. This
approach avoids problems of externalities (differences between private
and social cost) by statistically holding the crime rate coﬂétant;

The approach assumes, that (a) crime can be controlled, (b) the cost

of controlling crime at the levels used in this study is less than the.
social cost of allowing it.to occur, and (c) the social cest per
capita is the same among cities in which the measured crime rate is the.
same. We shall see that assumption (a) may not -be met in large cities.
The preponderance of references to '"law and order'" in the ‘political

dialogue gives credence to assumption (b).
The Data

The model was applied to data from 754 cities with populations
ranging from under 25,000 to over 1 million inhabitants;1 Data on
police and crime rates were obtained from the Federal Bureau of Investi-.
gation for the years 1967 and 1968s2 The police rate P is the total
number of police department employees, both police officers and civil-
ians, expressed in per capita termso3 The measure of crime used in:
this study is compiled by the FBI. The crime rate per 100,000 inhabi-
tants consists of the total violent crimes (offenses of murder,
forcible rape, robbery and aggrevated assault) and the tetal property

crimes (offenses of burglary, larceny entailing $50 or more, and auto
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theft). Clearly, this is not an ideal measure of crime and the FBI is
quick to point this out. First of all, the measure does not report the
number of criminal acts that actually occur, but those that are reported.
to or by the police. Second, the index gives equal weight to each crime
although some crimes should be weighted more heavily than others. A
disaggregated analysis reported later at least partially deals with this
second limitation.

Many crimes are not reported, leading to errors in the dependent
variable C. The crime rate is biased downward for all city sizes. 1If
a greater proportion of crimes- are unreported for large cities than
small cities, then the results of the study will be biased toward econ-
omies for large cities. We have found no convincing evidence that
reporting bias is greater for large than for small cities, and this data.
problem is not.expected to indicate unwarranted economies te any parti-
cular size of city in the.analysis. Sources. of error in the crime index-
that are of a random nature give rise to inefficiency but not biasedness
in the least squares estimat§§ to ‘be presented later.

The outlays for police protection are found by dividing the total.
police department wage and salary expenditures obtained from the
International City Manager's Association by the number . of police
employees.4 The population and socioeconomic data are from the U. S.
Bureau of  the Census.,5 The set of dummy variables used for city size
was selected to give intervals of equal total population rather than

equal city numbers.
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Regression Analysis and Results

The coefficients of equations (1) and (2) were estimated by
recursive least squares. Table I contains the estimates for equation
(1) which shows the relationship of police numbers, city size and other
variables to the.crime rate. The ceefficients of racial compositien,
measured as the percent of the city population nonwhite, was the most
highly significant (t = 4.98) in the equation. Based on the coeffi-
cient, a 'l percent increase of nonwhites in a city is associlated with
23.26 additional.crimes per 100,000 or an .83 percent increase in the
rate using the average crime rate of .cities in this study (2,818).
Density of population, expressed as population per square mihﬁ, is also
positively correlated with crime .and the coefficient is significant-at‘
the 0.005 probability level. As the sex structure of fhe city popula-
tien changes,ﬁo a higher proportion of males, the cpime‘ratehincreasesl
by 40,14 offenses for each 1l percent rise in the proportion of males.
The coefficients of family median income and median age are negative,
the latter significant at the .05 level. Another measure of income,
the percent. of families having incomes less than $3,000 was.also exam-
ined but did not improve the results. .

A set of dummy variables,Ri\was used to account for regional
differences in people's attitudes and other characteristics associated
with crime but unaccounted for by other variables.6 The four regions—-
the West, South, Northeast, and Northcentral--correspond with the U.S.
Bureau of the Census regions (see Figure 1). After adjusting foer other

sociceconomic characteristics in equation (1), the highest crime rates
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TABLE I

- ESTIMATED COEFFICIENTS AND STANDARD ERRORS OF CRIME EQUATION (1)
WITH THE CRIME RATE C_, THE DEPENDENT VARIABLE, A FUNCTION
OF THE INDICKTED'INDEPENDENT VARIABLES

Independent.Variable Regression Coefficient. Standard Error

Constant - -3,370.12
Police/100,000(t) P 22,95, 1.00
Percent nonwhite N 23.26,, 4,71
Median age A -26.74 11.58
Median income. Y -.01, .03
Density b .03 .01
Percent males X 40.14 27.91
Region (Northcentral in constant) %
Northeast R, -452.34 112.92
South Ry -244,52,, 133.72
West. Ry 1,253.74 116.73
City size (under 25,000 in constant) %
1 million and over Sl 12,779.76,, 3,779.12
500,000 - 1 million S, 3,598.32, 852.49
250,000 - 500,600 Sq 3,529.54,, 693.10
125,000 - 250,000 S, 1,920.56, 919.74 -
80,000 - 125,000 S 1,930.72, 515.37
60,000 - 80,000 Se 2,714.13, 441.49 .
40,000 - 60,000 S7 3,102.06, 405,07
25,000 - 40,000 Sg 1,427.12 314.02 -
Size-police interactions *
P._S -41,.33 10.28
AtY1 %
?tSZ -13.68, 3.23
?ts3 -11,85 2.92
gts4 -6.17, 4,47
P’S -7.59, 2,46
s ~12.54, 2.08
Brs, -15.83, 2.00
PS -7.34 1.51
9 t°8
R .67

Source: Seée text. N, A, Y, D and X are 1960 data; other variables 1968
data.

*
Significant at .01 level.

ok
Significant at .05 level.
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are indicated for the West, followed by Northcentral (in equation
constant), South and Northeast.

Table II contains ‘the estimated coefficients for equation (2). An
increase in the.crime rate for year t results in an.increase of police-
men -in year t+l as was expected: The equation is used principally to
derive an estimate ﬁt'which,in turn is used as a variable to estimate
equation (l). Since nominal.structural use was made of the ceefficients

in equation. (2), the results are not discussed at length. "

Disaggregated Estimates

The crime rate as previously defined is disaggregated into. two
major components;-violent crimes and property crimes, each per 100,000
of population. Each of the disaggregated crime indices.was regressed
on the independent variables in equation (1) and the results are shown,
in Table III.

The various forms of equation (1) presented in Tables I and III
display considerable similarities. Except for police per 100,000, all
the significant coefficients possess the same, expected : sign. The
level of significance tends to be highest in the aggregate equation
(Table I).: The similar pattern of results from the three forms of equa-
tion (1) will be apprent in subsequent graphs.of the secial costs cal-

culated from equations.presented in Tables I and III.

Adjusted and Unadjusted Crime Rates by City Size

The &'S in Figure 2 show unadjusted, actual crime rates by city
size. The peints of the solid curve indicate the resuylting aggregate

crime rate Ct_after,adjustment for socioceconomic characteristics and
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TABLE II

ESTIMATED COEFFICIENTS AND STANDARD ERRORS OF POLICE EQUATION (2)
WITH THE POLICE RAIE P., THE DEPENDENT VARIABLE, A FUNCTION
OF THE INDICATED INDEPENDENT VARIABLES

Independent Variable  Regression Coefficient Standard Error

Constant -24,3609

Police/100,000 (t-1) Pt—l 100173: L0119
Crime/100,000 (t-1) Ct—l .0266 .0005
Percent nonwhite N -.0165 0647
Median age A .1356 .1582
Median income. Y -0005, . 0004
‘Density D -.0003 . .0001
Percent males X .3750 .3834
Region (Northcentral in comstant)
Northeast Rl -.3395 1.5814
South R2 ~1.4186 1.6850
West ' R3 2.8494 1.8321
City size (under 25,000 in constant)
1 million and over Sl 8.3914 6.2881
500,000 - 1 million 82 1.3286 3.5721
250,000 - 500,000 83 -5,2187 3.1991
125,000 - 250,000 S4 -2,0425 2.6583
80,000 - 125,000 85 ~-1.2232 - 2.1983
60,000 - 80,000 S6 -1.2520 2.2717
40,000 - 60,000 S7 -2.7613 v 1.8454
25,000 - 40,000 S8 ~1.6846 1.6686
R2 .96

Source: See text. N; A, Y, D and X are 1960 data; other variables
1967 and 1968 data.

%
Significant at .0l level.

wk
Sigfiificant at .05 level.



TABLE III

ESTIMATED COEFFICIENTS AND STANDARD ERRORS OF CRIME EQUATION (1) WITH VIOLENT CRIMES C

AND PROPERTY CRIMES C,., THE RESPECTIVE DEPENDENT VARIABLES, vt
A FUNCTION OF THE INDICATED INDEPENDENT VARIABLES
Violent Crimes Equation Property Crimes Equation
Regression Standard Regression Standard
Independent Variable Coefficient Error Coefficient Error -
Constant ~769.90 -2,073.49
Police/100,000 (t) P 1.78, .18 20.51: .98
Percent nonvhite N- 10.46 .85 12.71 4,60
Median age A .70 2.09. =21.74 11.31
Median income Y -.003, .006 —.0b4, . .03
Density D .008 .002 .02 .01
Percent males - X 10.92 5.03- 24,51 27.26
Region (Northcentral in constant) % %
Nor theast Rl ~109.65 20.35 -408,16, 110.29
South - R2 —-45.65, 24,10 -293.21, 130.60
West R3 55.26 21.03 1,153.39 114.01
City size (under 25,000 in constant) % *
1 million and over Sl 2,115.56 680.97 10,237034* 3,691.14
500,000 - 1 million Sz‘ -99.72 153 6l 3,453.35, 832.64
250,000 - 500,000 S3 83.34 124,89 3,182.74 676.96
125,000 - 250,000 S4 259.00, 165.73 1,337.80, 898.32
80,000 -~ 125,000 S5 191.69, 92.87 1,498.35, 503.37
60,000 - 80,000 S6 282.93,, 79.55 . 2,188.65, 431.21 -
40,000 - 60,000 S7 244,43, 72.99 2,598.50, 395,64
25,000 - 40,000 S8 144,80 56.58 1,054,52 306.71

114



TABLE “I1I:-(Continued)

Violent Crimes Equatiom Property Crimes- Equation
Regression Standard - Regression Standard
Indépendent Variable Coefficient Error Coefficient Error
Size-police interactions % *
Etsl j5.18** 1.85 -34.95, 10.04 -
?tS2. 1.24 .58 -14.22, 3.15
gtSB .67 .52 -11.76 2.86
gtS4 -.73 .80 ~4.29, 4,36
EtSS -.37, b =6.54, 2.40
EtS6 -.98, .38 -10.88, 2.03
gtS7 -1.17,, .36 -13.86, 1.95
PS -.65 .27 -6.04 1.47
t.8
R2 .57 .62

Source: See text and Table I.

*
Significant at .01l level.

*k
Significant at .05 .level.
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police per capita with the latter variables for each city set at the,
average level of all cities in the sample., The adjusted estimates are
from equation (1) in Table I. The actual and adjusted crime rates are
very similar until cities reach 375,000 population. When the socioeco-
nomic characteristics and the number of police per capita are statis-
tically held cohstant, thé crime rate soars to 7,158 per 100,000 for
cities with 2 million inhabitants as.compared to the 1968 actual rate
of 4,559. 1In short, the graph illustrates a tendency for crime rates
to fall slightly, then rise as city size increases with other variables
statistically controlled.

Figure 2 applies to cities in the Northcentral region. By adjust—
ing the curve Epwards or downwards as dictated by the coefficients of
the location vériables, the ‘graph can relate to any other region. All

subsequent charts in this chapter also apply to.the Northcentral region.
The Social Cost of Crime

The points on the solid curve in Figure 3 result from varying the
coefficientof_lgt in the equation presented in Table I so that the crime
rate C is statistically held constant at 3,000, the sample average rate.
The police rate P in the iFh city size necessary to accomplish this is

determined from the folleowing fermula:

- a-a,
BT T ey
where
Ck = 3,000,
A = constant comprised of coefficients used for correcting

equation (1) for socloeconomic characteristics,
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d, = coefficlent assoclated with the city size 1 dummy variable
Si where the latter is 1 for city size i and zeroes elsewhere,
p = coefficient of ﬁt’

g, = coefficient of the interaction term between police ﬁt and city
size §,.

1

The use of a 3,000 average.crime rate for cities in this study is
arbitrary and of course exceeds the actual rate for the smallest cities
and falls short.of -the actual rate for the largest cities. Other rates
could be used as the standard. The constant A is determined by using
the mean values of the socioeconemic variables. The procedure allows
costs associated with police numbers to be analyzed as all cities move
toward a homogenous structure of socioeconomic characteristics and crime
rates. This adjustment statistically raises the crime rate and the
social cost of crime in small cities, an effect which would be expected
if the smaller cities had higher percentages.of nonwhites and other
characteristics associated with high crime rates in larger cities,

Figure 3 comparing actual police rates (x's) with the adjusted.
police rates (points on solid curves) based on equation (1) shows that
as the smaller cities take on the larger city characteristics, the num-
ber of policemen.necessary to hold the crime rate constant increases.
The "real" cost of controlling crime is larger than the actual cost,
Likewise the adjustment of larger cities to average conditions. results
in a decline in policemen per capita to held crime constant--except. for
cities over 1 million which still require a higher police rate,

The three. coefficients, di’ P and,si, must be interpreted
simultaneously. The coefficient of ﬁt is positive. But the interaction

coefficients s, ipncluded to depict the effectiveness of policemen in .

i

cities of different size, are all negative with the largest cities
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(1 million and over) being associated with the smallest coefficient.7
The coefficient for police resulting from the combination of di and s;
is always poesitive; implying that an increase in police P results in

an increase in crime.' This' anomalous result may. be explained by the.
nature of the data. Crime and police rates have increased simultaneous-
ly over time and the statistical model is unable to separate from the-
strong positive historical association between crime and police rates
the true negative effect of ‘police on crime.  Second, a larger number

of policemen may result. in an. increased discovery of crime ﬁhich in

turn increases the reported crimes.

The remaining step in deriving a measure of the.social cost of .
crime involves the conversion of the police rate to a dollar and cents
figure. To accomplish this step, the pay rate for police is multiplied
by the number of police required per capita to hold crime constant for .
each size of city adjusted to the same characteristics except size. At
least two pay rates are candidates.for the calculation. The approach
used in Figure 3 is to use a consta?t rate of pay, the average. of
wages and salaries per policeman ovér all cities, for each size of city.
Another appreoach is to use the actual wages and salaries for each size
of city. Since pay rates rise @ith cit§.size, the result is greater -
diseconomies of city size usingrihe second equation.

The measured social cost of crime in cities with 2 million
population is. $38 per.capita using actual pay compared to $34 per capita
using average pay. For cities with a population of 10,000, the social
cost is $15 using actual pay compared to $17 using average pay. For

cities of size lS%,SOO, the two estimates give the same social cost,

$14.44. The highér costs per policeman. for the larger cities do not
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reflect a social cost attributed to size per se but rather are the
result of supply and demand conditions. Therefore, use of a cemnstant
salary in all city sizes was deemed to be the apprepriate approach for
this study.

The right-hand axis of the curve in Figure 3 records the estimated
per capita social cost at.a given level of crime assuming a salary of
$8,000 per policeman. The minimum. cost occurs at a size of 375,000
with a per capita cost of $10.24. This compared with a cost of $34.17.

for the large cities with 2 million population,

Disaggregate Estimates of Police Rates and Social Cost

The disaggregate equations for violent crime rates and preperty
crime rates in Table III provide the estimates of the required police .
rate and social cost to maintain crime rates at a constant level over
all city sizes. Figure 4 shows police requirements per 100,000 to hold
violent crime rates at 30Q annually per 100,000 persons. Figure 5
shows police requirements per.100,000 to hold thé~pfoperty crime rate
at 2,500 annually per 100,000 persons. The two curves closely resemble
the curve for the aggregate crime index in Figure.3. The minimum points
on the curves differ, however. The minimum- police requirements and
social cost is for cities of 750,000 for preperty crime and is for
cities of 187,500 for vielent crime. As expected, the minimum. for the
aggregate (Figure 3) falls between--for cities of 375,000 inhabitants.

The social costs-are shown en the right -axis in Figures 3, 4, and
5, and are simply the police rates multiplied by $8,000 per policeman.
The difference in police rates and social costs among cities is much

greater for violent crimes than for property crimes. 1t appears
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unreasonable that,pbliée rates and social costs are greater for violent
crimes alone than for the aggregate of all crimes. This result is part-
ly explained by the nature of the data. Ideally, the police rates qsed
to estimate the violént crime equation in Table III should entail police
time devoted in. full to combatting violent crime. In fact, police time
used to prevent violent crime is‘devoted also to preventing property
crime, not to mention directing traffic and checking parking meters. So
it is not.possible to sum the socialicost‘for.violeﬁtpcrime and the
social cost for property crime to determine the total .social cost of
crime. It is most efficient for police to jointly control both. types of
crime, This complementarity causes difficult problems, however, in:
trying to combine Figures 4 and 5 into a siﬁgleymeasure of social cost.
Figure 3 1is a better measure of total social cost. than could be con-.
structed by weighting and combining Figures 4 and 5. In using Figure 3
aggregation error is .not necessarily avoided, but it is likely to be

smaller and easier to handle.
Cost of Reducing Crime -

The positive police coefficient in equation (1) does not preclude
realistic comparisons of differences in social costs of crime among
cities as in Figures 3-5, but the positive coefficient does rule out
realistically predicting the effect of generally lowering the crime rate
by increasing policemeh and”ekpendituresb The resolve this dilemma,
each city size was analyzed separately using time series data feor the
past decade on the crime rate and the»police rate. The coefficients of
the police rates varied from ~30.38 tec 58.39 with the smaller city sizes

possessing negative coefficients. Cities of size 187,500 were assumed



36

to have a typical relation between crime and police corrected for trend.
since the coefficient was midwéy,between the extremes and had a value of.
-2.79 which means each additional policeman per 100,000 reduced the
crime rate 2.79 crimes per 100,000, Furthermore, these cities appear
to have little divergence between adjusted and unadjusted crime rates
(see Figure 3). If each city hires a given quality of policemen for
$8,000 and each of these policemen per 100,000 reduced the crime rate
by 2.79 -offenses, then the per capita cost of reducing the crime rate
from 3,000 to 2,000 is $28.67. This cost figure is somewhat high for
cities with less than 187,500 inhabitants and may be unrealistically
low for larger cities since they provide no evidence from. the data exam-
ined herein.that~the crime rate can be reduced by increasing the police
force. Furthermore, no provision was made for private outlays to
reduce crime, such as hiring of private guards and increasing the secur-
ity of homes and businesses with burglar alarms, secure locks and
trained watch dogs in cities associated with high crime rates; thus, the.
cost of controlling crime in the largest cities is underestimated.

The social cost. of controlling crime in the 5¥timal size city is.

$10.24 -per capita. The per capita social cost of police protection with

W

an adjusted crime rate of 3,000 ové% all cities, given the current dis- .
tribution of population among cities, is $19.37 as an average over all
cities. The per capita social cost is $34.17 for cities of over 1 mil-
lions In other words, a policy of restruct;ring'the.urban;population
into optimal city sizes would appear to reduce the per capita social
cost of crime on the average by $9.13 (47 percent) and by up to $23.93

for large cities.
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The conventional wisdom may be that the way to reduce the amount
and the cost of crime is to increase the number of policemen. Since
data used in this study provide no evidence that crime can be controlled
by the police in large cities, the results at least raise the possibil-
ity that a more cost-effective long-term method is to redirect the
population towards more nearly optimal city sizes. The conclusion must
be regarded as tentative because the cost of controlling crime is only

one of many costs that determine optimal city size.

Summaxry

Sizable economies and diseconomies of size exist with regard to a
given quality of police protection. The results show that, K the per.
capita social cost of crime declines slowly with larger cities until a
low point is reached in cities with a population of 375,000. Social
costs rise sharply for cities of over 1 million inhabitants. By and
large, the smaller cities are able to reduce their crime rates with an
increase in police numbers while the larger cities fail to do.soc based
on evidence from time series analysis. Thus the results underestimate
the social cost of crime in large cities even though they show the cost

to be lower in small cities than in large cities.



FOOTNOTES

lAn advantage of this method is that data on police, crime, and
other socioceconomic characteristics can be more specific to a particular
population, whereas usé of the SMSA as a unit of observation would "wash
out" through averaging many of the differentiating characteristics. A
disadvantage is that some of the unique characteristics of a city that
arise because it is a component of a metropolitan area may be lost in
the statistical amalysis.

2U° S. Department of Justice, Uniform Crime Reports.for the United .
States, 1967 and Uniform Crime Reports for the United States, 1968,
U. S. Government Printing Office, Washington, D. C.

3Alternative measures of P were considered. The police rate used
should reflect both economies and diseconomies of size. As a police
department expands, clerical and lab personnel may.be added to the.de-
partment to allow officers more time "in the street;'" however, as the
size continues to intrease the resulting bureaucracy may -become so
~great as to impair the operations. The inclusion of both efficer and
civilian personnel was deemed necessgary to reflect the effectiveness of
the police department in combatting crimes.

International City Manager's Association, Municipal Year Book,
1968 (Washington, D. C., 1968).

5U. S. Bureau of the .Census, Census of Population, 1960 and County
and City Data Book, 1967 (A Statistical Abstract Supplement), U. S.
Government Printing Office, Washington, D. C.

6The coefficient of R, indicates the magnitude of a difference.
(increase or decrease, depénding on the sign) in the estimated crime
rate in cities in the ith region as compared to cities in the Northcen-
tral region with other explanatory variables held constant.

7Equation (1) was originally estimated using only P to account
for the effect of police on the crime rate. The results were inferior
to the reported results using the interactions (police and city size).

8Actual wage and salary expenditures per policeman (comprising
seven—eighths of police department expenditures) were expressed as a
function of city size, yielding an upward sleoping cest function. Wages
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and salaries/policeman = 6,168 ~ 49R
+ 1,3825, +: 94783 + 83184 + 1,02955 +
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1 - 841Ry + 1, ZOle + 1,7928;
8

7118¢ + 42787 + 338. The vari-

ables are defined as those of Table I.
significant at the .0l level.

Underlined coefficlents are



CHAPTER III
THE COST OF CONIROLLING AIR POLLUTION

This chapter deals with one aspect of ¢ity size-—~the economies of
controlling air pollution. Seciety has embarked on a program of air
pollution abatement directed as.industrial and motor vehicle sources.
Areas with low and high levels of air pollution are subject to many of
the same controls., Of particular interest is comparison of expected
outlays by firms and individuals. to control air pollution with the.cost.
of allowing pollution to continue.

The purpose of this chapter is to:

1. Estimate by size of city the level ‘of air pellution;adjugted,
for climatic factors and economic activity,

2. Estimate by size of city the per capita cost of controlling
industrially emitted pollutants. .

3. Estimate the per .operator cost of the proposed emission control
package for motor vehicles.

4.  Estimate the per capita social cost of air pollution--measured
by the cutlay per capita necessary to hold air pellution atva-éiven,
level among all city sizes while statistically holding coenstant city
characteristics other than size.

5. Compare costs estimated from this study of controlling air
pollution with the costs estimated from previous studies of allowing

pollution to continue.
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Ideally, the soclal cost of air pollution would be measured as the
net disutility of the population resulting from the polluted air. The
inability to quantify disutility operationally precludes use of this
measure. In this chapter, social cost of air pollution is defined as
the per capita coest in dollars of cobtaining a-given quality of air for
each city size. This cost is computed from the air pellution level by
size of city édjusted for industry composition, climatic . elements and
other factors except size. Some assumptions undarlying the approach
are (1) the same level of air pollution causes the same amount of disg-
utility per capita in all city sizes, (2) the cost of controlling air
pollution is less than the cost of allowing it to occur, (3) air pollu-
tion can be controlled by known techniques, and (4) the cost of these
techniques is ma%surable,. The estimates will show that perfectly dis-
crimiﬁating application of measures to abate air pollution--tailoring
controls. to each city to achieve only the minimum required abatement—-
will entail less =zocial and private costs than allowing pollution to-
continue in accordance with assumption (2). But indiscriminate controls
applied te all vehicles, even those in sparsely settled areas, leads to
the disturbing finding that private costs of controlling emissions will
exéeed costs {estimated in previous studies reported in Chapter I) of

allowing it to continue.
The Model

For the purposes of this chapter; the pollutants under considerag-
tion will be analyzed by source of emission, e.g. industrial or

transportation.
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Sulfur Oxides and Particulates

The pollutants predominately emitted by industrial plants, sulfur
oxides SOx and particulates P, are hypothesized to be functions of city
size, type of economic activity and climatic factors in the following
econometric model:

~

SO

s(8, M, R, W, T) | (1)

g
[}

p(S, M, R, W, T) (2)
where
SOX = gulfur oxides per square mile;

P = particulates per square milg;

S = city size;

M = manufacturing index;

R = annual median precipitation (inches);

W = annual median wind velocity é@ph); and

T =. annual number of degree days.i

M, the percent of the workforce engaged in manufacturing, is
included to measure pollution contributed by industrial processes and
fuel combustion in stationary sourcesul M is used for lack of a more. .
precise meaéure of pollution emissions by industrial sources. It fails
to account adequately for (l) the emission controls already adopted by
manufacturers, (2) differences among manufacturing plants in volum;.of
pollutants, and (3) the number of manufacturing plants.

R, W, and T reflect conditions that affect the amount of pollution
that remains over an area. Pfecipitation is a cleansing agent in the
atmosphere. Gases and moisture combine to form acid mists that collect

on buildings,; cars and the ground. Particulates are removed from the
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air via three mechanisms: (1) rainout--particulates acting as condensa-
tion of sublimation nuclei; (2) particulates entering clouds or adhering
to clouds because of random molecule (Brownian) motion and turbulent
motions; and (3) washout--particulates caught in downdrifts of falling
rain. The major air pollution episodes have been associated with quiet,
quasi-stationary conditions over the troubled area. Low surface wind
velocity, approximately 7 mph or less, tends to result in the accumula-
tion of air pollutants. As the wind velocity increases, the amount of
air pollution over the area of interest decreases as it is blown away.

T is defined as the annual sum of the difference between the mean daily
temperature Tm and 65°F when'Tm < 65°F. The significance of this cli-
matic factor is the influence that ambient temperatures impart on space
heating requirements and the attendant fuel consumption during
wintertime.

Statistically holding M, R, W, and T constant allows thea relation
between city size and SOx or P to be analyzed net of the effect of the
former variables. The estimated cost C of controlling SOx>and P emis-
sions, on a square mile basis are expressed as a function of city size,
S, and pollutant levels in (3).

C = £(s, SO, P) (3)

The social cost of controlling SOx and P is computed by inserting
into equation (3) levelsg of SOX and P derived from (1) and (2), after
correcting for industrial and climatic factors so that the social cost
is a function of city size only--all other variables were statistically
held constant, Conversion to a per capita figure is achieved by using

a constant population density per square mile. The use of a constant
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density per square mile is necessary to insure that the estimated social

cost is a function only of city size.

Carbon Monoxide

The major motor vehicle emitted pollutant, carbon monoxide,
measured in tons per square mile, is expressed as-a function of the
previously defined climatic factors, R, W, and T, <ity size S, city
density D, and gasoline sales G per square mile in the following econo-
metric model:

~

CO = £(S; G, R, W, T) (4)

it

G = £(S, D) (5)
The combustion of fossil fuels in motor vehicles accounts for 63

- percent of technologically formed CO emissions or 58 percent of CO from
all sources in the United States. However, in urban areas the motor .
vehicle contributes from 60 pexcent to 99 percent of the CO emissions:
Gasoline service station sales-in dollars per square mile, G, is the
variable chosen to measure fuel used in motor vehicles in various city
sizes. The actusl measure of G used in the quantitative znalysis is
less than ideal. Other products that do not go into the fuel tank, e.g.
grease; oil, and anti~freeze, are included in the measure. The fuel
purchased in a given area is not necessarily combusted in that area.
Variations in price among different geographical locations will -appear
to be differences in quantities of fuel sold. Nevertheless, this vari-
able should give a reaseonably adequate measure of fuel consumption and.
the resulting emission of CO into the city air. The population per

square mile and the actual size of the city will influence the amount
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of gasoline sales per square mile. Positive coeffig¢ients-of D and S in
(5) are expected.

The relation between city size and CO is analyzed net of the
effects of the other variables in equation (4) by statistically holding
G, R, W, and T constant. Utilizing the methodology described for the
SOx and P models, the social cost of CO pollution is estimated by com-
puting the cost of reducing CO to a given level in all city sizes.

The "total vehicle" concept, advanced by the automotive industry,
calls for the development of systems that concurrently reduce emissions
of carbon monoxide, hydrocarbon and oxides of nitrogen to acceptable
levels. By governmental standards, current permissible emissions from
the 1971 models are 2.2 gpm of hydrocarbon, 23 gpm of carbon monoxide
and in California, 4 gpm of oxides of nigrogen. By 1975 these emissions.
must be reduced to 0.46 gpm of hydrocarbon, 4.7 gpm.of carbon moncxide
and (1976) 0.84 gpm of oxides of nitrogen. If these reductions are to
be achieved, automobile technicians state that many engine -changes in
addition to lead-free fuel and a catalytic converter will be necessary.

This chapter focuses on costs, both direct and indirect, the.
consumer must bear to operate a motor vehicle that emits the allowable
amount of CC. The estimate cencurrently includes the cost of reducing
emissions of hydrocarbon and oxides, of nitrogen. These latter pollu-
tants are largely emitted from fuel combustion in moter vehicles, and
the rate of required reduction is practically the same for all three
pollutants. Hence the cost associated with reducing CO to. a given
level in all city sizes can be considered the cost of reducing automo-

bile emitted pollutants.
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The cost to the consumer resulting from emission controls can be
illustrated conceptually utilizing indifference.curves in Figure 6.
The consumer allots a given amount of income, Y, each year for the pur-
chase of engine (power, price and economy considered) and fuel (price
and quantity considered). .Ul‘through U5 show the various combinatiouns
of engine and fuel purchases that yield the same level of utility with
U5 being the highest level attainable with income Y and the given prices
for fuel and engine.

To achieve the emission standards, new models will be equipped with
a pollution reduction package of which the . prinecipal component is the
catalytic converter. The annualized cost of this package will reduce
the size of engine that can be. purchased with Y and reduce utility t&
U4,as shown in the movement from A to B in Figure 6. The converter
functions properly with lead-free fuel: This fuel is more expensive
per gallon than conventional fuels, reducing the amount of fuel that
can be purchased with income Y. The higher fuel ceost.places the consu~
mer at point C which indicates utility U30 The lower octane rating of
the lead-free fuel requires a lower compression ratio and requires a
larger engine to recover power losses, hence the movement to D. The
larger engine requires more fuel per mile, thus the consumer finally
realizes utility level-Ul, The cost of reducing motor vehicle emitted
pollutants is calculated as the cost of returning the consumer to indif-
ference curve‘USQ

The implicit assumption underlying consumer-adeption of the
emission contrel package which reduces his utility derived from his
automobile is that the utility from cleaner azir will at least offset

the reduction in utility shown in Figure 6; hence, some level of



Y/SE
Y/SE'

Y/$E"

ENGINE Q/UT

Y/SFY  WSF'  Y/SF
FUEL Q/UT

$F = COST OF FUEL-- INCLUDES BOTH PRICE AND
QUANTITY CONSIDERATIONS

SE = COST OF ENGINE

Y = INCOME ALLOTTED TO AUTO EXPENDITURES
PER UNIT OF TIME

Figure 6. Indifference Curves and Budget Constraints

for Engine and Fuel Components of Automobile
Consumption

47



48

utility greater than U, will prevail. Since the individual consumer

5
has no perceptible influence on air pollution, lone adoption of the:
control package would reduce his utility to U1 with no offsetting rise
in utility due to cleaner -air. Acting alone and rationally, he would
not adopt the control package. Forcing all consumers by law to adopt
the control package raises utility through cleaner air. Perhaps util-

ity is raised well above.U5 for metropolitan consumers and little if

any above UI for rural consumers.
The Data

Yearly emissions expressed in tons per square mile per year for 27
metropolitan areas with population ranging from 370,000 to 15,420,000
comprise the set of pollution data used in this chapter. The data are
from surveys for the years 1966~1968 conducted by the National Air
Pollution Control Administration, NAPCA, in addition to state and local-
agencies.3 The SMSA constituted the unit of observation for these sur-
veys. SMSA's that are adjacent to each other are treated as one obser-
vation as for all practical purposes they are the same urban complex.
This combination of SMSA's reduces the original 60 surveyed areas to 32;
however, only data for 28 such metropolitan areas are made available
through publications by NAPCA, the socurce of data for this chapte_ro4

These 27 areas include the largest metropolitan areas in the
country with all but four having populations exceeding one million.
Sixty percent of .the urban population is accounted for in these areas.
All parts of the country are represented in this group, but the North-

east and Midwest contain the most observations.
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This relatlvely small sample of aggregated data gives rise to some.
problems: (1) Using observations for the largest, highly industrialized
metropolitan areas hapdicaps the application of the results to smaller
cities. (2) The use of an SMSA results in the averaging of pollution
levels over the industrial area of the.central city and residential su-.
burbs surrounding it in the case of SOx and P. CO levels are typically
higher along the cengested streets of a downtown area than the lesser
traveled outlying areas. Thus, the effects of certain explanatory vari-
ables may be washed out in the statistical model. This problem is com-
pounded with SMSA's are combined: (3) At best, emission data are
approximations ‘and tend to be very sensitive te the metheds used in
making the estimates. If the reporting errors are randoem and the same
magnitude for the three agencies that centributed data, the least:
squares estimates reported later may be inefficient but not biased.

Due to the lack of any evidence teo the contrary, it is assumed that-
errors.in the dependent variable are random from.all three agencies.

Technical informatien pertinent to.the computation of the cost of
reducing CO emissions was obtained by correspondence from Ford, General
Motors and Ethyl Corporationse5

Senate Document 91-40, "The Cost of Clean Air," contains estimated
annual cogts of sulfur oxides and particulate contrel: (maximum) by
metropolitan areas for both stationary combustion and selected indus-
trial process sourcesc6 A range of estimates 1s given that includes
"low" and "high" cests for fiscal years 1971 through 1974 in addition
to sulfur-in-fuel restrictiens (1 percent and 1.5 percent) for 32 metro-
politan ‘areas in 1971 and 85 such areas in 1974, The cost estimates

were based on the assumption that control will be achieved using
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techniques already avallable. The range of costs reflects the fact that:
the costs of air pollution contrel equipment and installation, operating
and maintenance costs vary ameng plants and regions.

The climatological data, R, W, and T,;were obtained from the U. S.
Weather Burear for the year 19_6807 The population and socioeconomic

data are from the U. S. Bureau of the Census.
Regression Analysis and Results

The estimated parameters for equations (1), (2), (3), (4), and (5)

using ordinmary least squares regression on the sample of 27 metropolitan

-~

-9
areas are presented below:’

36X,= ~295.6638 + 0.4080%S ~ 1.85078% + 3.4378R - 3.8242W (6)
(0.2079)  (1.3638)  (3.6433) (15.9449)
+ 2.0379T + 5.6520%M 5
(1.6755) (2.6794) R® = .5774
B = 32.1210 + 0.0427S - 05245452 + 1.5794R - 10.7903W (7)
(0.0862) (0.5656)  (1.0962)  (6.6129)
- 0.1256T + 2.3578*%M )
(0.6949) (1.1120) RS = .4372
éL = -0.5936 + 0.0749%*S + 0.0263%*S0_ + 0,217P 5 (8)
(0.0281) (0.0083) (0.0219) R® = .6541
éH = -0.7432 + 0.0851%*S + 0.0370%*S0_ + 0,0314P (9)
(0.0323) (0.0095) (0.0252)
80 = —55.4416 + 0.3603%S - 0.43325% + 1.7805R - 4.5093W (10)
(0.1667)  (0.9662)  (1.6502) (10.0746)
+ 1.0622T + 2.9983%%(G )
(0.8366) (0.3698) R® = .9424
G = -0.4366 + 0.05965 - 055145**32 + 0.0918%%D ) (11)
(0.0349)  (0.2049) (0.0072) R = .9339

Considering only equations (6) and (7), the ccefficient of M is

significant‘at‘the .05 level in both equations; whereas the coefficient.
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of S is significant at the .05 level only in equation (6).lO The

resulting nonsignificant coefficient of city size in equation (7) is in
accordance with the findings of NAPCA: '"Clearly, the larger cities have
no monopoly on- the upper range of particulate concentrationso"ll

As expected, the coefficient of gas sales is the most significant
(t = 8.10) in the.carbon mono%ide equation. A $1,000 increase in
gasoline sales per -square mile results in 2.99 tons per square mile in-
crease in CO on a yearly basis. According to the estimate, one gallon
of gasoline, upon combustion, emits 2.4 pounds of CO into the atmos-
phere, assuming a price of 40 cents per :gallon. Middleton and Clarkson
estimated that the auto emitted 3.2 pounds of CO inte the atmosphere for
each gallon of gasoline burned.12 The 2.4 figure estimated in this
chapter ‘is .probably biased downward due to the nature of the variable G
previously discussed. The coefficient of city size is also significant:
and positive.

In equation (1l), the coefficient of city size squared is signifi-
cant at .the .0l level, whereas the coefficient of S is positive but not
~significant. The coefficient of density is-positive and significant at
the .01 -level.

The climatic variables in equations (6), (7), and (10) do not have
significant coefficients. The coefficient of W is negative as expected.
The positive sign of the coefficient of R is at odds with a priori
reasoning. The anomalous coefficient probably mirrors the fact that
firms and cities with high pollution levels "just happened" to locate
where levels of precipitation are high. The statistical model was not

able to separate the true relationship of air pollution to precipitation
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The coefficient of T possess the expected positive sign in equations (6)
and (10).
Equation (3) was estimated using both "high" and '"low'" projected.

1974 cost data from Senate Document 91-40 and with one percent sulfur-
in-fuel restrictions. Coefficients of S and SOx are significant at the
.01 level and are positive. The nonsignificant coefficient of P perhaps
can be explained by the already widespread use on smokestacks of a.con-
trol system for particulates. These controlled smokestacks are believed
to be distributed somewhat randomly throughout city sizes and industry

groups.

Adjusted and Unadjusted Pollution Levels by City Size

Figures ‘7 through 9 show the adjusted levels of SOX, P and CO
respectively by city size. The adjusted levels, depicted by the solid
curves, were obtained from the estimated equations (6), (7), and (10)
by statistically holding all explanatory variables other than city size
constant at the average level of all cities in the sample. The A's in
Figures 7 through 9 represent the differences between the actual and
predicted levels of SOX, P and CO added or subtracted from the‘adjusted
level curves. This procedure is helpful in determining whether the-
funétional-form of the estimated equation was in fact the -appropriate
form. Figure 8 shows that the fit for P is not outstanding, however,
the parabolic function used did give a better fit than other functional
forms that were tested. The parabolic function fitted to the data de-
picts an increasing and then a decreasing level of pollution in very
large cities. These is no reason to believe that this is actually the

case in the real world. The parabola was chosen as the appropriate
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function since the fit is quite good over the range of the majority of
observations. After reaching the high point of the parabela, the curve
is arbitrarily extended horizentally to the right. The curve may be
approaching a saturation point, reflecting the maximum amount of pollu-
tants per sgquare mile the air can holdo

Briefly, these graphs show that air pollution is heterogenous
among cities, yet there exists an underlying relation with city size
that-is, except for particulates, strongly positive in nature to a

point.

The Social Cost of Air Pollution

§9x and P

Constructed .from the adjusted levels of SOx>and P from Figures 7
and 8 and the coefficients.from equations (8) and (9), Figure 10 shows.
the social cost per square mile by city size from.SOx and P pollution,
Assuming a constant density per square mile of 1,000 for all city sizes,
the per capita social cost can be read off the left-hand axis of the
curve in Figure 10.

The per capita social cest of,SOx and P pollution is relatively
low for.the majority of cities, e.g. populations less than, say, 2.5
million.

The social cost of obtaining different qualities of air can be-
obtained from the curve by merely shifting the curve dewn until it in-
;ersects the herizontal axis at the city size that corresponds to the
level of pollution te be tolerated. The curves in Figure 10 reflect

the social cost of maximum control (99 percent) in accordance with HEW
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criterion for the pollutants SOx and P rather than a control level of

80 or 90 percent.

Cco

The social coest of CO pollution is computed by first estimating
the per capita cost to the consumer for the stringent emission con-
trolled vehicle that will soon be mandatory, then calculating the per-~
centage of the urban population that must operate the controlled
vehicles to result in a constant level of CO for all city sizes. Final-
ly, this percentage figure for each city times the per capita cost of
the emission controlled vehicles yields the per capita social cost of
reducing CO in all city sizes.

Industry estimates for the consumer's initial outlay for the
emission package is $48 in 1974 or $4.80 annually for a vehicle with a
life of ten years. Inclusion of a simple interest charge of 8 percent
per annum on the injitial outlay raises the annualized cost to $8.64.
Lead-free fuel is a necessity for this control package. This type of
fuel typically costs 2 to 3 cents a gallon more than regular grade gaso-
1ine.l3 The 2 cent figure is used. This increase in gas cost is
applied to 666 gallons a year (10,000 miles at 15 miles per gallon) for
an average vehicle.

Before the per -capita cost. of the control. package can be estimated,
.power and fuel economy losses must be examined. When the combustion
ratio of an engine is lowered, there are simultaneous.losses in both
power and fuel economy, and these percentage losses are of about equal
magnitude. If the performance level is to be held constant, the fuel

economy loss will be 50 percent higher than the loss in performance.
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Industry estimates fail to adjust for performance loss and indicate a 5
to 30 percent reduction in fuel economy. The estimates of Heron and
Felt are used in this study, which give fuel economy loss of 7.8 percent
for regular gasoline cars and of 13.3 percent for premium gasoline
carsc15 Weighting these two figures by 32 percent premium gasoline cars
and 68 percent regular gasolinelcars (the approximate car population
mix) the fuel economy loss becomes. 9.6 percent which implies a power
loss of 6.4 percent. The consumer must purchase a 6.4 percent larger
engine and buy 9.6 percent more fuel to return. to his baseline utility
level. Assuming the price of lead-free gas is 30 cents a gallon (net
of taxes) and the previously stated fuel consumption of 666 gallons.a
year, the cost attributable to the fuel penatly is $19.18.

The performance can be increased by either changing the engine
size or the gear ratios in the car so that the engine runs faster at a
given speed. A 6.4 percent larger engine (for purposes of the chapter)
does not necessarily cost 6.4 percent more for the consumer or for the
resources required to manufacture it. For instance, one could assume
that the larger engine will require 6.4 percent additional steel and
labor; however, it -could conceivably be produced by enlarging the cylin-
ders of the smaller block. To complicate matters even more, the recov-
ery in.performance can also be achieved by altering the gear ratio,
which results in an increase in fuel consumption as the engine is now
running faster at a given speed. It is estimated that the cost of re-
covering the power by either method described above or a combination of
them to be $27 on an annualized basis including interest charges.

The annual.cost. of the emission control vehicle accepting the

performance loss will differ from the constant performance.vehicle by
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the engine size change and the fuel-penalty. The fuel penalty will be
6.4 percent with the performance loss and the engine size change will
be nil. This approach does not return the consumer back to point A in
Figure 6. The move between D and C is not accounted for.. However,
since most of the driving done (in cities) is at or below half throttle,
the loss of performance might not be detectable., Results are presented
for both choices in Table IV. The most important component of these

cost estimates is the price and quantity of fuel.

TABLE IV

ANNUAL COSTS OF THE EMISSION .CONTROL VEHICLES

With Performance Loss Constant Performance
Contrel Package S 8.64 $ 8.64
A Gas Price 13.32 13.32
Engine - 27.00
Fuel Penalty 12,79 19.18
Total" $34.75 $68.14

These costs are considerably higher than the $5.80 figure presented

16 The inclusion of the eatire control pack-

in the "Cost. of Clean Air."
age results in a more realistic figure than use of just the initial
cost. Still the figures in Table IV are probably understated as no al-
lowance was made for maintenance costs. The control of nitrogen oxides
may further decrease the efficiency of the engine as the method concur—
rently proposed by the industry entails recirculating the exhaust gas.
This factor was omitted because the degree of control has not been
established.

The proposed emission controls for CO in 1975 call for a 90 percent

reduction. If all vehicle owners in a city used the controlled vehicles,
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the CO level attributable to moter vehicles would decline by 90
perceﬁt.l7 Selected data indicate that motor vehiclesg account for
roughly 90 percent of the CO emissions in large urban areas. Hence, if-
all operators adopt the emission control package the net reduction in CO
levels present in urban areas is 81 percent. The social cost of CO con-
trol can.now be estimated for each city size using the control reduction

figure and. the estimated annual cost.in the following formula:

sC (A/C) X B (12)

i
where

SCi = goclal cost per capita in city size i;

A = percentage difference in CO level between the .base city and
the ith city; '

B = per capita annual cest of the.controlled vehicle; and

C = .81, the -propertion of controll attained with all vehicles
using the control package.

The per capita social cest of CO both with and without constant
performance is presented in Figure 1ll. The base city is 500,000 popula-
tion. Alternative ciﬁy sizes reflecting alternative accepted levels of
pollution may be used as the base by merely recalculating A in (12).
Diseconomies of size exist from the base size upward. Contrelling CO
to a level equal to that present in city sizes of 500,000 the per capita
cost in a city of-3 million is $19,28 with constant performance and is
$9.83 without constant perfermancee Since taxes must be censtrued as.a
social benefit? B .in (12) is computed net of any taxes. Later in dis-
cussing the private outlays to reduce pollutien, annual cost estimates

that include taxes will be used.
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Combined Social CostjggAControlling,SOK, P, and CO

Two social costs for each of-tﬁe industrially and automobile
emitted pollutanﬁs were estimated. In combining these cost estimates,
four possibilities exist and are presented in Figure 12. Again the
base city size is 500,000.18 The most complete measures of social cost
are shown by curves 1 and 2 which were constructed using the low and
high cost estimates for the industrially emitted pollutants and the.cost.
of recovering constant automobile performance. Curves 3 and. 4 are in-
cluded as an alternative if the consumer chooses to accept the perfor-
mance loss of the engine. The per capita social cost of air pollution
ranges from zero to $51.23 and zero to $48.44 for constant engine per-—
formance and high and low industry costs respectively. The correspond-
ing per capita social costs>for an urban area of three million, the-
average size of the sample, are $24.37 and $23.57. The curves repre-
senting all four combinations of alternative cost estimates show increas-
ing costs throughout the range; however, for urban areas of 8 million
and larger the social cost tends.to level off due to the medification of
the curves for estimated air pollution levels.

The total social cost of reducing air pollution to levels present
in urban areas of 500,000 and 1,000,000 is computed using the previous
re_sultse19 The 58 urban areas exceeding populations of 500,000 and con-
taining 53 percent of the total U. S. population contributed a social
cost of $2.53 billion to $2.64 billion, while the 27 urban areas of
population size one million or more contributed a social cost of $2.03
billion to $2.12 billion. If the higher pollution level present in
urban areas of two million is acceptable, then the social cest of re-

ducing air pollution is- $1.33 billion to $1.40 billion.
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Summary

The results indicate sizable diseconomies of city size with regard
to air pollution control. The per capita social cost. of a;r pollution
increases rapidly until city sizes of 8 million and greater are reached.
The estimated costs of contrelling the pollutants emitted by industrial
sources .coincide with previous government estimates. On.the other hand,
estimates in this chapter of the direct and indirect cost to the consu-
mer for the emission control package on motor vehicles are substantially
higher than the government estimates. Estimates of the social coest of
both industrial and yehicular emitted pollutants were based en the use
of techniques already available to industry and the gasoline powered
engine presently used in vehicles. Adoptien of another source of energy
for the motor vehicles or new technologies for abating industrial emis-
sions would of course.change the estimates presented in this paper.

The basic underlying assumption of this study is- that the cest of
controlling air pollution is less than the cost of allowing it to occur.
The estimates indicate that this assumption may not, in fact, be met:
The total projected cost of centrolling air pollution via nondiscrimina-
tory application of contrels, $10.1 billion to $10.3 billion, is com-
posed of the following components: (1) government expenditures--$454.5
million, (2) industrial expenditures (high and low estimates)--$942.2
million and $765.8 million, and (3) consumer motor vehicle expenditures
--$8.9 billiqno20 The motor vehicle component of the total cest is
based on Table IV and 120 million automobile equivalents. After updat-
ing the damage estimates to 1971 dollaxs by the consumer price index,

the Pittsburg study inflated estimates are $15.7 billion (entire nation)
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and $5.7 billion (urban population), while the Ridker estimate is $6.8
billiqn.21 Only one of the weviously cited damage estimates, the highly
suspect extrapolation of 1913 Pittsburg data to the entire nation, ex;
ceeds the estimated cost of contrclling air pollution. -Alternatively,

a perfectly discriminating application of measures to control air pol-
lution to levels no higher than found on the average in cities of
100,000 population (a city size considered to have telerable levels of
air pollution) results in lower social and private costs ($3.2 billion)
of controlling emissions than the previously estimated costs of allow-
ing it to continue. The assumption that the cost of controlling air
pollution is less than the cost of allowing it to occur can be satis-
fied only if the abatement program discriminates by city size, tailoring
controls to needs of each city.

A related is:ﬁe concerns the equity of control expenditures. Since
it is difficult to tailor automobile exhaust emission control to the
minimum required fer each city size, a uniform control program has been
proposed. As a result, 38 million rural residents and 26 million resi-
dents in the cities with less than 100,000 population and assessed the
same costs as the residents of large urban complexes. The rural and.
small city population is subsidizing the population in larger cities
where . pollution is a serious problem. The private annual cost of the,
emission control package is $74.53 regardless of rural or urban residen-
cy. and is higher than the per capita social cost in even.the largest

urban area (see Figure‘lZ).

3
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lAnother manufacturing index, the percent of -the werkforce engaged
in dyrable manufacturing, was included in equations (1) and (2) but the
results were inferior to the reported results using the percent of the
workforce engaged in manufacturing.

2The effect of temperature per se on the accumulatien of air
pollution over.an area is not accounted for by the.variable .T. The ver-
tical variation in temperature over-a region is one,of the most impor-
tant factors concerning air pollutien concentrations as the atmospheric
stability determines whether or not inversions will occur. ' The required
data on atmospheric stability over urban areas does . not exist in suffi-
clent quantity for this study.

3National Air Pollution Control Administration, Air Quality
Criteria for Carbon Monoxide, AP-62 (March 1970), Air Quality Criteria
for Particulate Matter AP-49 (January 1969), Air Quality Data from the
National Air Surveillance Networks, APTD 69-22 (1967); U. S. Piblic '
Health Service, Air Quality Criteria for Sulfur QOxides; No. 1619 (March.
1967), U. S. Government Printing Office, Washington, D. C.

4ThefLos Angeles SMSA observation was rejected due to the peculiar
characteristic -of location and tepography innate te this SMSA. Further,
the immense area (41,000 square miles) over which the pollutants would
be disseminated when expressed in per square mile terms results in a
less than adequate measure of the level of air pollution inherent in
this urban complex.

5D. A. Hirschler, Ethyl Cerporation, correspendence dated May 27,
1971; U. H. Holmes, Ford Corporation, correspondence dated June 25, 197%.
and G. W. Dickinson, General Motors Corporation, correspondence dated
June 18, 1971.

6"I‘he Cost of Clean Air," First Report of.the Secretary of Health,
Education and Welfare to the U. S. Congress (June 1969), U. S. Govern-
ment Printing Office, Washington, D. C.

7U. S. Weather Bureau, Climatological Data National Summary, Vol.
19 (1968) U. S. Govermnment Printing Office, Washington, D. C.
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8U. S. Bureau of the Census, Census of Business: 1967; Census of
Population: 1960; and County and City Data Book, 1967, (A Statistical
Abstract Supplement), U. S. Government Printing Office, Washington,
D. C.

9The figures in parentheses are the standard errors of the
coefficientss ** indicates significance at the .Ql.level while * indi-
cates significance at the .05 level with a 1 tail test.

OEquations‘(l) and . (2) were also estimated using another source of
data. In some respects the estimated equations presented beleow are
superior to the estimated equations in the main text. For instance,
the coefficients for city size are positive in sign and highly signifi-
cant. Both equations possess positive signed coefficients for the manu-
facturing index though significant in only equation (2"). The climatic
variables have coefficients of the expected sign and are significant in
equation (2"). However, cost estimates of reducing SO_ and P are not
available for the corresponding central cities in the‘§ample; therefore,
equations are presented only for comparative purposes.

Average 1967 daily emissions of SO_ and P expressed in milligrams
per cubic‘meter-(ug/m3) for cities withxpopulation‘ranging from less
than 10,000 to over 3 million were obtained from the National Air Sur-
veillance Networks. The sample for SO_ contains 43 observations while
the sample for P:contains 250 observations. These two data sets are
for the city rather than an urban complex such as an SMSA.- Small cities
are represented in the sample. The estimated parameters for equations
- (1) and (2) using ordinary least squares regression on the larger sam-
ples of SOx and P are presented below:

(1") 0, = 60.6368 + 0.0383%*s + 0.0060s° + 1.0345R - 2.8428W
(0.0149)  (0.0206)  (0.7197) (4.1879)
-~ 0.6939T + 0.7226M )
(1.5108) (0.6282) R® = .7137
(2") P = 62.7153 + 0.0230%%5 — 0.01365° - 0.4830%*R — 4.2177%%W

(0.0082) (0.125) (0.1894) (1.2273)

+ 0.8823*T + 0,8477%%M 2
(0.3988) (0.1701) R™ = .1690

The variable T is defined as the July median temperature (degrees) in
the above equations and all other variables correspond to those defined
in the text. ’

Even though the positive relaticn between the pollutant and city
size is more significant in equations. (1") and (2") than the -equations
in the text, the cost. estimates would not be materially altered if the
above equations were used for the estimated levels of»SOX and P.
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llNational_Air Pollution Control Administration, Air Quality Data
from the National Air Surveillance Networks, APTD 69-22 (1967) U. S.
Government Printing Office, Washington, D. C., p. 3.

12J. T. Middleton and D. Clarkson, "Motor Vehicle Pollution
Control," Traffic Quarterly (April 1961), pp. 306-317.

13The higher cost of lead-~free fuel with respect to leaded fuel is
attributable to distribution costs rather than refining costs. As more
and more motor vehicles require the lead-free fuel, the price will
decline.

4The cost of the control package is estimated for the average
automobile.  Trucks and buses are alse under the emission contrel re-
quirements and they are converted to automobile equivalents based on-
fuel usage when total costs of pollution control are discussed later
in the paper. Diesel fuel is presently lead-free and diesel engines
are only subjected to opacity of the exhaust control; therefore, the
total number of automobile equivalents used in this study is minus
diesel trucks and buses.

lsS, D. Heron and A. H. Felt, '"Cylinder Performance--Compression
Ratio and Mechanical Octane Effects,' Society of Autemotive Engineers
Quarterly Transactions, Vol. 58, No. 4 (October 1950).

l6"The,Cost‘of'Clean Air," First Report of the Secretary of Health,
Education and Welfare to the U. S. Congress (June 1969) U. S. Govern-
ment Printing Office, Washingten, D. C.

l7It was assumed that the pollution in each city attributable to
motor vehicles is emitted from vehicles owned by residents of the city
in question. What this assumption fails to take into account is the
emissions from vehicles operated in the city by owners who reside out-
side the city limits or in another city. However, it is -felt that this
omission is minor as the unit of observation is an SMSA.

8The city size chosen as the base for the social cost estimates of
CO and the combined social cost estimate of CO, SO_, and P is more or
less arbitrary. A city size of 500,000 was chosen. This city size
approaches the lower population limit of the cities in the sample to re-
flect the social cost of a larger reduction in pollution than if a city
size greater than 500,000 was used as the base. Based on Figures 7-9,
the reduction in SOy, P and CO pollution from the largest city size; in
the sample to the 500,000 base city size is 69 percent, 27 percent, and
37 percent, respectively. These reductions differ from the advocated
emission controel benchmarks established by the government.
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l9These calculations were made assuming that the air pollution
level present in one city is independent of the air pollution level in
another city regardless of the proximity of the cities.

20The government and industrial expenditure estimates are from:

"The Cost-of Clean Air," pp. 1-2. The consumer motor vehicle expendi-
tures are taken from the text.

ZlR. G. Ridker, Economic Costs of Air Pollution (1967) Praeger,

New York; Schmidt, A. W., 'The Pittsburg Program in Retrospect: The
Economic Evaluation,' ASME Paper No. 59 (1959) Pittsburg Bicentennial
Conference, Pittsburg, Pennsylvania.




CHAPTER IV
THE COST OF CONTROLLING FIRE

Society gains protection from fire damage and loss in a twofold
manner: (1) by private outlays for insurance to recéver losses should
a fire occur, and. (2) by public outlays to sustain a fire department.
The two components of fire protection costs are interdependent: insur-
ance rates depend upon the quality of the fire department. The cost of
providing fire protection as computed in this chapter will include both
public and private outlays for this service.

The aims of this chapter are to:

1. Estimate the class—-a numerical measure used by state rating
bureaus in evaluating fire defenses and physical conditions of cities—-
of fire protection by city size, holding per capita public expenditures
for fire department services constant.

2. Compute private insurance costs by cityisize for a.given level
of per capita wealth in all city sizes.

3. Construct a unit cost curve for a given quality of fire

protection services by city size including public and private outlays.
Class of Fire Protection

The problem of measuring the quality dimension of a city's fire
defenses has plagued researchers interested in the full cost of fire

protection. Table V shows that actual per capita expenditures for fire
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protection are lowest in small citles. Even disregarding quality of
services at this point, these figures do not include all costs because
fire departments in small cities are frequently manned by volunteers.
When a charge i1s made for the opportunity cost of volunteer labor and
the loss from fires wﬁile,the volunteer force is assembling, then the
per capita costs may no longer be lowest. When the quality factor is
introduced to the analysis, the full cost of protection may be high for
small cities because insurance rates are high. These high rates result
in part because, as 1s shown later in the chapter, the small cities

have lower quality fire protection.

TABLE V

ACTUAL PER CAPITA EXPENDITURES FOR FIRE
DEPARTMENT SERVICES BY CIIY SIZE

City Size Per Capita Expenditures
less than 75,000 $ 7.73
75,000~150,000 15.09
150,000-250,000 16.79
250,000~400,000 ‘ 17.02
400,000~750,000 _ 18.33
750,000-1,000,000 18.68
greater than 1,000,000 20.67

Source: U. S. Bureau of the Census, City Government Finances in 1969-
70, U. S. Government Printing Office, Washington, D. C.

The measure used in this chapter to depict differing quality levels
of fire protection among city sizes is the classification determined by
the Standard Grading Schedule of a city's fire defense and physical con-
dition.l Applying the Standard Schedule, state rating bureaus class a
city into one of ten classes ranging from Class 1, the ultimate in fire

protection, to Class 10, little or no fire protection. The Grading
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Schedule considers mainly the fire fighting facilities of the community.
The relative value of the individual components considered in the clas-
sification procedure are as fellows: water supply (34 percent), fire
department--including manpower, apparatus, hose, and other fire-fighting
equipment (30 percent), struétural}condition of buildings (14 percent),
fire alarm system (ll percent), fire prevention codes (7 percent), and
building codes (4 percent).

Once a city has been classified by the rating bureau, a foundation
for the basis rate exists. The basis rate, determined largely by the
loss experience over a number of years, varies according to buil&ing
construction and the class of fire protection. The lower the fire pro-
tectién class, the lower the basis rate.

The Standard Schedule was first adopted in 1916 and was revised in
1917, 1930, 1942, and 1956. The present Standard Schedule is the 1956
edition with 1963 and 1964 amendmentg. The Standard Schedule has been
criticized for lack of definite correlation between the classification
of a city and the loss per capita or the number of fires. ‘This criti-
cism has been dismissed by fire chiefs who contend that per capita
losses from fires is not-a meaningful measure for classifying cities.

An excellent fire loss record in a city can be ruined by one large ran-
dom or sporatic fire under conditions such that the fire department is
completely helpless. Despite criticisms, the Standard Schedule is
widely accepted as an adequate and satisfactory measure of the relative
-standing of cities with regard to their fire protection facilities and

physical_conditionso2
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The Model

C, the class of fire protection as determined by the rating bureau,
is hypothesized to be a function of city size S and per capita expendi-
tures for fire department services in the following econometric model:

C = f(S, F) (1)
The coefficient of S is expected to be negative in (1)--a larger sized
city is expected to have a higher quality fire protection program than
a smaller sized city, hence a lower value of C. The coefficient of F
is also expected to have a negative sign in (l)--an increase in per
capita expenditures for fire department services should improve the
quality of service provided. The most heavily weighted component of C
--water supply--does not appear in (1). It is included implicitly in
S as the quality of the water supply, including capacity at fire hy-
drants, is positively correlated with city size S.

The coefficients of (1) prévide an estimate by city size S of_fhe
class of fire protection C adjusted for per capita expenditures on fire
department services. Basic fire insurance rates can be applied to pro-
perty values in each city size according to the class of fire protec-
tion determined in (1). The private insurance costs plus the per
capita outlays for fire departments will constitute the cost of fire
protection used in this study.

Ideally, the social cost of fire protection would measure the net
disutility in the populace that stems from public and private outlays
for fire protection and from accepted fire losses for each city size.
This ideal concept poses difficult problems in measuring utility and

accounting for the heterogenous structure of cities with respect to the
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type of construction and value of property present among the current
distribution of cities. Fire rates vary not only for different types
of construction or number of stores in a building, but also for charac-
teristics of adjoining buildings. The total number of possible combi-
nations of characteristics such as construction, occupancy or exposure
~-all influencing fire rates--is astronomical., An empirical counter-
part to the ideal measure of the social cost of fire is used in this
study and circumvents problems of measuring the individual components
of the cost of fire protection, especially the private insurance out~
lays. This approach is to compute the cost of fire insurance for a
given level of per capita wealth among all city sizes. Public per
capita expenditures on fire departments to protect the given level of
per capita wealth among all city sizes is assumed to be constant. The
empirical procedure is to use the class of fire protection from (1)

and the corresponding basic rates for insurance to determine the pri-
vate outlay by city size for fire protection. Then the constant public
per capita expenditures-fdr fire departments are combined with the pri-
vate per capita outlays for fire insurance, to form the per capita
costs of fire protection by city size used in this chapter. Still, not
all costs have been included. Private outlays for fire pretection and
fire warning devices have been omitted from the analysis. The outlays
for alarms and sprinkler systems, for instances, is probably higher in
the large cities than the small cities. Hence, the estimates presented

later are biased downward for the large cities.
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The Data

The model was applied to data from Oklahoma cities with -
populations ranging from 7,787 to 366,481 inhabitants. Data on the
classification of a city were obtained from the Insurance Services
Office of Oklahoma for the year 1970.3 City size data for 1970 are
from the Bureau of the Census as are per capita fire protection
expenditures_.4 | T

Estimates of total nonfarm wealth in the United States are.taken
from a Congressional Report¢5 The basic fire insurance rates for both
mercantile and residential buildings were provided by the Insurance

Services Office of Oklahoma.6
Regression Analysis and Results

The estimated parameters for equation (13) using ordinary least

squares regression on the sample.of 26 Oklahoma cities are presented

below:7
lag C = 0.8330%% - (0,0081*%F ~ 0.0Q0077%%*g (2)
(0.9232) (0.0032) (0.00009)
R? = 0.81

The coefficient of F, the per capita expenditure by cities for fire
department services, is. significant at the .05 level and negative in
sign. The result indicates that cities spending more per capita on
fire departments have a higher quality of service than those cities
spending less.. The coefficient of city size is also negative in sign .
and significant at the .0l level. This conforms to the prior reasoning
that larger cities receive a lower classification (dencoting higher

quality service) than smaller cities.
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Figure 13 was constructed from the coefficients of (2) by varying
city size while holding per capita fire department expenditures F con-.
stant at $15.88, the national mean value. The curve indicates what
classification a city will receive 1f all citiles spend an equal amount
per capita on fire defense. A 10,000 size city would be very near
Class 6 while a city with 600,000 inhabitants would be classified as
Class 2. Clasg 1 is realized by -a city of 1 million and, since this is
the lowest possible classification, the curve is merely extended hori-
zontally to the right. The curve in Figure 13 will be used to determire
the class and subsequently the fire insurance rates to determine the

private outlay per capita in all city sizes for fire protection.
Cost of Fire Protection

The private outlays for fire insurance are dependent upon the
insurance rates and the property valuations. Per capita property.valu-
ation used in this study is total nonfarm wealth (total tangible assets)
divided by population. By using a constant per capita wealth figure,
including public and private holdings for each city size, no particular
city size is chastised for being a high wealth city or-a low wealth
city. This procedure allows costs associated with fire protection to
be analyzed as if all cities moved toward a homogenous structure of per
capita wealth and per capita expenditures for fire departments. .

Table VI contains estimates for total and per capita nonfarm
wealth in 1968. These estimates are divided into two groups--residen-
tial and mercantile--and used as the value of property insured against
fire. The mercantile wealth component is assumed to be composed of 10

percent A construction--fire proof, 10 percent B construction--fire
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resistive, and 80 percent D construction--frame. These estimates are
based on discussions with personnel in the Fire Protection Technology
Department at Oklahoma State University. Not all cities presently have
this distribution of construction, but as cities move toward a greater
percent of say A or B construction, the increase in construction costs
will probably more than offset the decrease in insurance rates so that
if an overall error is made in the preportions of construction types,
the cost estimates presented later in the chapter for fire protection
would not be materially affected. The residential component of wealth
.~—$4,598°32 per capita--is assumed to be composed of 56.68 percent
houses and 43.32 percent apartments based on Census of Housing estimates.
The house component is further assumed to be ome-~-half brick comstruction

and one-half frame construction. .

TABLE VI

TOTAL AND PER CAPITA NONFARM WEALTH IN
THE UNITED STATES, 1968

Total » Per Capita

Structures -
Residential $ 682.7 B $ 3,425.28
Other Private Nonresidential 288.7 B 1,448.48
Institutional 55.7 B 279.46
Public Nenresidential 459.8 B 2,306.93
Equipment
Consumer - Durables 233.8 B 1,173.04
Producer Durables 377.0 B 1,891.50
Inventories
Private 172.7 B. 866.48
Public 14.0 B 70.41
TOTAL $2,284.4 B $11,461.41

Source: U. S. Congress, Institutional Investor Study Report of the
Securities and Exchange Commission Supplementary, Vel. I,
House Document 92-64, Part 6, March 1971.
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The insurance outlays in Table VII are computed using the master
basis tables and the level of wealth previously discussed. The esti-
mated insurance costs in Table VII are increased by $15.88--the constant
per capita cost of fire department services--to complete the computa-
tion of the cost of fire protection. Using the class of fire protec-
tion and city size relation from (2) and the insurancé cogsts from
Table VII along with the constant per capita social expenditures for
fire protection, the curve in Figure 14 was constructed which shows the-
relation between city size and the full cost of fire protection. Econ-
omies of city size exist until a city of one million population is-at-
tained at which time the curve becomes horizontal to the city size
axis. The magnitude of the economies of city size is $12.44 per capita
as cities increase from 10,000 to one million population.

The results reported in. this chapter compare favorably with
previous studies. In an earlier study by ﬁirsch in 1959 for the St.
Louls area, the per capita expenditure function for fire protection in
the St. Louis area was approximated by a parabola with the trough at a
population of llO,OOO.8 Will estimated per capita costs for a standard
service requirement (a given quality) of fire protection in 1965 and
concluded that, "There are significant economies of scale associated
with the provision of municipal fire protection services, at standard
levels of service, for central cities ranging from 50,000 to nearly
one million in populationo"9 Both the Hirsch and Will studies were
directed at the public expenditures for fire department services. A
more recent study by Hitzhusen (1972) considers both public and private
outlays for fire protection services and concludes, ". . . there were

generally "size' economies (i.e., more populous and higher burnable
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TABLE VII

PRIVATE INSURANCE OUTLAYS FOR A GIVEN LEVEL
OF NONFARM WEALTH BY CITY SIZE .
(IN DOLLARS)

Class 1 2 3 4 5 6
Mercantile
A Construction 3.42 3.46 3.49 3.53 3.56 3.60
B Construction
(4 stories) 4.36 4.64 4.92 5.24 4.47 5.93
D Construction
(3 stories) 41.85 43.52 45.20 47.00 48,82  40.76
Residential
Brick 9.41 9.41 9.41 9.41 9.93 9.93
Frame 12.67 - 12.67 12.67 12.67 - 13.33 13.33
Apartments
(brick) 15.60 15.60 15.60 15.60 16.20 16.20
TOTAL 87.31 89.30 91.29 93.45 97041 99.75

Source: Table VI. Western Actuarial Bureau, Analytic System (1969).
Oklahoma Inspection Bureau, Oklahoma Dwelling Schedule (1971).
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property value protected respectively) in the provision of fire protec-
tion in the Texas and New York communities sampled. Evidence for
"gize" economies tended to increase when the unit costs of fire protec-
tion included (in additiom to fire department operating costs) an
annual cost for fire department capital, an imputed value for volunteer
effort, a charge for water supply, and an estimate of private fire
insurance costs."lO The Will and Hitzhusen studies lend credence to
the results reported herein that economies of city size for fire pro-

tection costs exist until cities of ome million population are reached.
Summary

The results indicate sizable economies of city'size with regard
to fire protection when all. costs-~public and private-—have been fully
accounted for in the analysis. This result differs from the actual
expenditures made by cities where the cost of fire protection increase
with city size. The major weakness of the analysis in this.-chapter was
the small sample of cities used to estimate.the costs of fire protec-
tion, It is reassuring that results of the previous studies cited in

the text broadly support estimates reported in-this chapter.
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CHAPTER V
THE COST OF HOSPITAL AND EDUCATION SERVICES

The aims of this chapter are to:

1. Discuss previous estimates of the per capita costs of hospital
services by city size.

2. Discuss previous estimates of the per capita costs of primary

and secondary educational services by city size.
Hospital Costs by City Size

Hospitals provide a mix of services composed of two general types
of care: basic care (room, board, and routine nursing attention) and
varying levels of specialized services. The heterogenous mixture of
services among hospitals create problems in estimating the cost of ‘a
given level or quality of services. Typically, the larger hospitals
offer more specialized services. The costs in this section are for
hospitals that offer essentially the same number of services.

Carr and Feldstein estimated total costs for hospitals using
multiple regression analysis on-data from 3,147 voluntary short-term
general hospitalsol These 1963 total cost estimates were subsequently
expressed on an average-cost-per-patient-day basis. The sample of
hospitals was stratified into five service-capability groups according
to the number of services provided, and cost estimates were made for

each group. As expected, an increase in the number of services provided
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by the hospital was assoclated with an increase in per patient day cost.
However, the higher service-capability group provides more services at

a lower per patient day cost at the optimal hospital size than the next

two lower servicefcapability groups. The cost estimates shown below are
associated with hospitals in the highest service-capability group.

The estimated regression coefficients and standard errors for total
cost (in 1963 dollars) in relation to patient days and other character-
istics for voluntary short-term gemeral hospitals in the -highest
service-capability group is presented below:

TC = 590398.0 + 27.25*%%(PD) + 00000037**(PD)2 - 0.0479(S*PD) 5(1)

(5.25) (0.0000069) (0.2152)
+ 6.20%%(OPV) + 5404.0(NS) - 2621.0%*(N) + 70491.0%*(IRP)
(0.85) (104622.0) (760.0) (12705.0)
+ 4157.0%*%(IR) + 171734.0(MS) 2
(1315.0) (107551.0) R™ = 0.89

where
TC = total cost in 1963 dollars;
PC = number of patient days;
S = number of facilities, services, and programs;
OVP = number of outpatient visits;

NS = existence of a hospital-controlled professional nursing school
= 1; otherwise = 0;

N = number of student nurses;
IRP = number of types of internship and residency programs offered;

IR = number of interns and residents; and,

MS affiliation with a medical school = 1, otherwise = 0.
The estimated coefficients pertaining to the cost-size relationship

from equation (1) are used to construct a per capita cost curve for

hospital services by city size. The mean number of services (S = 24.5)
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is assumed for all hospital sizes and other cost-affecting characteris-
tics (e.g., OVP, NS, N, IRP, IR, AND MS) are omitted from the calcula-
tions as they are set equal to zero. The omission of these nonsize
related variables does not change the shape of the curve but only the
level of cost at all hospital sizes. Since total cost for hospital
services is expressed in (1) as a function of patient days, the ex-
pected number of patient days of hospital care must be determined for
each city size. The calculated total costs using the varying levels of
patient days are subsequently divided by city size to express per capita
costs of hospital services. The approach used in this chapter allows a
hospital to increase in size (measured by annual patient days--a figure
somewhat below total available beds) until minimum average cost is at-
tained. From that point on, it is assumed that another similar hospital
will be built and the average cost curve becomes horizontal for cities
greater in size than the minimum population associated with the optimal
sized hospital.

The average daily census rate (annual patient days/365) for short-
term general hospitals in 1969 was 3.30 per 1,000 population. The
figure becomes 1,204.5 per 1,000 population when expressed in annual
patient days and this is the figure used to calculate total cost in (1).
Figure 15 is constructed from the estimates obtained from (1) after in-
flating the costs to 1971 price levels using the hgspital daily service
charge index and 1,204.5 patient days per 1,000 population as the re-
quired quantity of hospital facilities. Substantial economies of city
size accrue until cities of 40,000-50,000 populations are reached, The
minimal point on the cost curve in Figure 15 occurs at city size

100,000.
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The costs of hospital care seem unduly high for the smallest cities
in Figure 15. This can be partially explained by the technique of forc-
ing the same quantity of services to be available from hospitals in both
small and large cities. An alternative system for providing hospital
services would consist of less than full service hospitals near the pop~'
ulace of small cities and full service hospitals in large cities. Resi-
dents of cities served by less than full service hospitals would have to
travel to full service hospitals when such services were required. The
full cost. of hospital services to the residents of the smaller cities
would include: (1) the per capita cost for the less than full service
hospital; (2) per capita transportation charges including direct and
opportunity costs; and (3) imputed charges for the possible increase in
mortality and morbidity arising directly from transportation time to the
full service hospital. Less than full service hospitals would be built
in small cities until the full costs (stated above) of the less than
full service hospital approached that of the full service hospitals.

The city size where the two costs are equal would be the minimum city
size for full service hospitals and cities larger than the minimum city
size would build only full service hospitals.

Total costs fo? a less,thén full service hospital were also
estimated by Carr and Feldstein.i2 The per capita costs (1971) for the
less than full service hospital (l4.1l5 services) in a city size of
10,000 is $121.00 compared to nearly $200.00 for the full service hos-
pital. This large differential in costs soon disappears as both the
full service and the less than full service hospitals attain equal mini-
mum average costs_at~city size 40,000, Since one hospital is offering

nearly twice as many services as the. other at identicdal costs, patients
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would rationally choose the full service hospital. The largest cost
differential occurs for cities in the 10,000-25,000 size category. The
dashed line segment of the curve in Figure 15 is for the alternative
system for providing hospita;.care and cansists of costs for the less
than full service hospital plus é_charge for tramsportation calculated
from the frequency of use of services not available from the less than
full service hospital and average traveling time to the full service
hospital.

Services at the less than full service hospital are adequate for
approximately 80 percent of the admissions, - Speciaiized surgery and
special treatment facilities, for instance, among other services are
required for the remaining admissions. The choice of an average travel-
ing time to the full service hospital is very subjective and for this
study is assumed to be one hour. Approximately a 100 mile radius from
the full service hospital is covered by an average of one hour's driv-
ing time. For some geographic locations, this radius will be too large
or too small depending on the spatial distribution of cities in the
area under question. Nonetheless, a 100 mile radius should approximate
a norm and is used in calculating a cost of transportation for special-
ized hospital services, The costs of transportation are assumed to
equal $50 for an average trip--a figure including direct and indirect
costs. No charge for mortality or morbidity was included due te the.
difficulty of quantifying such a charge——especially in the case of a
mortality.

The per capita transportation charge based on an average trip of
$50 and a 20 percent frequency rate was added to the Carr and Feldstein

cost estimates for a less than full service hospital. For a city size
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of l0,000, the costs of providing hospital services by the alternative
system is $133.04 per capita, a saving of $66.96 per capita compared to
the full service hospital. Granted that the true cost of a given qual-
ity of hospital care is represented by the solid line in Figure 15, the
dashed line segment showing the cost of less than full service hespital
care is deemed the appropriate and more functional cost curve for use
in this study. The diseconomies of size for a full service hospital
are of such magnitude that these hospitals are economically infeasible
for small cities as well as sparsely settled rural areas.
Primary and Secondary Education
Costs by City Size

The per capita costs for primary and secondary education services
used in this study were obtained from a comprehensive study by White
(1972).3 The White study also contains a comprehensive review of pre-
vious work dealing with the costs of education. White, using Oklahoma
school district data, estimated,production and cost functions for an
educational system and combined them to find the most efficient method
of producing a given quality of education°4 The cost estimates were
originally estimated in terms of average daily attendance (ADA); for
the purposes of this chapter, the costs will be converted to a per
capita basis using the percent of the population currently enrolled in
primary and secondary schools. Each 100 ADA is assumed to be composed
of 28.2 gsecondary schools.and 71.8 primary school ADA's. The education
cost estimates used iIn this chapter inelude the following cost compo-
nents: administration, plant operation and maintenance, annual charge

for buildings and equipment, principals, guidance counselors, texts,

and instructional materials.
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The estimated coefficlents and standard errors of the various

equations used by White are presented below:s

AD = 311.743 + .528ACH - 26,391PTR + .513(PTR)> 2)
(.312) (4.730)  (.097)
+ 6.694(1/ADA) )
(6.697) R® = .937
POM = 32.073 + 1.612ACH - 16.516PTR + .298(PTR)2 (3)
(.380) (8.591)  (.179)
+ .338ADA + 12.839(1/ADA) )
(.193) (3.617) R = .852
CON,, = 1,428.944 - .057(ADA) + 22,488.895(1/ADA) 4)
CONg = 1,909.770 - .234 (ADA) + 1,845.033(1/ADA) (5)
EQP, = 238.520 - 4,404.357(1/ADAL) (6)
EQPS = 406.735 - 7,919.032(1/ADAJ) ()

where
AD = administrative costs per student in average daily attendancé;
ACH = average eleventh-grade composite achievement score;
PIR =-pupil-teacher ratio;
ADA = average daily attendance in 1,000 units;
POM = average cost.of plant operation and maintenance per pupil;
CON = construction cost for buildings per ADA;
E = elementary school;

S = secondary school; and,

n

EQP equipment cost per ADA.

Equation (2) expresses administrative expenditures--salaries,
contractual services, aﬁd other expenses--as a function;of average
pupil-teacher ratio, average daily attendance and average achievement

score. Equation (2) is a long-run average cost curve as are equations

(2) through (7). School plant operation and maintenamee..cost per
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pupil (3) was expressed as a function of the same variables in (2).
Construction costs for buildings in Oklahoma per ADA (4) and (5) were
estimated for both elementary and secondary schools~-both functions of
school district size. The construction costs were subsequently put on
an annual basis that included depreciation, insurance, and interest on
investment. Equationé (6) and (7) depict the average cost of equip-
ment for elementary and secondary schools.

Instructional costs--including salaries of secretarial and clerical
assistants, and costs of textbooks, school libraries, audiovisual mater-
ials and teaching supplies~-were estimated for a standardized course
offering. TFor the purposes of this chapter, an average cost per ADA
($50) for transportation was included in the cost estimates.

The costs derived from equations (2) through (7) were combined
with the instructional and transportation costs to form the long-run
average cost of educational services per ADA for a given quality educa-
tion. - The minimum cost school district size was 2,500 ADA, This school
district size can be converted to a population base rather than ADA by
using the percent of thé population attending primary and secondary
schools (25.49). The optimal city size for providing educational ser-
vices is 9,800; as cities grow in size beyond 9,800, additional optimal
size schools will be built rather than building larger schools. The
curve showing the per capita cost of providing primary and secondary
education services, for the purposes of this chapter, is a horizontal
line for all city sizes—-neither diseconomies or economies of city size
are realized after city size 9,800 is attained. The per capita cost is
$141.52 based on Oklahoma cost data. The average educational expendi-

ture per ADA in Oklahoma public schools for 1971 was 26.92 percent below
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the national average. The cost estimate from White was inflated by
26.92 percent to correct for the lower spending levels on education in
Oklahoma. The per capita cost of providing education services used in.

the current study was $179.62.
Summary

The costs of providing hospital and education services were
reported in this chapter. Substantial economies accrue until city size
100,000 is reached for providing hospital services. Costs of a given
quality of hospital services were so high for small cities that an
alternative method of providing these services was examined. The al-
ternative method allowed a less than full service hospital to be built
in the small cities and when services not available in this hospital
were required, the patient would have to travel to the nearest full
service hospital. The per capita costs under the alternative method
were still substantially higher for the smallest cities. Neither
economies nor diseconomies of size existed in providing educational

services in cities gver 103,000.
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CHAPTER VI
THE COST OF PROVIDING UTILITY SERVICES

Analysis in this chapter concentrates on utility services-—-a group
of services where the disassociation between social and private costs,
if any, is small. The analysis in this chapter implicitly assumes that
the quality of a given quantity of service is constant for all city
sizes. For example, one would expect 500 kilowatt-hours of electricity
in a city with a population of say 25,000 teo be t&?.same quality as in

§
a 1.5 million population city. |

The purposes of this chapter are to:

1, Estimate the per capita cost of electricity services by city
size.

2., Report previous estimates of the per capita cest of sewage
services by city size.

3.  Report previous estimates of the per capita cost of refuse
collection and disposal services by city size.

4. Report previous estimates of the per capita cost of public

water services by city_sizeq
Electricity Costs by City Size
The Model

The cost to the consumer, expressed on a residential basis; for a

representative quantity of electricity is hypothesized to be a function
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of city size, type of ownership, and geographical location in the
following econometric model:

E

£(S, 0, Ry) D)
where .

E = annual charge for residential electrical services;

wn
n

city population;

0 = type of utility ownership (private = 1, public = 0); and,

I

R.

4 = set of dummy variables corresponding to U. S. Bureau of the

Census division (see Figure 1).

0, the type of utility ownership, is included to measure the effect
of different pricing policies between publicly and privately owned
electric companies. The publicly-owned utilities may follow one of two
pricing policies: (1) assessing a tax on electricity usage and subsi-
dizing other public services, or (2) undercharging for electrical ser-
vices and using other revenue sources to make up the difference.
Privately-owned utilities can be expected to charge the full amounts
for production and distribution. The problem of excessive profits
built into the charges of privately-owned utilities is assumed minimal
due to the public regulatory bodies.

The set of divisional dummy variables is included to reflect
differences%in proximity to fuel sources such as coal and oil deposits
or large man~made dams and power generating plants.

The net effect of city size on the cost of residential electrical
services can be analyzed by correcting equation (1) for type of owner-
ship and regional location. The cost of residential electrical services

will be converted to a per capita basis from average household size

data.
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The Data

Annual typical residential electric bills -in 1970 for consumption
of 9,000 kilowatt-hours were obtained from the Federal Power Commission
for the sample of 509 cities used in this study,l The sample of 509
cities consists of ‘all cities over 100,000 population (11l4) and a ran-
dom sample of cities with populations between 10,000 and 100,000 (395).
Population and geographical data are from the U, S. Bureau of the

Census.
The Results

The estimated parameters for equation (1) using ordinary least
squares regression on the sample data of 509 cities are presented in.
Table VIII. The ownership dummy variable 0 has a significant coeffi-
cient at the .10 level -and indicates that privately-owned electric
utilities charge $4.26 a year more per residence than publicly-owned
electric utilities. The coefficients on the geographic dummy variables
indicate a range of $68.12 per residence from the lowest cost division
(East South Central) to the highest cost division (New England). The
coefficient for city size is significant at the .0l level and positive
in sign though the magnitude is not large.  Nonlinear functions were
also estimated but did not improve the results.

The relation between city size and electricity service costs
corrected for type of ownership and geographical differences is pre-.
sented in Figure 16. Figure 16 shows per capita cost, computed by
dividing the per residence electric bill by 3.l7--the average size of

household, of electric services for a publicly-owned electric utility



ESTIMATED COEFFICIENTS AND STANDARD ERRORS OF ELECTRIC RATE EQUATION
(1) WITH THE ANNUAL 9,000 KILOWATT-HOURS CHARGE E, THE
' DEPENDENT VARIABLE, A FUNCTION OF THE

TABLE VIII

INDICATED INDEPENDENT VARIABLES

Independent Variable

Regression Coefficient

Standard Error

Constant
City Size (Population in 000's)

Ownership (Public in constant)
Private

Division (East North Central in
constant)

New England

Middle Atlantic .
West North Central
South Atlantic
East South Central
West South Central
Mountain

Pacific

R2

b W W W W
o~SNOTUMT P~ LW

*
160.6348

*
0.0114

%%
4.2606

23.2631"
- 3.5994,
21.2740,
-14.9342,
~44.8649,
~12.4905

4.3114,
~31.0281"

.50

2.7793

0.0026

2.5821

4.1223
2.2576
3.4118
3.1626
3.8502
3.2539
6.0850
3.5568

Source: See text.

*
Significant at .0l level.

*k
Significant at .10 level.
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in the East North Central division. Another geographical division or
ownership type can be analyzed by adjusting the intercept according to
the sign and magnitude of the coefficient of the appropriate variable.
The estimates show diseconomies of city size of $7.15 per capita as the
size of city increases from 10,000 to 2 million. The region in which a
city is located influences electric charges more than city size. For
example, a 2 million population city in the East South Central division
has an annual per capita electric bill of $7.00 less than a city of

population size 10,000 in the East North Central division.
Sewage Plant Costs by City Size

The per capita costs for sewage services used in this study were
derived from two previous works. Rowan et al, estimated construction
costs for sewage treatment plants from data furnished to the Public
Health Service by agencies receiving financial assistance for construc-
tion of sewage treatment plants under the Federal Water Pollution
Control Act.,3 A follow-up study, also by Rowan et al., estimates the
sewage treatment plant. operation and maintenance costs on a per capita
basis.4 The particular type of treatment facility was chosen to be a

trickling filter plant because this plant is the most prevalent type

in new construction starts.

Construction Costs

'The per capita cost of sewage plant construction was hypothesized
by Rowan et al. as a logarithmic fung¢tion of city size.5 The estimated

equation using least squares regression is presented below:
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log 10Y = 2.7953 - 0.2800X (2)

R? = .47
where

Y = per capdita construction costs in 1913 dollars; and

X = city population.

The construction contract costs exclude the cost of interceptor
and outfall sewers, pumping stations not contiguous to the plant struc-
ture, and legal, administrative, fiscal, land and engineering costs.
However, previous experience with the Federal Comnstruction Grants
Program indicates that approximately 80 percent of the total first cost
of sewage treatment plants is taken into account. For the purposes of
this chapter, these cost estimates are adjusted upwards by 20 percent.
To correct for geographic differences in construction costs, Rowan
et al, deflated the construction costs using the Engineering News-Record
(ENR) Construction Cost Index for the appropriate region to 1913 prices.
The ENR Construction Cost Index is published for 20 cities (region of
influence) in addition for the United States as a whole. The estimated
construction costs for (2) were subsequently inflated to 1971 prices
using the ENR Comstruction Cost Index for the United States in this
study. To make the costs of sewage treatment compatible with the other
costs in the study, they are expressed on a yearly basis as deprecia-
tion plus interest. This is accomplished by assuming a 20 year life

of the plant and an interest chavge of 6 percent per annum.

Operation and Maintenance Costs

The per capita costs of sewage plant operation and maintenance

also was hypothesized by Rowan et al. to be a logarithmic function of
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. .6 . . .
city size. The estimated equation using least squares regression is

presented below:

log ¥ = 53974 ¢ 0%2490 Tog X ON
where
Y = annual per capita operation and maintenance cost.in 1958
dollars for trickling filter sewage plants; and
X = city population,

Costs of central administrative services normally provided by municipal
governments such as billing and collection of sewer service charges. are
not included in the estimates. Unlike the procedure used by Rowan

et al. for the construction cost study, neither the wage rates nor the
maintenance costs were held constant for all city sizes. This omission
will result in the per capita costs for operation and maintenance of
sewage facilities to be overstated for the large cities. The Rowan
estimates, expressed in 1958 dollars, are inflated to 1971 dollars for
use in this chapter utilizing wage rates for nonsupervisory workers in

public utilities.

Combined Per Capita Cost Estimates

The per capita costs of providing sewage services in different
city sizes--computed by combining the previously discussed construction
and operation and maintenance costs--is presented in Figure 16. Econo-
mies of size exist throughout the range of city sizes; however, the
major economies are realized up to-a city size of 500,000. The decline
in per capita cost ($6.03) as city size increases to 100,000 from 10,000
is approximately two and one-half times the decline in per capita costs

realized as cities grow to 500,000 from 100,000.
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Refuse Collection and Disposal Costs by City Size

The cost of .providing refuse collection services to residences is
analyzed in two segments: (1) costs éf collection service and transpor-.
tation to the disposal site and (2) qperating costs of the disposal
facility for a sanifary landfill., The landfill disposal facility was
chosen as -the aﬁpropriate type due to ecological considerations arising
from,public concern over air pollution from the large incineration

refuse. dispoesal units.

Collection Service Costs.

A report by Stone . prepared for the Public Health Service was the

source for the refuse collection cost estimates used in this study.7

A sample.of 166 cities was divided into three population classes--10,000
to 106,000, 100,000 to 500,000 and 500,000 and over--and cests per ton
of refuse collected was reported for the median city. The costs of
collect;ng refuse includes both operating and overhead expenses. These
estimates, crude at best, transformed to per capita costs by using the
national average daily refuse per capita, 4.5 pounds: These 1968 esti-
mates were subsequently inflated to 1971 costs before being combined

with the landfill costs.

Landfill Operating Costs

The costs of operating sanitary landfills of different capacities

8 .
is reported in Sanitary Landfill Facts. The cost estimates include

wages and salaries, equipment, cover material, administration and over-

head. The initial investment is omitted from the cost. estimates used
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in this chapter. The omission does not introduce serious bias because
the initial investment outlay is often fully recovered when the coOm-
pleted landfill is salvaged as real estate for high value uses: public
use such as a park or golf course or private use such as housing or
shopping centers. The costs of landfill operation are combined with
the refuse collection costs and are presented in Figure 16.  Slight.
economies of size exist until a city population of 100,000, after

which slight diseconomies of size are present (Figure 16).
Water Costs by City Size

Estimated costs of providing public water services were obtained
from a recent study conducted in Ohio.9 The 1968 cost data were col-
lected from 79 Ohio cities with a population ranging from 5,000 to 1.8
million, The cost figures reported were for annual qrerating costs
which include wages, chemicals, electricity, repairs,vand maintenance.
Analysis on a smaller sample of cities (19) included capital costs.
However, because of the small number of observations and problems asso-
ciated with the capital cest ﬁétéﬁﬂﬁéﬁugse&»invthe‘Ohio study, the
estimates for only the operating costs will be used in this chapter.
The capital costs, including depreciation and interest on investment,
for public water systems are very similar to the capital outlays pre-
viously discussed for sewer services; hence, the omission of this cost
component will not change the shape of the cost curve but will result
in somewhat understated costs.

The estimated coefficients and standard errors for the average
variable cost function hypothesized by Cosgrove and Hushak is presented

below:lO
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AVC

104.31 - 0.00110 + 27245.43%0 % + 18.29%T (4)
(0.0029) (6655.02) (3.90)

where

AVC = average variable cost per million gallons of water produced

in 1968;
0 = output--million gallons of water; and
T = number of treatments used by the city water system.

The coefficient of the output variable O is significant (.05 level)
only in inverse form. The coefficient of the quality wvariable T is
also significant at the .05 level and positive in sign. Each treatment
applied to the water increases costs $18.29 per million gallon.

The per gallon cost of a given quality of water was calculated
from (4) holding T constant at the mean value (5.3). The per gallon
cost of water was transformed to a per capita cost using the current
average water usage of 50 gallons per capita pér day. The per capita
costs of water supply for different city sizes adjusted for quality is
presented in Figure 16. These cost estimates are inflated to 1971
prices. Economies of size exist throughout the range of city sizes;

however, the major economies are realized up to a city size of 100,000.
Summary

This chapter contains estimates of the per capita costs of
providing utility services by city size. The combined per capita costs
of all four utilities-——electricity, sewage, refuse collection and dis-
posal, and water--analyzed in this chapter indicate economies of size

of $10.19 per capita as city size increases from 10,000 to 30,000 and
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diseconomies of city size of $9.06 per capita as city size increases
from 300,000 to 2 million populatien.

This chapter concludes. the analysis of the cost functions of
individual public services. The followiné chapter reports results of
combining the cost curves previously discussed intc a single unit cost
curve for the provisien of a given quality of public services among

city sizes.
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CHAPTER VII
SUMMARY AND CONCLUSTONS

Analysis in the preceding chapters concentrated on estimation of
the per capita costs of individual community services. The costs of a
given quality of police protection were estimated in Chapter II. The
crime rate was used to measure the quality of police protection. Econ-
omies of city size accrued until city size 375,000 was reached. Two
methods of reducing the social cost of crime were analyzed: (a) a
direct attempt by increasing police numbers and (b) a policy of decen-
tralization of ‘the population to optimal size cities. Since large
cities exhibited no evidence of being able to reduce crime by increas-
ing police numbers, the decentralization policy may be the most long-run
cost-effective method of reducing the cost of crime.

The cost of controlling air pollution was estimated in Chapter III
and sizable diseconomies of city size existed for a given quality of
air in all city sizes. The amount of pollutants emitted by industry
and automobiles was used as the quality variable. The results indicated
that, unless a perfectly discriminating program of air pollution control
was applied, the costs of controlling air pollution would exceed the
costs of allowing it to occur. The full costs--public and private--of
fire protection were estimated in Chapter IV with sizable economies of
size accrucing until cities of one million population are attained.

Chapters V and VI report previous cost studies on the other services
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included in the bundle of community services under analysis in this
study. The analysis of the cost of hospital services revealed economies
of size until cities of 100,000 population are reached. Neither econo-
mies nor diseconomies of size were found for primary and secondary
educational services after a city attains 10,000 residents. Utility
services as a whole show economies of size until city size reaches
300,000, after which diseconomies of size are present. The following
section combines the individual coest curves into one curve showing the

annual per capita costs of community services.,
Annual Costs of ‘Providing Community Services

The curve in Figure 17 was constructed by combining the estimated
costs for community services from previous chapters. It summarizes the
results of the entire study.. Economies of city size exist until ‘a city
of 300,000 population is. attained; diseconomies of city size accrue for
cities with larger populations.

The curve . in Figure 17 is associated with a given quality of
service for each individual service component. The police department
expenditures necessary to hold the crime rate equal to 3,000 for all.
city sizes (see Figure 3) is the cost of police protection used in cqn-
structing the curve in Figure 17. The costs of controlling air pollu-
tion included in the final analysis are taken from Figure 12 (Curve 1)
and are adjusted to central city size. The costs of fire protection
are taken from Figure 1l4. The cost of insurance was calculated so the.
level of protection remained the same even: though the quality of ser-
vice varied among city sizes. The costs of hospital services (see

Figure 15) refer to a hospital offering full services in cities over
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40,000 population and less than full services under 40,000 population
clties. The education cost function, adjusted for quality, was speci-
fied by White.l The cost of utility services-—assumed to be of equal
quality in each city size--are for the following per capilta quantities:
(1) 9,000 kilowatt~hours of electricity; (2) 1,642.5 pounds of refuse;
(3) 18,250 gallons.of water and sewage. The costs of utility services
are from Figure 16 and they are the only services where the quality
aspect was not accounted for per se,

The cost curve 1n Figure 17 1s a marginal cost curve among city
sizes and an average cost curve within city sizes. The total cost.of
providing community services with alternative population distributions
can be compared to the costs of providing community services with all
the urban population residing in- optimal size cities (300,000 using the
curve in Figure 17). 1If -the entire 1970 population residing in city
sizes of 10,000 and over were located entirely in cities of 2 million,
then the total annual cost of providing community services is $63.82
billion and if located entirely in cities of 10,600 the cost is $64.04
billion. 1If the entire 1970 populat%on residing in cities of 10,000
and over were redistributed into optipal size cities (300,000), the
annual cost is $57.9 billion--an annual saving of approximately $6 bil-
lion over either alternative distribution. The savings from an optimal
distribution of the population would increase significantly if the.
urban population residing in cities smaller than 10,000 (36.88 million)
were taken into account. Assuming the costs for cities of 10,000 popu-
lation also apﬁiy to smaller cities, the annual savings from an optimal
distribution becomes $8.5 billien. Of course, many individuals are

tied to land and other immobile resources and cannot.be considered as
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part of a national policy to influence city size. Other individuals
may choose. to reside in say a small town knowing the quality of services
is poorer than other city sizes. A national policy to influence city
size should allow the individual a free choice in deciding where to re-
side. Nevertheless, such a policy, based on results of this study,
should not encourage people to reside in either small or large cities.

The quality levels for community services in this study coincide
as closely as possible with today's permissible standards. Qualities of
services different than those used in this study will alter the shape of
the curve in Figure 17. For instance, if the public chooses to increase
the quality of police protection, costs would increase for the larger
cities. If on the other hand, the public desires better hospital ser-
vices, then the costs will increase for the smaller cities. A combina-
tion of improved quality for several services may materially alter the
minimum cost city size. The minimum cost city size is expected to re-
main in the 50,000 to 1 million range as presented in Figure 17 for a
wide range of service quality combinations. ;

Another factor that may alter the shape of the curve in Figure 17
is improved urban design and planning. Figure 17 was constructed from
cost estimates using the current state of urban design. The per capita
costs of providing community services may well decrease as better urban

design is implemented.
Policy Implications

From a policy point of view, a single minimum cost.city size is
too restrictive; a more meaningful guideline is a minimum cost city size

range. Cities with a population range of 50,0600 to 1 million are the
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most desirable for providing community services. Nevertheless, only 36
percent of the 1970 urban populacé resided in the minimum cost city size
range. Cities smaller than 50,000 population claimed 51 percent of the
urban populace, while 13 percent resided in cities over 1 million popu-
lation. It -is of interest that 64 percent of the 1970 urban population
resided in cities of other than the minimum cost range (50,000-1 million).
In terms of growth, cities in the 50,000 to 1 million range increased in
population by 15 percent over the 1960-1970 decade compared to a 19 per-
cent increase in total urban population. The largest growth rate was
experienced by citlies smaller than 50,000--26 percent--while cities over
1 million in size grew 7 percent. Even though the current urban popu-
lation is not optimally distributed, there is some indication that the
urban population is moving towards a more optimal distribution among
city sizes.

Based on the results of previous research on firm profit maximiza-
tion, the minimum cost city size is likely to remain in the 50,000-1
million range as the results of this study are combined with the private
costs of preoduction and distributiono2 A number of exceptions can be
cited, however, such as lumber, agricultural and mining activities best
adapted to. smaller cities and major financial activities best .suited
for larger cities than the optimal range specified above. Riots and
racial injustices, for the most part, have been conecentrated in the
largest cities, while anomie is still very much present in small towns
and rural areas. The optimal city size determined from a broader frame-
work than employed in this study and which considers real comparative
advantage in production as well as attitude should still be in the

range of low cost cities in Figure 17 for a large proportion of the
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population and the policies discussed later should continue to be valid
when all aspects of city size are examined.

Since the phenomenon of growth will move cities closer and closer.
to a city size where diseconomies of size are reallzed, a growth policy
should be directed towards the smaller city sizes (50,000-300,000)
rather than cities of 1 million. The optimal city size is useful to
city planners either for the development of new cities or renewal and
development of existing cities. The results of this study raise serious
doubts about the wisdom of spending huge sums of tax dollars, mostly
provided by nonresidents, to remnew and renovate the largest cities if,
as indicated, the cities are uneconomic. Federal outlays might more
wisely be directed towards policies to encourage location of people in
the minimum cost city size range rather than the largest or smallest
cities.

Proximity of cities was not included in the analysis in this study.
When reference is made to either a large or small city, the locational
aspects should be qualified. For instance, a 20,000 size city near a
city of 250,000 is more desirable than a 20,000 size city that is 100
miles from a larger city. Residents of a smaller city near a large
city can benefit from traveling a short distance for services at lower
costs in the large city, e.g. hospital services and cultural activities.

The results of this study also apply to development policies in
lagging rural areas. Growth centers and functional economic- areas have
been advanced as policies for developing rural areas. These growth cen-
ters should ideally be 300,000 size cities; however, many of the
depressed areas are not located within an economically feasible distance

of the ideal size growth center. In the absence of the ideal city,
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smaller cities may be exposed as desirable growth centers. The majority
of depressed rural areas are located within fifty miles of cities of
size 25,000. The cities could be designated as growth nodes—-providing
sufficient resources or markets exist to make them viable economic
areas. A city size of 25,000 is perhaps the lower size limit that:
should be considered for a growth node because the costs of services
are rather high. As the growth node expands and moves closer to the-
optimal city size, the costs of providing community services will de-
dliné.~ In many instances, a viable economic -area might be better
structured to include a radius of 75 miles from a growth node city Qf
(say) 300,000 rather than 40 miles from a growth node city of 10,000.

In summary, policies aimed at an optimal growth pattern among city
sizes generally should .be directeﬁ'towards cities of 50,000 and ‘1 mil-
lion population. Where excess capacity in housing and community ser-
vices exist in cities of ‘less than 50,000, these too might be encouraged
to grow until these services are utilized. The largest public subsidies
per capita now are directed to the nonoptimal size cities. The wisdom
of-thié~policy_is questioned, based on results of this.study. People
choosing to reside in these uneconomic areas should be charged the full
cost of the services used unless a reasonable case for subsidization

can, be made.
Limitations

Several community services were omitted in this study: employment
bureau administration, postal, telephone, welfare administration,
doctor, dental, local government administration, transportation and

natural gas utility services in addition to outdoor recreation, higher
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education, and cultural activities. The omission of these services and
activities from the analysis is not expected to shift the lower portion
of the cost curve.in Figure 17 to the right or left. Outdoor recreation
activities—--hunting, fishing, and skiing, for instance--are more costly
in large cities; however, this cost differentiai would be offset by the
cost of providing cultural-activities and major league sports in small
cities.

If the full costs of postal, telephone, employment and welfare
administration services~-all substantially subsidized in small communi-
ties and rural areas--were included in the analysis, the cost of commu-
nity services, already high in small cities and open country, would
increase even further. In the case of doctor and dental services, all
economies should be realized before a city size of 10,000 is attained.
Provision of -city junior college services is expected to result in
economies for large cities. Natural gas utility services were also
omitted as the costs reflect transportation charges from the production
area to the city and no major economies or diseconomies are expected

from the distribution of this service for cities of over 10,000. In-
clusion of -the costs of local government administration could increase
the costs for cities smaller than 10,000 according to results of a
recent study.3 In short, inclusion in the analysis of the services
listed in this paragraph would substantially raise costs for cities of
under 10,000 but would not be expected to shif; the cost curve in
Vo

Figure 17. .

The cost of tramsportation was also omitted from the analysis--an

omission that unlike the other omitted services could substantially

affect the optimal range of city size (see Appendix). Ideally,
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transportation would not constitute a growing social cost associated
with centralization in urban areas. Indeed, concentration of the popu-
lation in large cities may be explained in part as an attempt to mini-
mize transportation .costs for firms and people. Rather than choosing
a-residénce near the place of employment to minimize travel time and-
distance, as was once the case in multi-family apartment buildings and
in town houses, urban residents are increasingly fleeing to the suburbs.
This trend, which is an outgrowth of social factors such as race as well
as economic factors, has created problems of traffic congestion for
commuters. Inclusion of travel cost per capita in the cost of commu-
nity services shifts optimal size markedly toward smaller cities (see
Appendix Figure 20). The transportation\cost‘equation,is-considered_to
be congeptually and empirically weak, however, though suggestlve, it
needs more research and is not given serious weight in the conclusions
of this study. The costs of commuter travel should be reflected in the
private accounts of firms as noe rational employee would choose to live
in the urban fringe and work in the central city unless the firm was
including the increased travel costs in his wages or salary. Transpor-
tation costs might be expected to enter into the determimation of the
optimal city size by being included in the private costs of production
and distribution and in the social cost of air pollutien.

Another limitation is that the costs of controliing,air pollution
were estimated on an SMSA basis rather than a central .city basis as
were the -other services. It was necessary to convert the costs for a
given size SMSA to a corresponding central gity size before these costs
could be included in the curve in Figure 17? A simple linear relation

was estimated relating central city size to SMSA size fer all cities in
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the sample used for air pollution analysis.4 This relation between
central city size and SMSA size was used to transform the SMSA sizes
in Figure 12 to central city sizes. The cost of contrelling air pollu-
tion in a central city is the cost assoclated with the corresponding
SMSA size. If the central city does not.contailn the industrial sector
and the slow moving traffic networks--both notorious for air pollution
emissions~-then the costs for controlling air pellution will be biased
upwards. This bilas toward showing diseconomies for large cities proba-
bly is no less than the downward bias of omitting some social costs of
commuting (see Appendix) and crime control from Figure 17. -

This study analyzes but one part of economies of city size; the
cost of providing community services. Combination of the results from
this study with future research investigations into private production
and distribution costs by city size in addition to data on social atti-
tudes by city size will provide a more complete basis for determining
the optimal -city size and establishing public policies. Central place
theory stresses the hierarchical pattern of city size. The structural
pattern from small to large cities is not considered immutable in this
study, and city size is assumed to be an instrumental policy than can
be influenced within limits by public zoning, taxation and spending
policies. The limits within which size can be imfluenced is a worthy

subject for future research.
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APPENDIX
THE COST OF TRANSPORTATION

In the text, transportation costs were assumed to be included in
the private accounts of firms and therefore omitted from the calculation
of ‘the costs of community services by city size. In this appendix, the-
transportation costs by city size are reported and the optimal city size
is determined with transportation costs included in the calculations.
The cost estimates presented in this appendix are only part of the over-
all cost of transportation~-the cost . of commuting. Producers are
charged for transportation of raw inputs to their plants and this charge
should be included for an overall transportation cost analysis. The
cost advantages of locating near a source of an input, such as a natural
resource or a plant producing the input, may offset the diseconomies of

commuting reported in this appendix.
The Model

The model and estimates presented in this appendix were reported
by Borukhov.l A simple logarithmic relation was hypothesized between

city size and both trip length and trip duration of the following form:

log (D) = £(s) (1)

£(8) (2)

log (T)
where

D = average trip length (in miles);
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T = average trip duratien (in minutes); and

S = city size (population).

The average trip used in the model refers to a home to work trip
as the model concentrates on the residential sector of a city in an
attempt to explain patterns of commuting. The estimated coefficients of-
D and T from (1) and (2) can be assigned a charge for distance traveled
and time spent traveling to arrive at a cost of tramsportation by city
size. The charges chosen for this purpose are automobile operating

costs per mile and average wage rate per hour.
Regresgion Analysis and Results

The model was applied to data from 34 cities with populations
ranging in size from 30,000 to'S,SO0,000. The average trip length (D)
and average trip duration (T) are from Voorhees, et al.2 The estimated
parameters for equations (1) and (2) using ordinary least squares

regression are presented below:

log D =.-0.77 + 0.19%%log S (3
(0.02)
R? = 0.75
log T = -0.02 + 0.19%%1log S (4)
(0.03)
R2 = 0.71

The coefficient for the common logarithm of city size is signifi-
cant at the .01 level in both equations. The positive sign of the>
coefficient indicates increasing travel times and distances as cities
increase in size. The relation between city size and trip length and
duration is presented graphically in Figure 18. On the average, commu-

ters travel faster and spend more time in transit for larger cities.
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The effects of congestlon are apparent in the trends shown in Figure 18

for miles traveled and time spend commuting to work.
Transportation Costs by City Size

The  cost of transportation in different city sizes as computed -in
this study is composed of an opportunity cost of time spent in transit
plus the cost for the transportation per se. The gross hourly wage
$3.39 in private industry (excluding agriculture) for 1971 was used to
measure the opportunity cost of time spend in transit. This particular
wage rate is chosen to measure the opportunity cost as it represents
the wages of a large number of commuters and is assumed to approximate
a median between high salary executives on one hand and minimum wage
earners on the other -hand. To éccount for the cost of being transported
a charge of $.10 per mile is utilized. This charge is included to
cover the fixed and variable costs of operating an automobile--a widely
used means of commuting to work.

Not all the populatien in a city commutes. To calculate the per
capita costs of transportation the average proportion of the population
that comprises the work force is needed. The Bureau of Labor Statistics
reports that the 1970 labor force was 42 percent of the total popula-
tion.3 The procedure used to calculate per capita costs of transporta-
tion is to first calculate the annual cost of transportation for the
average commuter in each city size then multiply the cost for the aver-
age commuter by .42--the average proportion of the population in the
labor force.

The curve in Figure 19 is constructed by applying a time charge of

$3.39 per hour and a distance charge of $.10 per mile to equations (3)
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and (4) and assuming that 42 percent of the city population is in the
labor force and commutes to work. Briefly, the per capita costs of
transportation increase rapidly until city size 200,000 is reached;
then costs increase at a lower rate. Diseconomies of city size are
present throughout.the range.

The effects of including the cost of commuting in.the costs of
community services is evident from Figure 20, Figure 20 was constructed
by combining the curves from‘Figures 17 and 19 and shows a minimum cost
city size of 50,000, a city size that was included -in the minimum cost
range in the text: Inclusion of the transportation costs for firms

should result in a larger minimum cost city size than 50,000.
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