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CHAPTER I
INTRODUCTION

Electric power consumption in the United States has almost doubled
every ten years since 1900. ‘This means that ih every successive ten year
period we consume more energy resources‘than we consumed in all past
history (1). This also means that our vasﬁ reserves of natural energy
resources stored in the form of fossil fuels of‘oil, coals, gas, etc.,
are being depleted. No one knows how much eneréy reméins in the earth
but with the ever increasing conéumption of this étored energy research-
ers have begun investigating methéds for obtaining and storing other
forms'of energy.

oA Investigations for utilization of other sources ofhéhergy have been
Secord : T .
f”%i»yﬁaklng place all over the wo§}d qgﬁ. The investigations have occured in
v both technologically developéd countries and in the developing countries.
Developing countries are considered to be those backward countries who
are striving to enter the mainstream of economic progress enjoyed by the
West, The developing countries also have the most to gain from the de-
velopment of new sources of energy. Some of the sources of energy that
are now being considered are wind energy, solar energy directly from the
sun, and tidal energy. These energy sources are categorized as unconven-
tional eneréy sources and are being developed not as a replacement for

but as a supplement to the more conventional sources of energy. For

example, the unconventional energy systems can provide for electrification



of remote farms, stations, and other areas where power transmission lines
to available power stations are not economically feasible. In some areas
such as in developing countries, these unconventional sources may provide
the energy necessary for eséential life sustaining requirements and may
be the only energy source available, Here, the unconventional energy

can be used to increase agricultural productivity by providing power for
irrigation and for drying grain crops.

Applications of unconventional energy sources to small energy sys-
tems may provide power for modern communication systems. For example,
the power requirements of solid state microwave radio links are very low
(200 to 300 watts) and could be adequately met by a storage system
charged by a small wind electric generator or solar energy converter, ;}(L

The-School-of Eleetrical Engineering at Oklahoma State University
has been and is presently engaged in research programs to develop and
provide an economic energy conversion and storage system for these uncon-
ventional energy sources for possible use in developing countries (3,4).
The heart of this conversion system is an energy storage subsystem using
electrolysis cells to produce hydrogen and oxygen gases and a direct con-
version fuel cell to recombine the gases when needed as electricity,
Figure 1 depicts the basic building blocks of a typical system., This
system takes the energy deveioped by the wind generator or solar gener-
ator and converts this energy to hydrogen and oxygen. The hydrogen and
oxygen are then stored under pressure until the demand occurs, When the
demand occurs, the fuel cell recombines the two gases to obtain a direct
current electrical voltage. This voltage output can then be used either
in the direct current form, be inverted to provide alternating current

power, or perhaps be converted in an internal combustion engine to
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Figure 1. A Solar or Wind Electrical Energy System With
- Intermediate Energy Storage

mechanical energy for pumping water,

Research has progressed satisfactorily on the storage part of the
system but little has been done about studying the characteristics of
the input from the unconventional energy sources, A designer of such an
energy system must have considerable information about the input, For
example, the design of wind energy conversion equipment requires the
knowledge of the energy available in the wind. A good correlation must
be made between wind data that are presently available from standard
meteorological stations and the energy that can be extracted for use,

The unconventional energy sources have a great advantage of being
free inexhaustible supplies of energy. However, because the wind velocity
is quite high in Oklahoma and because it can be measured quite easily,

it was selected as the first input to investigate for the energy



conversion and storage system. Man has always used the energy from the
wind. Through the years, the wind has been used to pump water, to power
ships, to recharge batteries, to winnow grain, and to generate electrical
power. However, the use of the wind as an electrical energy source has
not been attractive because of excessive expenses involved in storing the
energy to be available during times of little or no wind. The electrol-
ysis and fuel cell storage system may be able to reduce the cost of the
storage to such a degree that wind energy systems, at least on a small
scale, may be practical and economical.

The purpose of this dissertation is to make a detailed analysis of
the wind to provide a designer of an energy conversion system with neces-
sary information about its characteristics., The research was divided
into three major areas, The first was to obtain a model of the wind
which could be used to simulate the wind input for the energy conversion
system, the second was to determine the predictability of the wind, and
the third was to provide a method to obtain velocity duration curves
without manual analysis of excessively long wind records as well as to
verify through its use the dependability of energy estimates using only
one-minute hourly averages available at many meteorological stations,

Chapter II presents a review of wind energy developments and previous
methods used for modeling the wind, Chapter III develops the medel of
the wind which is an extension of previous work on models of the wind
derived for wind loading of structures, Chapter IV presents the analysis
of the frequency content of the wind, Chapter V discusses the design
and operation of a velocity distribution analyzer, methods for obtaining
velocity duration curves and comparisons of velocity duratioen curves

obtained from the different methods, Chapter VI describes the research



conclusions and limitations; this chapter also outlines some direction

for future research.



REVIEW OF LITERATURE

Conversion of wind energy to rotating shaft movement is an age old
technology. However, little has been done in optimizing the equipment
required to convert wind energy to electrical energy. Most of the tech~
nology previously has been directed toward converting wind energy to
mechanical energy, e.g. windmills for direct pumping of water. The new-
est impetus for again concentrating on an electrical energy conversion
system is that variations of electrical output with varying wind is not
a problem when good energy storage is available@{'Anwenergymstomage
systemwof~the“form~describedwithhapteerwisWﬁupeniormtgwthe;previeus
practiqu»ai;ernativefmthatmgﬁwstoragembatteries.

& . Fav §
I | Hi; AP
\LW*A ‘Tthough Fhe wind has been used to do work for many centuries, wind

)2t
power generation has only been investigated seriously since the orig}nal
work done by A, Betz &53 in 1927, Since that time, many individuals in
many countries have investigated wind power utilization, The results of
these investigations in general have led to conclusions that wind energy
is not economical and not easy to use beéause of the variations of elec~
trical output with varying wind Velocities.ﬁfTheuuse%oﬁ%wmndmpowexmgenaw
eraﬁi@nwplant8minw£hemUnited~States~was~qui@ewCommomwinﬁ;hewthgggég§win
the rural. areas ofthe“plain -states-before.conventional. forms of.electri~
calwpow%EMWeremextended~throughvtransmissionmiimg§mﬁrommthehiargerﬂtitieSa

" Putnam gﬁ% in the early forties attempted to connect a large wind



generator to the Vermont power system but he met with failure due to the
lack of funds, mechanical failures and the inability of the wind gener-
ated electricity to be as economical as other forms; Golding 91) in
England in the early fifties did extensive research in attempting to use
the wind on a large scale in the Uﬁited Kingdom, His work also declined
because of thé inability at that time of the wind generated electricity
to compete with other forms of energy. Others in many countries have
done extensive research in an attempt to use the wind. Much of the work
prior to 1961 was reported in a United Nations' publication of the Pro-
ceedings of the Conference on New Sources of Energy which was held in
Rome in August of 1961 (Z).Y The-mest=recent wind-rescarch igs "been=done

dop-Indta~68s9710711),

The Necessity for Additional Wind Analysis

Since so many have attempted to harness the wind and use the wind
energy with little success, why is it important to again investigate it
as an energy source? Many answers to this question could be given buf
those of primary importance are:

(1) There is the prospect of deveioping an economical and efficient
method for storing the energy.‘ This storage method has come
about as a result of recent research in electrolysis processes
and fuel cell technology.

(2) There are increasing demands on our natural resources that are
required to generate electrical power so all possible sources
of energy should be investigated before it is too late,

(3) Developing countries may be able to use’ these energy sources

much more rapidly than waiting for the ultimate development of



lérge central power plants.

The analysis of the wind has been a vital part of the research of
each attempt to use the wind. Putnam kg) conducted a wind survey to
determine the best location for his wigd generator that operated for a
number of years in Vermont., Golding g?ﬁ also performed an extensive wind
analysis in Englarid, Others since Golding have also done detailed‘anal-
ysis of the wind. These wind studies were in most cases limited to the
use of hourly measurements to obtain the wind velocity information.
These hourly measurements are almost standard throughout the world and
are obtained by taking the average each hour for one minute, i.e. the
wind speed in averaged for one minute every hour to obtain the hourly

wind measurements. This one~minute hourly average is recorded in the

meteorological records as the wind wvelocity for the entire hour. This

procedure for obtaining one-minute hourly averages is outlined in the

P

U. S. Weather Bureau Manual of Surface Observations (17).

Some of the researchers did consider effects of the wind between
the hourly measurements; however, the hourly measurements were used in
most studies because these measurements were the only available wind
data. Thus the effects of variations over shorter time periods essenti-
ally were ignored. The variations over shorter time periods are referred
to as wind gustéz The gustiness of the wind is a measure of the devia-
tions of the wind velocity from the mean wind velocity. The variations
over short time periods can have a significant effect on the estimated
power for a specific locationi As an example of how the variations within
an hour might effect the estimated power, assume that the hourly speed
was 10 miles per hour and was comstant for a one hour period; then using

a six foot diameter propeller results in an energy generated of



approximately 100 watts. If howéver, during this one-hour period gusts
of wind of 20 miles per hour had an accumulated time of eight minutes
while the average remained at 10, the total energy would be approximately
doubled or 200 watts,

In attempt to adequately consider the effects of the short term
variations, Golding g;) defined an Energy Pattern Factor. This factor
is defined as the total energy in the wind divided by the energy calcu-
lated by cubing the mean wind velocity., A large pattern factor for a
given location normally indicates that the short term variations have
either a few large long duration gusts or a number of shorter duratioh
gusts that causes the actual power to be much larger than the power esti-
mated by cubing the mean velocity. He stated that the Energy Pattern
Factor was usually close to unity unless the fluctuation pattern (gust
durations) was wide therefore he considered the factor as not too impor=-
tant in energy estimates., He also concluded that the factor was not
important because a wind driven machine may not be able to take advantage
of the fast fluctuations because of the large inertia of the systeﬁyﬁﬁf

Recent-studies—in Tidta-have-resultéd in conclusions that the Energy
Pattern Factor should not be ignored in selecting potential wind power
sites., Ramakrishman and\zgnkiteshwaran (13) found that the Energy
E?attern Factor was much larger than unity at many sites} This would
indicate that Golding*s~fi¥§t reason for ignoring the Energy Pattern
Factor might not hold-true for all poténtial.sites,

Since there is én appg;@nt_contradiction as to whether or not the
Energy Pattern Factogp;ﬁould be ignored, further analysis of the short
duration variations..is indicated,

The Energy Pattern Factor requires the‘true mean velocity and not
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the mean wvelocity of the onemm;mulawhgurlyvaverageéi Therefore, in
addition to further analysis of the short duration variations, a compar-
ison between the actual and the.estimated power using one-minute hourly

measurements should be made.
- - - : 1
T, Formulas for Energy Extraction -

The wind is air in motion and since air has mass, the wind has
kinetic energy when the mass has velocity. The kinetic energy is % the
product of mass and welocity squared. The mass of air passing in unit

time is the product of air density, wind velocity and cross sectional

area, The kinetic energy passing through the area per unit time then is:

Kinetic Energy _ %(QAV)VZ =.%(QAV3) (261
Hour :
where
P = air density, mass per unit Volume; poumdg/ftB;
V = wind velocity, in miles per hour;
A = area through which the wind passes, in sguare feet,

o }L} oY

The kinetic energy in Equation 2«1 represents the total available
energy in the wind. This enesrgy can be converted to power in kilowatts
. 1. , ’ . 4 A3

by introducing a non-dimensicnal. constant k, where k = 2,14 x 10 7,

Therefore, the expression for the maximum theoretical power in the wind

is:

. “3 .
P (in kilowatts) = 2,14 DAV3 x 10 o (252

Golding (7) expressed this equation in a more general form by combining

the constants k and p into a general constant K, He expressed K for
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various units used for P, A and V., Table I is a reproduction from
Golding, page-22y-showing the various-value~for-K., The units used
throughout this paper require a value of K = 0.0000053 for all power

calculations, Therefore power in kilowatts is:

P = 0.0000053 AV> . (2:.3)

TABLE I

VALUES FOR CONSTANT K AS PRESENTED BY GOLDING

Unit of Power Unit of Area Unit of Velocity Value of K
P A v

Kilowatts Square Feet Miles Per Hour 0,0000053
Kilowatts Square Feet Knots 0.0000081
Horse-Power Square Feet Miles Per Hour 0.0000071
Watts Square Feet Feet Per Second 0.00168
Kilowatts Square Metres Metres Per Second 0.00064
Kilowatts‘ Square Metres Kilometres Per Hour 0.,0000137

The theoretical max1mum power extractable from the wind is not that
(¢ TEDIE S ATEY .
described in Equation %xﬁn The fractlon avallable was determined by

Betz QES in 1927, He showed that the theoretical maximum fraction of
the power in the wind which could be extracted by an ideal rotor was
0.593 or 16/27 of the kinetic energy passing through the area per unit

of time or 16/27 of power. In addition, the theoretical maximum power
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is further reduced by the efficiency of the mechanical and electrical
equipment. The maximum efficiency of a typical propeller wind energy
system is about 60 per cent; therefore, the extractable power is about

36 per cent of the theoretical total power available in the wind,

Energy Estimates for Specific Locations ‘{}/

Energy estimates are made for a potential site by first obtaining
the velocity duration curves, then calculating the power duration curve,
and finally determining the total power from the power duration curve.

The welocity duration curve is a cumulative frequency curve which
shows the duration in‘hours thgplphe magnitude of the wind velocity
exceeds each unit velocity of hourly mean wind 'velocity_° It is obtained
by examining the wind records for the potential site and ffecording the
number of times that the velocity magnitude was above each unit velocity
of the winé} The power duration curve tﬁen is obtained by cubing the
ordinates of the velocity duration curve and replotting them to any con-
- venient scale. The area under the power duration curve represents the
maximum extractable power,

Figures ia and §b show the velocity duration and power duration
curves respectively for a two month period for Stillwater, Oklahoma,
There are two methods for obtaining the velocity duration curve shown in
Figure fa, It can be obtained by rather tedious analysis of wind
recordings, or it can be obtained by using a!frequency distribution
analyzeﬁ]which automatically records the number of hours that the wind
blows in the predetermined velocity level. Most wvelocity duration curves
are obtained by the manual reduction of existing records., Figure ib, in

addition to representing the power duration curve, rvepresents an area
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that is proportional to the extractable power, shaded areas GBCDF and
GB'C'DF, Eihe areas must be multiplied by the swept area and by the
appropriate constant 16/27 K to obtain the maximum extractable powerj

The shaded areas do not include the total area under the power
duration curve because a wind generator{éan not generate an output for
velocities below designed cut-in or turn-on Velocitie%} because most
machines are designed to operate at a constant rated output for veloci-
ties above some set velocity, and because all machines have some type of
safety device to "furl'" or stop the machine in excessively high winds,

Furling is accomplished either by changing the pifch of the propel-~
lers or by turning the propeller out of the main air stream of the wind,
~If a constant output voltage were not normally required, the extractable
energy would approach the area GB'C'DF., Early wind generators were
designed to have a constant output voltage to meet load requirements but
wind generators coupled into an electrolysis energy storage system may
not need this constant output requirement.

the cut-in speed is that speed required to overcome the inertia of
phe system and begin generating an outpué} The rated wind speed for
most machines is between 25 and 35 miles per hour, In addition to pro-
viding a constant output voltage to meet load requirements, machines are
designed for{bptimum operation when the rated wind speed is between 25
and 35 miles per hour because of economicg. It would be uneconomic to
attempt to build a machine which could extract full power for very high
winds because high winds do not occur often enough to warrent expense of

design. §
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Effects of Height and Terrain on Wind Profile

Terrain greatly effects the wind profile and therefore effects the
output of a wind generator. Studies have been made to determine how the
roughness of the terrain alters the wind velocity at.various heights
(14,15). Results of these studies show that the velocity at any height

Y1 is related to some known velocity at height Y2 by the expression:

-
_ 1Y1 o
Vg, = Vy, l-————Yz] (2.4)

where @ is the power law exponent which varies with surface roughness,
Table I1 was suggested by A. G. Davenport (16) in 1961 to show the
effects of terrain on the velocity at different heights. Column 1 indi-
cates the value of o for the various types of terrain. {Besults shown in
the table can be used to determine the wind velocity at a proposed height
for a wind generator when the velocity at some other height were known]

The roughness of the terrain also effects the short term variations
of the wind. Scrase (17) and others around 1930 noted two important
physical observations about the wind. {ihey noted that the gustiness of
the wind is directly proportional to the average wind#velocity and to
the éurface roughnesé} Tﬁe variation of tﬁelroughness or drag coeffi-
ciént is‘shown in Column 2 of Table II1. These important physical obser-
vations proved to be useful in the development of the wind model in the
next chapter,

The shape of the hill in addition to the type of surface must be
considered in selections of potential wind power sites., Frenkiel (18)
established criteria for selecting the best typé of sité for wind power

systems,
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TABLE 11

INFLUENCE OF SURFACE ROUGHNESS ON PARAMETERS RELATING TO WIND
STRUCTURE NEAR THE GROUND

Power Law Roughness
Type of Surface Exponent Coefficient
o K!

(a) Open terrain with very few obstacles:
e.g. open grass or farmland with few
trees, hedgerows, and other barriers,
etc.; prarie; tundra; shores, and low
islands of inland lakes; desert 0.16 0.005

(b) Terrain uniformly covered with obsta-
cles 30-50 ft in height: e.g, resi-
dential suburbs; small towns; woodland,
and scrub. Small fields with bushes,
trees, and hedges 0.28 0,015

(¢) Terrain with large and irregular ob-
© jects: e,g. centres of large cities;
very broken country with many wind- »
breaks of tall trees, etc. 0.40 0.050

He stated that the topographical features in the near approaches to
the hilltop determine the structure of flow over it. He further con-~
cluded that a single criterion is sufficient, namely,[ihe mean wind
vertical gradient for the height interval from 10 to 40 meters above the
grouni} For optimal conditions, the gradient must vanish within 5 per
cent, Such flow conditions exist and are a result of regular slopes of
about 1 in 3% (inclination 16°) in the nearest few hundred meters from
the hill top. [yery good wind power sites would be those located on
hills that exhibit a rise of wind speed of between 5 and 10 per cent in

the 10 to 40 meter intervai]s Such conditions are a result of smooth
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regular slopes of ahout 1 in 6 (inclination 10°),

Good sites would be those located on hiils with a rise in the mean
wind velocity in the 10 to 40 meter interval of between 10 to 15 per
cent, These would be hills of smooth regular shallow slopes (about 1 in
10) or fairly rough but regular slopes of about 1 in 6. Fair wind power
sites would comprise the sites for which the ratio of velocity at 40
meters to the Velocity at 10 meters in within the intérval (1.15, 1.21),
That is, 1.15 < V40/V10 < 1,21, These conditions occur for smooth
shallow slopes (1l to 20) and for very rough but regional slopes of 1 in

6 or very steep slopes.,
Existing Models for Horizontal Winds

Models for the time wvariation of the horizontal wind have been
developed by Davenport (19) in 1961 and by Merchant (20) in 1965, These
models create a representation of the horizontal wind which includes
gustiness in high winds and are primarily used by designers of structures
to simulate the wind loading on these structures. Both authors assumed
that the{basic characteristics of the wind were essentially constant
(stationary) for the period of time under studi]and assumed that the
wind velocity could be separated into a constant patrt and a fluctuating
(gusting) part. They expressed the horizontal wind speed mathematically

as the sum of two functions:

{vcw =V, + xcn)} (2.5)

where
Vg = constant mean wind speed;

X(t) = variations about the mean.
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The horizontal wind speed was the only component of the wind con-
sidered because the vertical and the lateral components of the wind are
normally much smaller than the horizontal component. [The horizontal
component is the component parallel to the ground and blowing in the
direction of the mean wind Speeq; The vertical component results from
the wind being deflected up.or down by obstructions and the lateral
component is small wind variations from side to side resulting from the

"wind being deflected by the obstructions.

The constant part of Equation 2.5, V5, is the mean wind speed of
the horizontal wind for the period of time being considered. Davenport
assumed a{}andom variable model by letting the gusts or the fluctuating
part to be normally distributed with a zero mean and with a variance of

c%} He defined his wvariance as:

o? = 6,0k ww? 2.8
u
where i
0% = variance of the fluctuating speeds about the mean,
K' = roughness coefficient determined by the roughness of the

terrain as shown in Table II,

Vo = mean wind speed, miles per hour,

Davenport considered only modeling for the magnitudes of the gusts and
did not take into account the fact that[éome gusts last longer than
other#} His model appears to be satisfactory in fitting the magnitudes
of the experimental data, as verified by comparing the wariance of the
experimental data with the variance of his model. His model however is
not usgeful in simulating a realistic model of the wind for wind power

applications, That is, if one calculated the extractable power from a
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simulated wind record and calculated the extractable power from an actual
wind record with the same average wind speed, there would be large devia-
tions between the two calculated powers. This is due to the fact that
the actual wind velocity may remain at a relatively constant value for
durations up to two and three minutes while the simulated model fluctu-
ates from one extreme to the other much faster. [}150 this is due to the
fact that independence was assumed in his random variable modei} See
Figures 3 and 4 respectively.

Figures 3 and 4 represent an actual and simulated wind velocity
respectively using Davenport's model for the latter. The maximum
extractable power calculated from the actual curve is P, = 565 watts and
the maximum extractable power calculated from the simulated model is

P_. = 508 watts, resulting in an error of approximately 10 per cent.

s
Since Davenport's model is a random variable model this error exists,
To reduce the error, a random process model should be used,

In addition, Davenport's model does not simulate the wind for short
time periods, This can be seen by comparing a simulated wind record,
Figure 5a and 5b with an actual wind record, Figure 6, for a period of
only one minute. ]?he actual wind record does not deviate from a one
minute mean nearly as much as the simulated model, This is due to the
fact that the model assumes independence]

Merchant's model is a random process model which is more suitable
in wind modeling. Merchant assumed that the gusts are normally distrib-
uted about the mean to generate his model. However, he defined his
variance in a different manner than did Dawvenport, Eﬁerchant defined the

)

variance of a number of impulses which when added together for a specific

time, t, would give the total variance of X(tf] The wvariance of X(t) as
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2

determined by Merchant[aescribes the variance of the gusts as did ¢
defined by Davenpori]

In addition to assuming the magnitudés of the impulses to be
normally distributed, Merchant considered the varying durations of the
gusts, He described his model in such a way that‘ﬁhe impulses occurred
randomly according to an{ﬁxpomemtial diétribution and each impulse hed &
width defined by & segond exponantial distributioﬁ} For a given time t,

there are many impulses that sum together to yield X(t), The impulses
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occur at different times T; and last for different durations Dj, The

impulse function was given analytically as follows:

0 for t<T
w(t,T,y,D) = y for T< t <T + D (2.7
0 for t X T + D
where |

y = the magnitude of the impulse.

He expressed his model for the gusts mathematically as a filtered
i?oisson process in which occurrences of impulses were Poisson events}

The value of the gust at time t is:

N(t)
X(t) = E w(t, T, YpsDn) (2.8)
) . m:l' L . .
where
X(t) = the gust velocity at time t;
N(t) = the Poisson counting process which counts gusts occurring at
some mean rate;

w(t) = a function of three real variables known as the impulse

function;
T, = the time of occurrence of the impulses (exponentially distrib-
uted) ;

Yo = the velocity magnitude of the impulse; and

D the time duration of the impulse (exponentially distributed),

Figure 7 is a reproduction from Merchant's work which shows the
results of his simulation for one anemometer trace. Part (a) is an
actual high speed trace, Part (b) is the square wave approximation to

Part (a), and Part (c) is a simulated sample function of the stochastic
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model, He manually summed the impulses to obtain trace (c).

The variance associated with this model is obtained from the

following equation:

Var E{(t)]

where

A = 0,000536Vg,

r'l\)

25

(2,9)
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Yy = 0,012Vq, and
- (2
oj = 0.49K'Vy,
are all parameters of the impulse w(t,T,y;D). Using these parameters to
derive an expression for the variance as a function of only K' and Vg,

yields

Var[g(gﬂ = 10.92K'V8 (2.10)

which is about 1.8 times larger than the variance obtained by using
Davenport's model., The variances calculated from the two models are not
the same because one model is ajrandom variable model while the other is
a random process modef}

Although Merchant's model considers the characteristics of the wind
in a more detailed manner than Davenport, his model is much more compli-
cated and more difficult to generate and to use, Either model can be
used to simulate the wind for specific applications to wind loading on
structures. However, a more suitable model for applications to wind
energy conversion is desirable. A model which simulates the wind better
than Davenport's model and which can be obtained in an easier manner

should be sought.



CHAPTER 111
SIMULATION MODEL OF THE WIND

A suitable computer simulation model of the horizontal wind velocity
within a one-hour period would be useful to a designer of the mechanical
to electrical energy conversion equipment, i.e. the propeller and gener-
ator subsystem. The designer could use the computer simulation of the
magnitudes of the velocity to simulafe the effects of the input wind
variations on the mechanical system while varying such parameters as:
the size of the generator; the size, pitch, number, and dimensions of
the blades; the total inertia of the system: the load; etec. Since the
computer simulation would be useful in the design and since Davenport's
and Merchant's models both have shortcomings for this application, a new
computer simulation model was generated.

The model developed in this chapter takes into account the variable
dﬁrations of the gusts while keeping the mechanics of simulation rela-
tively simple. The developed model inéorporates ideas from both Merchant
and Davenport. That is,{%he durations of the gusts were assumed to be
exponentially distributed]and theEﬁagnitudes of the gusts were assumed
to be normally distributed with a zero mean and a variance defined by
Equation 2,61 This model has an advantage over Davepnport'’s model because
it considers the varying durations and it has an advantage over
Merchant's model because it simulates the experimental data satisfacto-

rily while using a less complicated simulation technique.
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This simulation model generates the magnitude of the wind velocity
values with magnitudes as defined by Davenport. [?he velocity values are
then delayed for 1, 2, 3, 4, and 5 time periods in a random manner,

Then, by linear extrapolation, velocity magnitudes in between the delayed
velocity magnitudes are determineé} That is, the simulated wind record
is made up of equal spaced discrete velocity magnitudes some of which

are determined from the generated normally distributed numbers and some
of which are the velocity magnitudes within the delay interval. By
delaying the velocity values and by including additional velocity values,
the résulting discrete values tend to give the effect of sustaining the
wind speed for one, two, or three minutes.

Verification of the quality of the model, i.e. how well the model
simulates the actual wind, was accomplished by calculating the actual
power from wind welocity records and by calculating the estimated power

from the gimulated record then comparing the results of the two.
Development of Model

The simulation of the discrete wind velocities was accomplished in

~ the following manner:

1, Normally distributed random variables, Y(I), with a zero mean
‘and a variance of one were generated using a standard 1ibrary
program for the IBM 7040 computer, Reference: Random Normal
Number Generator, 0SU-0170,

2, Exponentially distributed random variables were generated by a
method based on the probability integral transformation as pre-
sented by Parzen (21)., See Appendix B of this dissertation for

details of this procedure,
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The variance of the fluctuations was calculated using Equation
2,6 with K' = 0,005 and Vg = average wind velocity of actual
wind traces over a period of one hour. K' was selected as
0.005 because the terrain where data were taken was open

terrain, see Table II,

The magnitudes cf the gusts were calculated using the equation
x(e) =\ 02 ¥(t) (3.1)
where

X(t) = magnitude of the gusts, normal random variablés with
mean'O and variance 02;
o2 = variﬁnce as defined in step 3;
Y(t) = the standard normally distributed random variables;
t = an integer.
This resulted in the gusts being normally distributed with a
zero mean and with a variance of o2, |

The magnitudes of the simulated discrete wind speeds at each

time, t, were then found using Equation 3,2.

V(t) =V

0 +,X(t) ' . (3.2)

A typical wind record has gusts that vary about the average
velocity and these gusts{iast for different intervgls of timé}
Ehe length of the rendom durations can be simulated by the
exponential distributio@} Therefore the varying duratlons for
the gusts Weré gimulated by letting the exponentially distriub-
uted random number determine the time (At) between successive

ocaurrences of the discrete magnitudes obtalned in step 5. That
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is, 1f a generated exponential number z was such that:

0<2z<0.,5 then At =1
0.5<z<1,5 At = 2
1.5< z < 2,5 At = 3
2.5 < 2z < 3.5 ‘ At = 4
3.5< z At =5 .

Figure 8 is presented to further describe the procedure. The
figure depicts a partial simulation using eight discrete generated veloc-
ity magnitudes; V(t), V(t *+ 1), ..., V(t + 7)., These magnitudes are
delayed for four, two, one, one, five, and two time periods respectively.
By connecting these discrete generated magnitudes with straight lines,

"a good simulation of the horizontal wind speed at least by visual com=
parison with actual wind records is obtained.

The values in between the generated magnitudes are next obtained by
linear extrapolation thus yielding equally spaced velocity sampleé to
simulate the horizontal wind. The curve in Figure 8 therefore is made
up of seventeen equally spaced samples and it was generated by using

only eight normally distributed random numbers,
Results of Simulation

Figure 9a was generated by the above simulation for a one hour
interval. Comparison of this simulation with an actual trace of the
horizontal wind reveals that the simulation does not simulate the high
frequency components of the wind, However, if one neglects the high
frequency variations in the actual trace, the two curves compare quite

well, The simulated curve has peaks and dips that have durations lasting
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for periods of one, two and three minutes as does the actual trace. Also
there appears to be one minute peaks which coﬁpare with the one minute
peaks of thé actual anemometer trace shown in figure 9b, The high fre;
quency components can be ignored in'the simulation of the horizontal wind
'for wind power applications because of the size of the wind power system.
The wind power systems are too large to allow the system to follow the
high frequency variations., A good visual comparison between the actual
and simulated traces exists 1f the high frequency variations are ignored

in the actual trace,
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A visual comparison with actual data is not sufficient, therefore a
comparison of extractable power was made. That is, in an attempt to
determine if the model could be used to adequately simulate the wind a
number of actual wind velocity records were obtained by sampling at a
rate of one sample every two seconds, The theoretical extractable power
was then calculated and the results of the calculations were compared to
similar calculations using the simulated wind velocity. Comparison of
the results revealed that the extractable power can be estimated quite
well if one uses 120 or more sample velocities during the hour and if
the spacings between the generated samples are exponentially distributed.
Table III summarizes the results obtained for these comparisons. For
each known average velocity in column two, discrete velocity samples
were generated, The number of samples was varied in each comparison in
an attempt to determine how many samples would be required for the simu-
lation. Once the discrete samples were obtained, the estimated power
for each sample was calculated using Equation 2.3 with the area calcu-
lated for a six foot diameter propeller. This estimated power was then
compared with the actual power calculated using the actual two second
samples of the wind velocity over the hour,

As can be seen from the table, if 25 or 50 samples are used, the
estimated power and actual power vary widely. However, if 200 or 250
samplés are used, the estimated power is quite close to the actual power.

Sufficient simulations were obtained in order to determine the max-
imum percentage errors using various numbers of samples, The maximum
percentage error between the estimated power and the actual power was
essentially unchanged when using five or more simulations. Table IV is

a summary of the maximum percentage error between the estimated power



TABLE IIL

SUMMARY OF HORIZONTAL WIND SIMULATIONS

Average Variance Variance Number  Actual #1 #2 #3 #4 #5 #6 #7 78 #9,

Date Velocity of of of Power Est, Est, Est, Est, Est, Est, Est, Est. Est,
of Data Model Samples Watts Power Power Power Power Power Power Power Power Power
Data Watts Watts Watts Watts _Watts Watts Watts Watts Watts

30 Apr, 16,53 9.2 8,21 25 498 486 509 495 488 481 504 480 ' 475 473

50 479 519 495 503 503 495 501 494 519

100 481 505 501 498 491 496 511 499 498

120 -—- --- - 498 493 501 519 498 502

150 487 508 506 501 504 499 513 503 498

200 480 502 501 504 504 497 506 501 496

250 479 501 501 502 502 498 505 501 499

300 478 497 500 - .- .- -—- - -

2 May 13.95 6.1 5.84 25 307 293 306 297 293 289 303 289 285 284

50 287 312 298 302 302 298 301 297 312

100 289 304 301 299 295 298 307 300 299

120 --- --- - 299 296 301 312 299 302

150 293 306 304 301 303 300 308 303 299

200 288 302 301 303 303 299 304 3o1 297

250 288 301 301 302 301 300 304 301 300

300 287 309 301 --- --- --- a-- - ---

14 May 13,02 7.00 5.09 25 250 237 249 242 239 235 246 235 232 231

50 234 253 242 245 245 241 245 242 254

100 235 247 245 243 240 243 250 244 244

120 - .- --- 243 241 245 254 243 246

150 238 248 247 245 246 244 251 246 243

200 235 245 248 246 246 243 247 245 242

250 234 245 245 245 245 244 247 245 244

300 234 245 245 --- --- -—- .- ~-- ---

24 May 24,94 20,49 18,66 25 1705 1672 1751 1700 1678 1652 . 1733 1652 1632 1625

50 1644 1783 1701 1726 1726 1700 1719 1698 1783

100 1652 1735 1721 1710 1688 1705 1756 1715 1711

120 Y R CC IS WA § 1692 1719 1784 1710 1727

150 1674 1746 1736 1721 1731 1715 1762 1729 1711

200 1650 1725 1720 1732 1732 1708, 1737 1722 1702

250 1647 1721 1720 1725 1723 1712 1736 1720 1716

300 1643 1708 1719  -=--- === mmee mees sasms aeas

28 May 14,94 8.80 6,69 25 370 359 376 365 361 355 372 355 351 349

’ 50 353 383 366 371 371 365 370 365 383

100 355 373 370 368 363 366 378 369 368

120 - - - 368 364 370 383 368 371

150 359 375 373 370 372 369 378 372 368

200 354 371 370 372 372 367 373 370 366

250 354 370 370 371 370 368 373 370 369

300 353 367 369 —-- .—— -—- .- .- ---

30 May 15.77 9.70 7.46 25 439 422 442 430 424 417 438 418 413 . 411

50 416 450 430 436 437 430 435 429 451

100 418 439 435 432 427 431 [ 433 432

120 - - e 432 428 435 451 432 437

150 423 441 439 435 438 434 445 437 433

200 417 436 435 438 438 432 439 435 430

250 416 435 434 436 436 433 439 435 434

300 415 432 435 - --- --- - - --

2 June 19,07 10,01 10,90 25 750 .- --- --- 751 739 775 738 730 726

50 == --- - 772 772 760 769 759 797

100 -— ——- wa= 765 754 762 785 767 765

120 .- -—- == 765 756 769 770 764 772

150 --- - - 774 773 767 788 772 765

200 --- - --- 771 774 764 777 770 760

250 --- - --- 771 770 766 776 769 767




and the actual power for various numbers of samples,
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As the number of

samples increases to 300, the actual power is estimated more accurately,

The average maximum percentage error varies from 5.8l per cent error for

25 samples to 1.33 per cent error for 300 samples.

The selection of

the number of samples would probably be best somewhere above 100

samples,

MAXIMUM PERCENTAGE ERROR OF ESTIMATED POWER VS, ACTUAL POWER

TABLE IV

Samples
Velocity 25 50 100 120 150 200 250 300
16.53 3.41 4,20 1.17 1.00 1.20 1.20 0.81 0.41
13.95 5.86 6.50 2,93 3.58 1.96 1.96 1.96 2.60
13.02 6.00 6.40 2.80 3.60 2,00 2,00 2.00 2,00
29.94 5.98 4,57 1.76 0.76 2.40 1,17 1.17 0.82
14,94 8.60 4.60 1,89 1,08 1,35 0.54 0.27 0.81
15,77 9.40 5.25 2.74 2,50 0.81 2.50 1,11 1.34
19,07 1.47 2,93 2,00 2,00 3,20 3.20 2,80 wam-
Av, 7 ‘
Error '5.81 4,92 2,18 2,08 1,85 1.33

1,80

1,45

Since the actual extractable power and the estimated extractable

power are sufficiently close, the model appears to be suitable for simu-

lating the horigzontal wind.

Therefore the designer of the energy con-

version equipment can use the model to simulate the effects of the input
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wind variaﬁion on }he mechanical system while varying the system param-
eters, |

The input velocity for the model can be varied to allow simulation
of horizontal wind velocities for any desired wind velocity., Also, one-
minute hourly averages can be used as an input for theAmodel to obtain
simulations for more than one hour. Figure 10 is a 24 hour simulation
using one-minute averages as an input to the model, From the figure,
one can see that as the input velocity increases the deviations about

the input become larger. This is also true in actual wind traces.
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CHAPTER 1V
SPECTRUM ANALYSIS OF THE HORIZONTAL WIND

The conventional forms of energy have either been stored for many
years 1n natural storage deposits such as coal and oil deposits or they
have 5een stored for only a few years in man-made storage facilities
such as water reservoirs, In either case, the energy is available when
needed because of the storage, The size of the man-made storage facility
is determined by many factors, The size of water reservoirs for example
is related to the supply of rainfall, to the demand for energy, to the
cost per unit of energy, etc, Some of these factors require the reser-
voir to be built as large as possible while others require the size to
be limited. The designer of the reservoirs had to have a knowledge of
the cyclical nature, the maximum yields, and the minimum yields of the
supply in order to optimize their designs.

As in the storage of conventional forms of energy, the size of the
storage for unconventional energy sources is related to the variable
nature of the input. Information about the cyclical nature of the wind,
the maximum winds, the minimum winds, and etc., should be known. East
research in wind energy systems has not included detailed analysis. of
the cyclical nature of the input wind velocity. Researchers used the
seasonal variatlons of the wind to provide only a gross indication of
the extractable energy for a given location, This gross indication of

seasonal variatlons was probably sufficient because suitable storage was

38
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not available., However, if a more suitable storage device such as a
rechargeable fuel cell is available, it is profitable to provide design
information through the analysis of the frequency content of the energy
in wind. This would be desirable to optimize the size of the energy
storage system and the size of the energy conversion system. This can
be accomplished by estimating the spectrum of the wind.

The spectrum determines the density of the square 6f a variable
over different frequency ranges or periods. In this case, the horizontal
wind velocity is the variable. Where the wind velocity is the wvariable,
the variance is proportional to the kinetic energy of the fluctuaﬁions‘
(30). The spectrum can be estimated by either of two methods. The first
uses a lagged products procedure recommended by Tukey (22) to obtaih a
weighted spectrum and the second uses a Fast Fourier Transform algorithm,
Either method yeilds a suitable estimate of the spectrum, Both methods
require the basic characteristics of the times series of the horizontal
wind velocity to remain essentially constant, i.e, the continuous time
series of the horizontal wind velocity should be stationary.

The wind velocity does not‘meet this requirement entirely but it
does meet it if the time series representing the horizontal wind velocity
is subdivided into shorter time series that can be considered as station-
ary. One can analyze the time series of the wind velocity by finding
the spectrum of sub-time series with characteristics which are considered
essentially constant. That is, the horizontal wind is considered to be
made up of a number of shorter duration series which are stationary,

R. H. Jones (23) showed that the meteorological time series consisting
of periodic components such as annual variations and random components

that are deviations from the annual can be analyzed by piecing together
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yarious portions of the spectrum, Snyder (24) also verified that spec-
trum analysis techniques could be used on time series that are not
entirely stationary. He generalized the notion of a stationary random
function to include random fﬁnctions whose statistical properties vary
slowly with time, i.e, Quasi-Statiohary time series, His paper provides
a justification and clarification of the procedure for dividing Quasi-
Stationary time series into.many sub-series to obtain the spectrum,
Since the wind velocity fits into the above category, a number of
partial spectra will be calculated by one of the two methods stated

earlier and then will be combined to obtain the complete spectrum of the

horizontal wind,
Errors in Spectrum Estimates

Before estimating the complete spectrum, sources of errors in the
spectrum analysis techniques must be considered., There are two major
sources of error. The first source of error is due to the data being
averaged and the second source of error is related to pfoblems caused by
aliasing. The averaging process reduces the spectral intensity at a
given frequency and aliasing removes energy from high frequencies and
makes it appear at lower frequencies,

The piecing together of the various parts of the spectrum neces-
sarily dictates that some sort of averaging is performed, For example,
the 24 hour averages, Y,,(t), used to obtain one part of the spectrum
are obtained by averaging the one-minute hourly measurements. When these
measuremenﬁs are averaged, the resultant time series is devoid of high
frequencies. Therefore, averaging acts like a filter which eliminates

the high frequencies from the record, The errors in the spectral estimate
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can be eliminated by multiplying the spectral estimate by a factor of

the form (Sinmn%/m»%)z. For example if

X(t) + X(t + 1) + oo« + X(t + 24)
24

Y24(t) = (4.1)
where

Yos4(t) = arithmetic mean averaged over period T = 24 hours, and

X(t) = measurement at time t, t measured in hours,

then the spectrum estimate as a function of frequency (W) will be:

2
. T
Sinmy=
i)
T
W

Sy,, @) = Sx@) (4.2)

where
Sx(w) = spectrum of X(t);
ISY24(w) = spectrum of Y5,(t); and

T = period used to obtain the average.

It is clear that Sx(w) the spectrum of X can be derived from the esti-
mated spectrum of Y24<t) with the aid of Equation 4.2.

Aliasing is a source of error which occurs as a result of digitizing
or converting continuous data into discrete numbers. If the sampled
values are separated too far apart, the sampled values could represent
either low or high frequencies in the original data. Figure 11 presented
by Griffith, et al. (25) indicates how the sampling introduces fictitious
frequencies, The solid)curve with a period of two days represents the
time series to be sampled and analyzed. With the readings taken every
three days, e.g. at points A, B, C, and D, a fictitious oscillation |

occurs., The dotted line connecting the points results in a curve with a®

period of six days. The original record contained no cycle of this
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period. If sampling had occurred at points E, F, G, and H, no fictitious

oscillation would appear. Therefore aliasing is greatly influenced by

the sampling. To show how the spectrum is altered by the effects of

aliasing Figures 12 and 13 were reproduced from Bendat and Piersol (26)

and Lumly and Panofsky (27) réépectively. The axes were relabeled for

consisfency in this report, The cutoff frequency, We»> known as the

Nyquist or folding frequency, is the frequency above which frequencies

will be folded back.
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‘Figure 12. Aliased Power Spectra Due to Folding
(a) True Spectra (b) Aliased Spectra
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S{w)

We

Figure 13. A Spectral Estimate Showing the
Characteristic Effect of
Aliasing, w, is the Nyquist
Frequency

Once the major sources of error are known, the estimated spectrum
for the various parts of the spectrum can be obtained and modified to
eliminate the effects of averaging and aliasing to obtain the true

spectrum.
Procedure for Obtaining the Spectrum

The horizontal wind vélocity:spectrum was estimated by obtaininé
spectral estimates for seven differént freQuenc& ranges, This resulted
in a total Spectrum:estimate in a frequehéy range from 0,0007 to 900 -
cycles/houf. The estimates’ were ‘obtained bybusing’Tukeyfs (22) lagged
products method., This method was chosen over the Fast Fourier Transform
algorithm because it was more suitable for the Aumber of sample observa-

>tions and the number.of lag products used. Gentleman and Sande (28)
indicated that fér lags less than 75 and for samples.up to 8000 that the
lagged products method was more ﬁractical.‘ Tukey's procedure uses N

observations to calculate autocorrelation coefficients with lags of O to
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m, Next the m *+ 1 coefficients are subjected to a cosine transform,
The transformed values are then smoothed using a three-term moving
average.' The smoothed m + 1 terms form estimates of the spectrum.

No one set of computing formulas is prescribed for calculating the
spectrum, Tukey (22) presented one set in his paper and he along with
Blackman (29) presented another set. Other sets of computing formulas
have also been presented; however, those originally given by Tukey were
arbitrarily chosen to obtain the various parts of the spectrum in this
study. N observations were used to calculate autocorrelation coeffic-
ients with lags of O to m. The coefficients were then transformed to
obtain the apparent power at the m *+ 1 frequencies, The transformations
were then smoothed by a three-term moving average with weights of 0,23,
0.54, and 0.23, to obtain the estimate of the power spectrum at the m + 1
frequencies., This three-term moving average is called Hamming (after R,
W. Hamming). The m + 1 spectral estimates occur at frequencies determined

by:

£.= =% (4.3)
where

r=0,1, 2, ..., m is the lag number;

m number of lags; and

At = sampling interwval,

The choice of m determines the frequency resolution of the spectrum.
For good frequency resolution, m should be selected as large as possible,
Howéver, for economic reasons, to keep the number of calculations to a
reasonable minimum, the size of m should be chosen as small as possible.

A scheme was devised by Griffith et al. (25) to aobtain good resolution
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but still keep m small. The scheme used was to estimate different parts
of the spectrum separately then piece them together later.

To understand better the choice of m, the following example is
presented from Griffith's paper. Let N = 1000 be the number of observa-
tions, let m = 6, and let the time between equally spaced data be one
day, then the spectrum estimates occur at frequencies: zero cycles/day,
1/12 cycles/day, 2/12 cycles/day, ..., 6/12 cycles as found by using
Equation 4.3. The first spectrum estimate at frequency, fo, applies to
a frequency of zero cycles/day, the second spectrum estimate plotted at
1/12 cycles/day measures the average estimate of the spectrum from O to
1/6 cycles/day even though the entire spectral estimate is plotted at
1/12 cycles/day. The third spectral estimate will appear at a frequency
of 2/12 cycles/day and so forth up to 6/12 cycles/day. Since the second
estimate measures the average estimate from O to 1/6 cycles/day, all' the
variations of velocities with periods larger than six days have been
lumped into a single estimate at 1/12 cycles/day. 1f estimates are
desired with periods greater than six days, say two months or 50 days,

m would have to be increased to about 60 or larger. With m = 60 the
amount of computation becomes excessive and the high frequency resolution
is greater than is actually needed. To avoid choosing m so large,
different samples are used to obtain the spectrum. Good resolution for
periods between two and 10 days is obtained by choosing the number of
lags to be 10 and choosing the sample period At of five days, That is,
At is five day non-overlapping averages.

The number of lags selected to estimate the various parts of the
gpectrum in this study ranged from m = 6 to m = 30, The lower number

being used when the number of observations were limited. In all cases
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\

however, the number of lags were less than one-tenth of the sample size.
Bendat and Piersol (26) recommend that m be less than one-~tenth of the
sample size to avoid instabilities in the estimates. Choosing m equal
to one-tenth of the number of observations can result in the spectral
estimate differing from the actual spectrum by an amount of 0,316 as
determined by the normalized standard error in Equation 4.4.

The normalized standard error equation is

(4.4

¢ =\[%

where
€ = normalized standard error defined by Bendat and Piersol;
m = number of lags; and
N = number of observations,

Normally € would be kept at about 0,10, however, errors up to 0,30 would
not be extreme in many applications of the power spectrum. Many applica-
tions of the power spectrum are for gross indications of frequency
content.

The equations used to obtain the spectrum are:

R e o S 0 s

p N - p (4.5)
where
Rp = autocorrelation coefficient;
p = the lag number which varies from O to m;
N = the number of observations; and
X = the sample value of the variable (wind velocity) minus the

mean wind veloclty for the time NAt.
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=1 2 phm _ 1 F ,
L. = = Rn + £ R + = 0<h< .
h o™t E cos Rpcos hm, _ m (4.6)

..]_ .
_ 1 m 1 &= P _
Ly =5 Ro * GDR + 2> DR, h=nm
p=1 J

where

Ly = the apparent line power at frequency h.
UO = 0.541:0 + 0.461;1

= 0.54L; + 0,23(Lg *+ Ly)

[an}
-
I

Uy = 0,54L, + 0.23(L; + Lg)
} (4.7)

Up-1 = 0.54Ly.1 + 0.23(Ly o + Iy)

U, = 0.54L, + 0.46L,_1
where

U, = the power spectrum estimate at frequency m.

The equality of the power spectrum estimates U, is measured by the
number of degrees of freedom associated with each estimate. The degrees
of freedom is a measure of the number of effective ffequencies assoclated
with a Chi~square distributioh (Xz/f) and, according to Blackman and
Tukey (29), the higher the degrees of freedom the greater the precision.
Since the Xy's are normally or Gaussian distributed, the autocorrelation

coefficients are distributed according to the Chi-square distribution
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law, The degrees of freedom for the lagged products are calculated by

the following equation:

oN - 3m
Degrees of Freedom = ___E_g— (4,8)
where
N = the total number of observations;
m = the number of lags.

The number of degrees of freedom for each portion of the spectrum along
with the frequency range and the number of lags used are summarized in
Table V,

-Once the number of degrees of freedom is known, confidence limits
can be calculated in order to portray the statistical significance of
the major peaks and dips of the spectrum estimate. To obtain the confi-
dence limits, recall that the spectrum is the distribution of the vari-
ance of the variable over the various frequencies. 8Since the spectrum
estimates are distributed according to Chi-square Xz/f (where £ is the
degrees of freedom as defined by Equation 4,8), the confidence limits
can be calculated to obtain the 957 confidence interval for the variance
02. That is, since the variance is distributed Chi-squared, we can use
the formula

Pr (—“—SLE < o2 <08 . 0.95 < (4,9
b a
where
s2 = the sample variance;
n = the degrees of freedom;
Pr = probability; and

a and b = constants determined from probability tables.



TABLE V

DATA FOR VARIOUS PARTS OF HORIZONTAIL WIND VELOCITY SPECTRUM OF FIGURE 14

Source Height Total Time Sample N=No. of Frequency No Degrees
Date and Time of of of Average Samples Range Lags of
Data Anemometer Samples Cycles/Hour Freedom
.1 Jan.,, '62-6 Nov., '62 Oklahoma City 55 ft, 310 Days 5-Day 62 0,0007-0,0042 6 - 19
"1 Jan., '62-19 July, '62 Oklahoma City 55 ft, 200 Days 1-Day 200 0.0035-0,021 6 © 65
l,Jan;, 162-9 Feb,, '62 Oklahoma City 55 ft. 40 Days 5-Hrs, 192 0,01 -0.1 10 38
1900 2100 . :
28 May, '66-30 May, '68 . Stillwater 23 ft. 50 Hrs, 30 Min., 149 0.1 ~-1.0 10 28~
1900 - 2000
28 May, '66-31 May, '68 = Stillwater 23 ft, 75 Hrs, 10 Min., 447 ~ 0,5 =3.0 10 87
1900 2100 :
28 May, '66-20 May, '68 Stillwater 23 ft, 50 Hrs, 75 Sec., 1500 0.8 =24~ 30 98 -
1200 1300

29 May 29 May ~ Stillwater 23 ft. 1 Hr, 2 Sec. 1800 30 -900 30 118

6%
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The constants a and b are determined from probability tables (32) to
obtain the random interval (nSz/b, nS2/a) having a probability 0,95 of

including the fixed but unknown parameter o2,

Results of Spectrum Estimate

Results of the power spectrum estimates shown in Figure 14 were
obtained by the reduction of data taken at Stillwater, Oklahoma, and
Oklahoma City, Oklahoma. Two locations were used because time did not
permit taking data samples for a long enough period to calculate the
estimates for the one and five day averages at Stillwater.

The data for the high frequency part of the spectrum was taken from
a Gill propeller anemometer mounted on a 20 foot platform located at the
South end of the Stillwater Airport. See Appendix C for a description
of the Gill propeller anemometer., The data for the low frequencylpart
was taken from standard meteorological data taken at the Will Rogers
International Airport in Oklahoma City. At Will Rogers the anemometer
.was a Bendix Friez Aerovane located 55 feet above the ground on Page
Hanger No. 3. Figure 14 depicts the total spectrum of the horizontal
wind velocity for heights near the ground. The legend indicates the
type of samples required to generate the various parts, The frequencies
at which the estimates occurred were determined using Equation 4.3, The
spectrum estimates presented in the figure were modified to eliminate
the effects of averaging and the last 20 per cent of each spectral esti-
mate was excluded to reduce the effects of aliasing.

Figure 14 is plotted on a logarithmic frequency scale since the
meteorological turbulence covers such a wide range of frequencies., Also

according to Panofsky and McCormick (27) the area between two frequencies
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under the spectral estimates represents the variance contributed in this
frequency interval only if the spectral estimates are multiplied by the
frequency. Therefore, the frequency times the spectral estimates are
plotted along the ordinate, Each spectral estimate was multiplied by a
conversion factor shown in Table VII in order to allow the complete
spectrum to be plotted on the same scale,

Table VII provides a summary of the results obtained for the spec-
tral estimates plotted on Figure 14, Table VI is a summary of the con-

fidence limits that appear on the figure.

TABLE VI

Confidence Limits for Spectral Estimates

Confidencg Sample Degrees of - ’ Confidence
Limit No, Var, s2 Freedom a b Interval
1 1.0 19 8.91 32,85 (0.58,2,14)

2 4,12 65 © 44,3 89,2 (3.,00,6.04)

3 0.3 38 22,65 56.0 (2.00,1,68)

4 0.68 28 15.31 44,46 (0.43,1,24)

5 1.0 87 63.0 ~ 104.,3 (0.59,0.97)
6 1.0 58 .. .38,2 _ 8.0 (0.72,1.54)

* )
Corresponds to numbers on Figure 14,

Approximately 90 per cent of the area is in the frequency range
0.0007 cycles/hour to 1 cycle/hour and approximately 10 per cent is in
the range 1 cycle/hour to 900 cycles/hour, This would indicate that the
four day energy peak contains most of the energy in the variations of

the wind velocity.



TABLE VI1

SUMMARY OF RESULTS OF SPECTRUM CALCULATIONS

Spectrum No, Sample Frequency Spectrum wSu(w) Degrees Conversion
Estimate “of Average . Estimates ter? of Freedom . Factor
No. Lags £t Uy e (N -3y gy
m AT sec 2
1 [ 5 Days 0,000695 0,229 1.0 19 100,0
2 0,00139 0,07 0,611
3 0,00208 0,091 1.03
4 0,00278 0,084 1,47
5 0.00347 0,087 1.9
6 B} 0,00417 0,0746 1,95
1 6 1 Day 0,00347 0,871 1.9 65 100,0
2 ’ 0,00695 0,6328 2,76
3 0,0104 0,636 4,15
4 0,0139 0,435 3.8
3 0,01735 0,253 2,98
6 0.0208 0,162 2,12
1 10 5 Hours 0,01 6.2 4,2 38 10,0
2 0,02 1.8 2,26
3 0,03 0.695 1,31
4 0,04 0,481 1.21
5 0,05 0.224 0,712
6 0,06 0,0958 0,361
7 0,07 0.0725 0,319
8 0,08 0,0766 0.386
9 0,09 0,074 0,417
10 0,10 0,05 0,314
1 10 30 Min, 0,1 1,088 0,68 28 . 1.0
2 0,2 0,304 0.38
3 0,3 0,109 0,205
4 0.4 0,0669 0,168
5 0.5 0,0428 0,134
6 0.6 0.0254 . 0,096
7 0.7 0,0159 0.070
8 0.8 0,00932 0.068
9 0.9 0.00986 0,051
10 1,0 0,00876 0,055
1 30 75 Sec, 0.8 0,199 0,101 98 0,1
2 1.6 0,132 0,1306
3 2.4 0,0632 0,0951
4 3.2 0,0394 0,0788
5 4,0 0,0311 0,078
6 4.8 0.0319 0,0957
7 5.6 0,0258 0.0905
8 6.4 0,0182 0,0732
2 7.2 0,0184 0,0836
10 8.0 0,0199 0.1002
11 8.8 0,0167 0,0927
12 9.6 0,0150 0.0904
13 10.4 0,0163 0,1068
14 11.2 0.0149 0,1052
15 12,0 0.0131 0.0992
16 12,8 0,0149 0.120
17 13.6 0.0148 0,126
18 14,4 0.0122 0,110
19 15,2 0,0113 0,1084
20 16,0 0,00959 0,0964
21 16,8 0,00856 0,0904
22 17.6 0,00939 0,104
23 18,4 0,01006 0.116
24 19,2 0,00885 0,117
25 20.0 0.00926 0.1165
26 20,8 0,00901 0,118
27 21.6 0,00798 0,108
28 22,4 0,00778 0.1095
29 23.2 0.00851 0,1245
30 24,0 0.00765 0,1156
3 30 2 Sec. 30 0,427 0.918 118 0.01
2 60 0.210 0.791
3 90 0.118 0,668
4 120 0,0705 0,531 ~
5 150 0,0477 0,448
6 180 0,0418 0,473
7 210 0,0336 0,443
8 240 0,0254 0.382
9 270 0,0189 0,322
10 300 0,0163 0,309
11 330 0,0144 0.298
12 360 0.0119 0.270
13 390 0.0110 0.270
14 420 0,0100 0,264
15 450 0,00877 0,248
16 480 0.00724 0.218
17 510 0,00684 0.2185
18 540 0,00838 0,284
19 570 0.00860 0,308
20 600 0,00703 0,265
21 630 ) 0,00517 0,205
22 660 0,00468 0,189
23 690 0.00510 0,221
24 720 0.00530 0.239
25 750 0.00491 0,231
26 780 0.00506 . 0.248
27 810 0.00485 0,246
28 840 0,00434 0,229
29 870 0,00420 0.229

30 ¥ 900 0,00409 0,231
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‘Conparison.With Previous Spectrum Estimates. -

The results of-thebhorizontal wind Velocity spectrum are comparable
with tnose_ootained Sy Van der‘Hoven (30) in New York in l956. Van der
Hoven used the samedprocedure to obtain the horizontal.wind velocity
spectrum for heights of 91, 108; and‘125 meters at the»Brookhaven ﬁatidnal

- Laboratory, New York, His results showed peaks and.valleys at the‘samev

;’freduenciesvas appear in'Figure 14‘ He concluded that'there were two

' maJor\energy peaks, one at a- period of 4 days attributed to the. passagev
of frontal systems and one at one minute which he attributed to mechanical”
and convective type of turbulence. He concluded that the energy peak at
one minute was unusually high because he used data obtained from very

high winds during a hurricane to: obtain that particular part of the spec-

i} trum, Figure 15 is a reproduction of Van der Hoven s results.

e
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Figure l5. - Schematic Spectrum‘of Wind Velocitnyear the Ground
~ . Estimated From a Study of Van der Hoven (1957).
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Evran though Van der Hoven had previously obtained the complete
spectrum of the horizontal wind welocity, it was thought desirable to
obtain the spectrum at heights that would be more representive of the
heights that a small or medium size wind generator.would operate, The
spectrum estimate for Oklahoma had a major peak at 4 days as did Van der
Hoven's; however the energy peak at 1l minute was not as pronounced,

Both energy peaks can be readily seen in actual wind recordings.
The four day energy peak or four day cycle can be seen in Figure 16
which is a plot of the hourly wind velocities for Oklahoma City., There
are definite peaks that cccur at period of approximately four days. The
one minute peaks can be seen in Figure 17 which represents an actual

wind record for a twenty minute period using two second samples,
Importance of Spectrum to Epergy Conversion

The vesults cf the horizontal wind velocity spectrum are signifi-
cant when considering energy conversion and storage systems for two
reasons, First, the designer of the storage part of the system must
design the storage large encugh to extract the maximum amount of energy
available in the four day energy psak, Second, the designer of the

lectro-mechanical {propeller, gears, and generator) system should

attempt te optimize the design in crder for the system to utilige the
enargy in the one~minute energy peak., As the size of the wind generator
incresses, less energy wiil be extracted from the one-minute energy
peak because the increased inertia of the system would prevent the output
from following the fluctuations of the input,

One additional factor about the horizontal wind which was not re-

vealed in the spectrum should be considered as important. This is the
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cyclical nature of the wind from month to month. Figure 18 represents
the average monthly wind velocities for Oklahoma City for four years.
The monthly average wind velocities have peaks and dips with a frequency
Qf oscillation of 12 months, The wind speed reaches a peak every twelve
months during April and dips to a low during the months of July and
August, Therefore, it might be possible for the storage system to be
built large enough to store energy during the high energy producing
months so that energy will be available during the low energy producing

months.

Estimated Spectrum of Simulated Data vs Estimated Spectrum

From Actual Data

As shown in the previous chapter, by comparisons of power calcula-
tions the simulated wind velocity model compared quite favorably with
actual wind velocity data. Another comparison of the horizontal wind
velocity would be to compare the estimated spectrum of the simulated
data and actual data., Results of spectrum comparisons are shown in
Figure 19. The estimated spectrum for the simulated data was approxi-
mately half-way between the estimate obtained by Van der Hoven and the
estimate obtained at Stillwater. All three estimates peaked at about
the same place, i.e, all three have energy peaks occurring at about one
minute. The simulated curve drops off much faster than the other two
because the simulated record is devoid of very high frequencies. This
can be seen in‘Figure 9, Data for curves B and C of Figure 19 are pre-
sented in Table VIII,

The difference in the heights of the peaks is attributed to the

average velocity of the data being used to obtain the spectral estimate.
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Figure 18, Monthly Average Wind Velocities for Will Rogers Field, Oklaghoma City, From 1961 to 1964
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SUMMARY OF SPECTRAL ESTIMATES FOR SIMULATED AND ACTUAL DATA

TABLE VIII

(ACTUAL DATA FOR STILLWATER, OKLAHOMA)

60

*k

fr Ur U% wi, wU%

0 0,597 0.96 0 0

30 0,426 0,821 80,3 155,0

60 0,210 0,426 79.2 161.0

90 0,118 0,158 66,8 89.6
120 0.070 0,068 52.8 51.3
150 0.0477 0,030 45,0 28.3
180 0.0418 0.0146 47.1 16,5
210 0.0336 0.008 44,3 5.27
240 0.0253 0.00426 38,2 3.81
270 0,0189 0.,00184 32,2 3.21
300 0,0163 0,000935 30.9 3,07
330 0,0143 0.,000916 29.8 2.97
360 0,0119 0,000920 27.0 2.69
390 0,0110 0,000921 27,0 2.70
420 0,0100 0.000926 26,4 2.45
450 0,00877 0.,000860 24,8 2.48
480 0,00725 0.000747 21.8 2.21
510 0.,00683 0,000619 21,8 1.98
540 0,00838 0,000508 28,4 1.72
570 0,00859 0.,000415 30.4 1.49
600 0.00703 0,000320 26,5 1.20
630 0,00517 0,000333 - 20,5 1.32
660 0,00458 0,000352 18,9 1.39
690 0,00510 0.000382 22,1 1.58
720 0,00530 0,000387 23.9 1.75
750 0.00491 0,000362 23,1 1,71
780 0,00506 0,000351 24,8 1.72
810 0.00485 0.,000334 24,6 1,03
840 0.,00434 0.000325 22,9 0.885
870 0.00419 0.000276 27,9 0.727
900 0.00409 0,000%200 23.1 1.13

* : )
Uy is the spectral estimate for actual data,

*k . . .
Uy is the spectral estimate for simulated data,
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Figure 19. Horizontal Wind Velocity Power Spectrum Comparisons

The average velocity for the curves was: 44.5 miles per hour fof‘curve
A, 25.0 miles per hour for curve B and 19.3 miles per hour for curve C.
If all three had the same average velocity, the simulated curve would be
very close to the other two except it would still drop off faster because

of the void in very high frequencies.



CHAPTER V
COMPARATIVE ANALYSIS OF VELOCITY AND POWER CURVES

In most wind studies for wind power épplications completed in the
past, the wind velocity duration curves were obtained by counting the
number of times that the hourly wind measurements were between pre-
determined velocity levels., This method of obtaining the velocity dura-
tion curves is tedious because of the long wind records that must be
reduced by manual means., Therefore, an automatic method for accumulating
the velocity duration curves was provided and the information obtained
was used to determine the wvalidity of using the one-minute hourly
averages for power estimates for potential sites.

The automatic method for obtaining the velocity duration curves
uses a series of detectors (windows or slices) that will record the
total time the wind wvelocity is within each window or slice, That is,
the velocity duration curves can be obtained directly without tedious
hand reduction. This is gccomplished by letting a mechanical counter be
operated by a motor whenever the velocity of the wind is within the
range set on the counter, For example, one counter would be used for
each velocity range desired, 0-~6 mph, 6-12 mph, 12-18 mph, etc.

A crude detector similar to this was built by Jensen (2) in Denmark
which had a series of pressure plates that were adjusted to cause éeveral
counters to operate whenever the pressure on the plates exceeded a pre-

determined setting. One pressure plate was used for each velocity
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window., This detector was large and bulky but it did provide sufficient
information to obtain the velocity duration curve which in turn provided
the necessary information to obtain the power duration curves and finally

to estimate the amount of extractable power for a given location.
Velocity Distribution Analyzer Circuit

Because the velocity_duration curves are essential in making
adequate estimates of power, it was thought desirable to design a small, .
easily constructed and economical detector to obtain these curves, Such
a detector was designed and built as part of this study. Figure 20 is a
photograph of the detector and Figure 21 is a circuit diagram of the
system designed to obtain the amplitude distribution of the horizontal
wind velocity.

The Amplitude Distribution Analyzer (Slicer) is driven by a standard
four-cup anemometer which produces an a~c voltage proportional to the
wind velocity. The a-c voltage signal increases in both frequency and |
amplitude as the wind velocity increases; therefore, the amplitude dis-
tribution analyzer could have been built to switch either when the
amplitude changed or when the frequency changed. It was decided to lét
the amplitude changes cause the switching, The circuit components con-
vert the varying a~c voltage signal into a.d-c voltage in a multiplier
circuit., The d-c¢ voltage signal is then used as an input to six parallel
Schmitt trigger circuits which are coupled to relay drivers, relays, and
running time meters. Two typical a-c voltages and their respective d-c
voltages are shown in Figure 22.

The theory of operation éf the slicer is quite simple; 1.0 K ohm

potentiometers are set to switch each successive slice level at a



(a) Front View

(b) side View

Figure 20. Velocity Distribution Analyzer
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different d-c voltage levelg As the velocity increases or decreases, a
given threshold level is passed and causes a particular running time
meter to turn on and another one to turn éff. Logic for the analyzer is
accomplished by using the output of the relay driver and both sides of a
double action relay. For example, when the input to relay driver No. 1
reaches a plus reference, relay No. 1 operates and causes meter No, 1 to
turn off and meter No. 2 to turn on. Meter No. 1 will remain off as
 long as the velocity is above the first slice level, When the input
increases above the setting for slice two, relay driver No. 2 receives a
plus reference causing relay No. 2 to operate which in turn stops meter
No, 2 and starts meter No, 3.

The slicer circuit was calibrated in the Oklshoma State University
Agriculture Engineering wind tunnel, Results of the calibration are
shown in Appendix E, The calibration was verified by comparing the out-
put of the fast response Gill propeller anemometer to the cup anemometer
output feeding the slicer circuit, Figure 23 is a plot of the calibra-
tion wind tunnel results., This calibration curve can be used to deter=-
mine the proper voltage setting for a desired switching level, Voltage
levels for obtailning the veloclity duration curves were setvas shown in
Taeble IX, 1.e, the first slice level included all velocities f£rom O to 6
mph, the second from 6 to 12 mph, ete.

As a check on accuracy of the velocity distribution analyzer, hourly
comparisons were made between data obtained from the circuit and data
obtained from two second samples of the actual wind velocity. Table X
is a summary of four such comparisons, Based on these comparisons, it
was £elt that the analyzer was satisfactory in obtaining the velocity

distribution curves.
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Distribution Analyzer

TABLE IX

VOLTAGE LEVEL SETTINGS FOR SLICE LEVELS

Slicer Velocity Width Voltage Width Voltage Switch
Number (mph) (Volts) Level (Volts)

1 0-6 0-1.35 -—--

2 6-12 1.35-1.95 1.35

3 12-18 1.95-2.5 1.95

4 18-24 2.5 -3.0 2.5

5 24~-30 3.0 -3.5 3.0

6 30-36 3.5 -4.0 3.5

7 36- 4.0 - 4.0




TABLE X

COMPARISON OF VELOCITY DISTRIBUTION ANALYZER DATA TO DATA OBTAINED FROM TWO SECOND SAMPLES

Date Source ToFal Time Time in Velocity level in Minutes

and . of Minutes : .

Time Data - 0-6 MPH 6-12 MPH 12-18 MPBH 18-24 MPH 24-30 MPH 30-36 MPH _ 36- MPH
1306 Circuit 60.0 . 0.8 5.8 35.4 17.5 6.5 0 0
to . o : '

1406 Two Sec. : :

26 May Samples 60.0 1.0 5.8 35.6 17.2 0.4 0 0
1300 Circuit 60.0 0 4,1 23.1 27.8 5.0 . o , 0

- to

1400 Two Sec. ' _

28 May Samples 60.0 0 4,0 23.0 28.0 5.0 0 0
1220 Circuit 60,0 0 1.3 23.0 30.4 5.4 0 0
to : ’

1330 Two Sec. : ,

30 May Samples 60,0 0 1.6 22.8 31.0 4.6 0 0
1603 Circuit 60.0 0 0 2.4 31.9 23.6 2.1 0.1
to

1703 Two Sec.

14 JuneSamples 60.0 0 _ 0 2.6 32.0 23.0 2.4 0
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Comparison of Velocity Distribution Curves

There were two purposes for building the slicer; the first, as
previously stated was to provide an economical method to obtain velocity
duration curves. The second was to compare simultaneously the data
obtained from the slicer circuit and the data obtained from one-minute
hourly averages. The second purpose was to provide some indication as
to how reliable the one-minute hourly averages are in predicting energy
estimates for a given location.

In order to accomplish the second objective, it was necessary to
group dafa from the one-minute hourly averages into the same velocity
levels as set on the slicer circuit. Table XI is a summary of the»day
to day distribution of one-minute hourly averages. The values listed in
the table represent the total hours that the winé velocity was in the
slice Lgvel. Table XII is a summary of the total time spent in each
slice level from both the slicer and the hourly averages. The hourly
averages were manually counted to obtain the total hours that the wind
velocity was within the specific interval.

The data of Table XI were plotted in Figure 24 to obtain the veloc-
ity duration curves which were then used to obtain the power duration
curves shown in Figure 25. The extractable power is determined by
finding the area under the power duration curves for velocities above
the cut-in velocity éf the wind generator.

The power extractable for the resulting power duration curve using
the one-minute hourly averages is slightly larger than the power extract-
able from the slicer power duration curve as seen by the shaded areas of

Figure 25. The one-minute hourly averagé extractable power is larger by



SUMMARY OF ONE-MINUTE HOURLY AVERAGES 0800 23 MAY TO 0800 5 JULY

TABLE XI

71

Velocity Level

Date 0-6MPH 6-12MPH 12-18MPH 18-24MPH 24-30MPH  30-36MPH  36-MPH
May 23 - 11 3 3
24 7 15 1 - 1
25 1 9 4 4 1
26 3 12 7 - - -
27 9 9 6
28 6 11 4 '3
29 11 12 1 .
30 - 1: 8 3
31 4 19 1
June 1 12 11 1
2 11 13
3 17 7
4 13 8 3
5 6 9 8 1
6 - 8 10 6
7 - 11 8 5
8 1 12 7 2 2
9 - 8 9 6 - 1
10 2 8 8 3 2 1
11 17 7
12 12 12
13 2 9 5 6 2
14 - 1 6 18 4
15 7 8 6 2 - 1
16 14 10
17 12 12
18 S 10 4 1
19 9 13 2
20 9 6 9
21 4 17 3
22 6 6 11 1
23 1 5 11 4 3
24 6 12 5 1
25 8 9 5 2
26 &4 5 9 5 1
27 7 7 7 3
28 - 5 3 3 3 5
29 - - 1 6 10 6
30 1 1 2 12 6 1
July 1 15 3 4 - 1 1
2 8 6 10
3 8 16
4 17 6 i
5 6 1 .
TOTALS 285 395 193 105 36 16



TABLE XII

COMPARISON OF SLICER DATA WITH ONE-MINUTE HOURLY AVERAGES - TIME 1034 HOURS

Velocity Total Hours Total Time Per Cent of Total Hours Total Time Per Cent of

Level in Velocity Minus - Time Above in Velocity Minus _ Time Above
Level Hours Lower Limit Level From - Hours in Lower Limit
From Slicer in Lower Level of Slice Level One-Min, Hourly Lower Level of Slice Lever
Averages
0-6 301 1034 100 285 . 1034 100
6-12 . 396 733 71.0 395 749 72.3
12-18 180 337 32.6 193 . 354 34,2
18-24 103 157 ' 15.2 105 161 15.6
24-30 40 54 5.22 ' 36 56 5.4
30-36 10 14 1.35 16 20 1.93
36- 4 4 - 0.39 s 4 4 0.39
TOTALS 1034 ———- L memmea 1034 ———- .

¢L
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Figure 24, Velocity Duration Curves for Stillwater, Oklahoma,
(0800 23 May to 0800 5 July, 1968) '

the amount shown by the dark shaded area of the figure. This difference,
however, is not significant and appears to approach zero as the interval
of time for comparison of the two sources of data increases.

A daily comparison of the slicer data with the one-minute hourly
data, reveals that large differences occur in the two velocity duration
curves., A comparison of longer time periods again indicates much smaller
differences, Fpr'example, from 0900 27 May to 0900 28 May, the two
sources differed significantly. See Table XIII, Table XIII reveals
that the wind velocity exceeded level three for 64 minutes while the

one-minute hourly averages did not indicate any wind wvelocities above



35 T j T T
{ i
AREA REPRESENTING MAXIMUM 1
/] EXTRACTABLE POWER USING SLICER |
+ AREA REPRESENTING MAXIMUM EXTRACTABLE |
" & d POWER USING ONE-MINUTE HOURLY AVERAGES
i _
4. .
n 25K -
|_
— A .
(=4
= 14 4
: o 4 E
8 [ ‘
< 20§ -
7 ‘
=z 2 1
(@]
o ]
d -
a 15 -
wl
Cn -4
-]
U -
>_ “ -
=
= ]
S .
=10
> -
CURVE FORM ONE-MINUTE HOURLY AVERAGES -
5 ‘ ~1
[ CURVE FORM SLICER DATA |

0 20 40 60 - 80 100
’ PERCENT :

Figure 25, Power Duration Curves Corresponding to Veloeity

Duration Curves in Figure 23

74



75

TABLE XIII

COMPARISON OF SLICER DATA WITH ONE-MINUTE HOURLY AVERAGES
0900 27 MAY 'TO 0900 28 MAY

Velocity ‘ Total Min. - Total Min.
Level ‘ in Velocity in Velocity
Level (Slicer) _ Level (One-Min,)
1 237 300
2 760 780
3 279 360
4 145 ‘ 0
5 17 0
6 2 0
7 0 0
Total Time _ 1440 1440

that level. If one were to take aﬁother day‘at random, just the opposite
indication might occur.

Comparisons of velocity duration curves for relatively calm periods
and for periods of high winds were made to further verify the dependabil-
ity of the one-minute hourly averages for use in energy estimates., Fig-
ure 26a through 26d shows that the one-minute hourly averages result in
higher readings part of the time and lower readings part of the time.
Ovef a longer time, say two months or more, the two curves are approxi-

mately the same. This was shown in Figure 24,
Linear Regression Analysis

In an attempt to further verify how close the one-minute hourly
averages compare with the true wind velocity averages, linear regression

analysis techniques were used. That is, the hourly one-minute averages .
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were compared to the true velocity averages determined by sampling the

wind velocity at a rate of one sample every 15 seconds. A scatter dia-
gram was plotted for the data and a straight line curve was fit to the

data. Scatter diagrams and straight line approximations were obtained
for the wind velocity and the corresponding extractable powers.

Figure 27 is the scatter diagram for the wind velocities. The hor-
izontal axis represents the true wind velocity average derived from the
15 second data samples and the vertical axis is the one-minute hourly
averages taken at the beginning of each hour. A least square straight
line approximating curve was obtained by applying standard curve fitting
methods.

The least square regression line of Y(one-minute hourly average) on
X(time average) can be assumed with a form Y =X, Y = aX, or Y = ag t+ ajX.
The test hypothesis Y = X was selected.

The qualitative manner in how well the line describes the relation-
ship between the variables can be determined by direct observation of
the scatter diagram. However, if a quantitative comparison is desired,
measures of correlation must be considered. These measures of correla-
tion are the standard error of the estimate and the coefficient of cor-
relation. The standard error of the estimate is a measure of the scatter
about the regression line and is found by the equation

(¥ -y 7
SY,X = '—T— (5.5)

where
Yost = the estimated value for Y; and

N = the number of observations.

The correlation coefficient is defined as the covariance of X and Y
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divided by the product of the standard deviations of the variables X and

Y. That is,
SXY
r = -t (5.6)
SxSy
where
r = correlation coefficient;
2
Sxy =:§%§— = covariance of X and Y;
Eﬂxz
Sx = N = standard deviation of X; and

S¢y = standard deviation of Y.

%
i

If the standard error of the estimate is small the points are close
to the regression line and if the correlation coefficient r is close to
unity there is good correlation between the two variables.

The regression lines, Y = X and X = Y, are the regression lines of
Y on X and X on Y respectively. The regression line of X on Y is used
for estimating true hourly averages from the one-minute averages obtained
at the beginning of the hour. The standard error of the estimate for X
on Y is 3.49 and the correlation coefficient is 0.879.

Since the power is proportional to the velocity cubed, it was
thought desirable to obtain a scatter diagram and linear regression
curve for the power data. Figure 28 is the scatter diagram of the power
using 189 samples. The linear regression line, standard error of the
estimate and correlation coefficient, are found in Table XIV, Table XIV
is a summary of regression analysis between: the one-minute hourly
averages and the true velocity averages, between the estimated extract-
able powers, between velocity and estimated power averaged over 12 houts

and between velocity and estimated power averaged over 24 hours.
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TABLE X1V

SUMMARY OF REGRESSION ANALYSIS FOR VELOCITY AND POWER COMPARISONS

Variable No., Correlation Standard
Regression Compared Samples Coefficient Error of
Used Estimate
Xon¥ Velocity :
(1 Hr, Data) 249 0.879 3.71
Velocity ‘
(12 Hr, Ave.) 20 0.979 1.26
Velocity
(24 Hr. Ave.) 10 0.980 1.07
Power
(1 Hr, Data) 189 : 0.878 453.9
Power
(12 Hr. Ave.) 16 0.977 156.7
Power
(24 Hr. Ave.) 8 0,975 144.,0
Y on X Velocity
(1 Hr, Data) 249 0.879 3,48
Velocity
(12 Hr. Ave.) 20 0.979 1.28
Velocity
(24 Hr, Ave.) 10 0.980 1.13
Power
(1 Hr, Data) 189 0.878 431,2
Power ,
(12 Hr. Ave,) 16 0.977 121,8
Power ‘
(24 Hr. Ave.) ’ 8 0.975 111.9

Summary of Comparisons

As a result of the comparisons between the wvelocity duration curves
and the linear regression analysis, it appears that the one-minute hourly

averages are quite suitable for use in predicting energy estimates for
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potential wind power sites, This is true, even though there are extreme
inaccuracies in an hour by hour comparison of the velocity measurements.
This conclusion contradicts the idea that the energy estimates have
large errors because data are ignored for 59 out of every 60 minutes
when the one-minute hourly averages are used. This result could be
attributed to the fact that there is no apparent difference between the
probability of obtaining a high one-minute average or a low one-minute
average when compared to the true velocity average within the hour.

The amplitude velocity distribution analyzer designed as part of
this study is adequate for obtaining the velocity duration curves for
potential wind power locations whenever the standard meteorological data

are not available.



CHAPTER VI
CONCLUSIONS AND RECOMMENDATIONS
Summary and Conclusions

The objectivegof this study was to make a detailed analysis of the
wind to provide information that could be ﬁsed to aid in the optimizati§n
of wind power systems, Three‘major areas of interest were considered.
The first was the aevelopment of a suitable model of the horizontal wind
velocity that could be used to simulate the wind. The second was to
apply spectrum analysis techniques to the time series representing the
horizontal wind velocity to find the power spectrum of the horizontal
wind. The third was to determine how useful the one-minute hourly aver-
ages obtained at standard meteorological stations were in making energy
estimates for potenfial wind power sites. To aid in this determination,
a velocity amplitude distribution analyzer was designed and constructed,

The simulation model presented in Chapter 11 simulates the wind for
applications to wind power, generation better than previous models., The
model could be used to simulate the wind velocity for only a few minutes
or it could be used to simulate the wind for one hour or longer. It is
easlly generated énd can be used to optimize the wind conversion equip-
ment and the energy storage equipment. This conclusion was based on the
fact that the simulated model for a given wind velocity accurately pre-

dicted the estimated energy. This was shown by making comparisons to
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the actual energy for the same value of wind veloéity.

The horizontal wind velocity spectrum obtained and discussed in
Chapter III reveals that there is a four day energy peak which can be
attributed to the passage of major frontal systems. The designer of the
energy storage sub-system should take into account this four day energy
peak when determining the size of storage required. The horizontal wind
speed spectrum also contained a small peak at one minute which is attrib-
uted to convective turbulence. This one minute peak may be of little
importance to designers of large systems where the inertia is so large
that tﬁe system cannot follow the fluctuations of the input. However,
the energy in the one minﬁteypeak may result in an increased power out-
put of approximately 10 per cent for small wind energy systems if the
system is small enough to allow the system to follow the one minute
fluctuations.

The one-minute hourly averages obtained at standard meteorological
stations are suitable for use in making energy estimates. This is the
case even though 59 out of every 60 minutes of hourly wind velocity data
are ilgnored,

The velocity distribution analyzer designed as part of this study
is a good and economical method for obtaining velocity duration curves
at potential wind power sites where sufficient wind data are not normally
available and for making comparisons with data collected at meteorological

stations,
Recommendations for Further Study

There are a number of investigations that would be desirable to

continue the work in the wind energy area. A few of the more important
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investigations are:

Further comparisons of the velocity duration curves obtained from
the one-minute hourly averages and the distribution analyzer would be
useful. That is, month by month, semi-annual, and annual comparisons
could be made to further verify results obtained in this study.

Comparisons between the distribution analyzef data and data obtained
at several standard meteorological stations should be made to obtain
comparative velocity duration curves for a number of different locations.
This could be accomplished quite easily since data is presently being
taken for the one-minute hourly average velocities and since the velocity
distribution analyzer would be relatively easy to relocate,

Refinements to the distribution analyzer could be made to provide
convenient calibration checks or automatic adjustments. Also additional
distribution analyzers could be built to allow data collection at
several different locations simultaneously.

The different model of the horizontal wind which could possibly be

investigated is a model using two jointly normal random variables with

means VO, with variances 02

as obtained in this study and with the
exponential function of time determined as shown in Appendix B.

Other extensions to this study can use the simulated wind velocity
model to optimize design of the wind energy conversion equipment. This
would entail varying the parameters of the system while using the simu-
lated wind velocity as an input. A family of curves can be obtained for
different values of the parameters, Befdre the family of curves can be
obtained, it 1s necessary to relate the input velocity for & wind energy

system to the input torque on the propeller and to the angular velocity.

The development of this relationship between input wvelocity and torque
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and angular velocity would be a most important extension of this work,
As in most research projects, the theoretical and estimated results
should be verified by actual dété;"Therefore, small energy systems
should be paired with a cup anemometer feeding the velocity distfibution
analyzer. This would allow comparison of actual extractable energy with
estimated extractable energy determined from the power duration curve

derived from the velocity distribution analyzer.
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APPENDIX A
DEFINITIONS

Because this study considers concepts from unrelated areas, defini-
tions of some of the more important terms are included. Numbers beside
the term correspond to the reference where the definition was obtained.
No number indicates that it is a definition peculiar to this study.

Aliasing (29). That property that removes energy from a high fre-
quency and makes it appear at a lower frequency. The aliasing effect is
due to the finite spacing between observations which make it impossible
to observe higher frequency oscillations than twice the period between
oscillations,

Amplitude Distribution Analvzer, A device to obtain an estimate of

the distribution function of the amplitude of a signal.,

Autocorrelation Function (29), The normalized autocovariance func-

tion (normalized so that its value for lag zero is unity), or R(T) =
E X(t) ° X(t + T) = expected value of the product of random variable
X(t) and X(t * 7).

"Autocovariance Function (29). The covariance between X(t) and

X(t * 7) as a function of the lagvTo If the averages of X(t) and
X(t + 7) is zero, it is equal to the average value of X(t) X(t *+ T),
Chi-Square Random Variable (29)., A random variable distributed as

2 , .
Xi LR CELE Xﬁ with X3, X5, ..., X independent and Gaussian and

have average zero and variance unity.
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Covariance (29). A measure of common variation between two quanti-
ties, equal to the average product of deviations from averages.
Cube Factor (7). The cube root of the gnergy pattern factor.

Correlation Coefficient (29). A measure of the correlation between

two or more variables,

Degrees of Freedom (29), As applied to chi-square distributions

arising from quadratic forms in Gaussian variables, the number of
linearly independent squared terms of equal size into which the form can

be divided.

Energy Pattern Factor (7). The total energy in the wind divided by

the energy calculated by cubing the average wind velocity,

Fast Fourier Transform (28). An algorithmic process for calculating
with great computational efficiency the Fourier coefficients of a given
series,

Folding (Nyquist) Frequepcy (29). The lowest frequency which '"is

its own alias'", that is, is the limit of both a sequence of frequencies
and the sequence of their aliases. The reciprocal of twice the time
interval between sample values.

Gaussian (29). A single quantity, or a finite number of quantitieé
distributed according to a probability density representable by e to the
power minus a quadratic form.

Gust (7). A sudden deviation of the horizontal component of the
velocity from the average wind velocity.

Hamming (29). The operation of smoothing with weights 0.23, 0.54,
and 0.23. (After R, W. Hamming) .

Lag (29)., A difference in time of two events or walues considered

together.,
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Lagged Product (29), The product of two values corresponding to

different times.

Least Square Curve (Line) (33). A curve having the property that

the sum of the squared distances from the estimation curve to the actual
data points is a minimum.

Line Power (29). A finite contribution associated with a single
frequency.

Mean Lagged Products (29). The mean of products of equally spaced
lagged products,

One-Minute Hourly Averages. The velocity obtained by averaging the

wind velocity each hour for a duration of one minute. Reported as the
average wind velocity for the entire hour by standard meteorological
stations.

Power Duration Curve (7). A curve obtained by cubing the values of

velocity of a corresponding velocity duration curve.

Power Spectrum (Spectral Density) (29), A value of a function or
the entire function whose integral over any frequency interval represents
the contribution from that frequency interval,

Regression Curve (33). A least squares curve which fits the sample

data and is used to estimate the value of one variable from a given value
of another., To estimate X from a given value of Y we would use a regres-
sion‘curﬁe of X on Y.

Resolution (33)., A measure of the concentration of a spectral
estimate expressed in frequency units,

Scatter Diagram (33), A plot of two variables say X and Y on a rec-

tangular coordinate system. If all points on the scatter diagram seem

to lie near a straight line, the correlation between X and Y is linear.
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Spectral Density Estimates (29), Estimates of the spectral density,

termed raw when obtained from equispaced mean lagged products by cosine
series transformation, refined when hanned or hammed from raw estimates
or obtained by an equivalent process,

Stationary (29). An ensemble of time functions or random process
is stationary if any translation of  the time origin leaves its statis-
tical properties unchanged.

True Hourly Average. The average wind velocity for an hour obtained

by sampling actual wind velocity data every two seconds.

Velocity Duration Curve (7). A curve showing the range of the wind

velocity per given time for which the wind speed equals or exceeds each
ordinate value of.velocity. Also known as velocity distribution curve.

Variance (29). A quadratié measure of variability of the average
squared deviation from the average.

Wind Velocity. Refers to the magnitude of the wind speed in the

direction of the horizontal component,

\



APPENDIX B
GENERATION OF EXPONENTIAL RANDOM VARIABLES

The exponential random variables were generated by a method based
on the probability integral transformation., The probability integral
transformation is the transforﬁation of a random variable X into a uni-
formly distributed random variable U = Fy(X), Parzen (21) in effect
shows that a continuous distribution function of a random variable is
uniformily distributed over an interval 0 to 1, Therefore, since there
is a one-to-one correspondence between a random variable and its distri-
bution function, a group of random numbers may be used to calculate a
group of independent and identically distributed random variables, For
the exponential distribution with unit parameter, the random variable

may be expressed as:

X = -(%) logg [} - FX(XZI (B,1)
where

FX(X) is uniformily distributed over the interval 0 to 1; and

A = the exponential parameter.

If the generation of exponentially distributed random variables are
considered in more detail, the following results would be obtained. If

a density function

e“kx for x>0
f(x) = (8.2

0 otherwise,
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is given, the distribution function.can be found by taking the integral

from -® to x, i.e.

X X
F(x) = § re Mar = re Mar . (B.3)
o 0

A

Performing the integration results in F(x) = 1 - Ae "* which can be

written as

oM o Lo Flx) . (B.4)

Now if we take the logarithm of both sides of B.4, which is possible

since F(X) is single valued, the following equation is obtained:

X = -(%) log, [l - F(xi] . (B.5)

The new variable is exponentially distributed with parameter A. Figure
29 is a histogram of three hundred exponential numbers generated in this
manner with parameter A = 1, Other types of random variables can also

be generated by this method.
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APPENDIX C
TEST EQUIBMENT

A brief description of the test equipment used and the type of data
collected are discﬁssed in this Appendix, Thg equipment used consisted
of an analog to digital coverter, a fast response anemometer, a standard
4-cup anemometer and an amplitude distribution analyzer (slicer circuit),
Figures a and b of Figure 30 are photographs of the equipment uséd and
Figure 31 is a block diagram of the data flow. The block diagram shows

the flow of data from the wind source to the computer output.
A-D Converter

Analog or éontinuous signals were converted to digital voltages and
punched on paper tape by the A-D conversion system designed by Honeywell.
The system consisted of:

1. A power supply which provided regulatedvpower to the other

units of the system.

2. A model 620 digital voltmeter which encoded and converted the
voltage reading to a binary number which is then punched on a
paper tape.

3. A model 700-40 scanner which is a multi-position signal switch
that can select any one of forty three wire-inputs and route
the inputs to a single three-wire output,

4, A model 825B output control unit which converts parallel input
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(b) External Equipment

(a) Internal Equipment

Figure 30. Test Equipment Used to Obtain Wind Velocity Data, (a) Honeywell A-D Equipment (Left),
Gill Propeller Anemometer Power Supply and Indicators (Upper Right), Amplitude
Distribution Analyzer (Center Right), (b) Gill Propeller Anemometer and 4-cup
Anpemometer.
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data from the digital voltmeter to serial output data which is
routed to the teletype paper tape punch machine.

5. A Teletype BPRE-11 paper tape perforating machine that receives
commands from the digital voltmeter, the scanner and the output
control unit to punch a ten character message each time a chan-
nel is selected. The message includes the channel number and

the digital reading.
Gill Propeller Vane, Model 35001

The Gill Propeller Vane was designed and developed by Gerald C.
Gill, Professor of Meteorology of the University of Michigan. The pro-
peller vane provides sensitive measurements of the horizontal wind direc-
tion and wind velocity. It was built by the R. M, Young Co., of Ann
Arbor, Michigan.

The wind speed sensor section of the vane employs a foamed poly-
styrene two blade propeller molded in the form of a generated helicoid.
The propeller rotates 0.96 revolutions per foot of wind for all speeds
above four feet/second (2.7 MPH). The propeller drives a miniature D.C.
tachometer generator thréugh a flexible coupling. The wind speed signal
is connected through an adjustable resistor to the power supply trans-
lator to allow for calibration, The signal is unipolar and adjustable
from zero to about *5% volts (for 50 MPH full scale). The voltage signal
is calibrated to 0.50 volts at 50 MPH and there is a voltage change of
10 millivolts per MPH., The wind speed is.directly related to the output
voltage, i.e., 0.010 volts represents 10 MPH and 0,020 volts represents
20 MPH.

The propeller specification as taken from the instruction manual
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are as follows:

Blades 2

Diameter : 9 inches
Range 75 MPH
Threshold 0.3-0.5 MPH
Distance Constant 3.4 feet

In addition to the wind speed sensor there is a wind direction sen-
sor to provide accurate azimuth information and a power supply translator
to provide a regulated power supply for the wind direction potentiometers
and to provide the necessary calibration adjustments for the wind speed

and wind direction signals.

4-Cup Anemometer

The 4-cup anemometer is a non-totalizing anemometer which has 2 3/4
inch cups on a rotor with a turning diameter of 10 inches. It has an
alternating current output with the cup wheel starting speed at approxi-
mately two MPH. 1Its output voltage is directly proportional to the cup

wheel rotation,

Amplitude Distribution Analyzer

The velocity amplitude distribution analyzer circuit used for data
reduction was designed to record the number of hours that the wind
velocity was within each of seven velocity levels. Details of the

design and theory of operation are presented in Chapter V.,

Computers

The IBM 7040 and IBM 1620 were used for data reduction, generation



of models and plotting of data.
Wind Tunnel

The Agricultural Engineering Department's wind tunnel was used for

testing and calibration of the amplitude distribution analyzer.
Data Requirement

Information desired from the equipment consisted of values of vel-
ocity at sample rates varying from two second samples to samples taken
for’a duration of one minute each hour. The two second, 20 second, 75
second, 10 minute, and one-half hour samples were necessary data used to
calculate parts of the power spectrum described in Chapter IV, The
samples taken each hour for a duration of one minute were uéed to obtain
the velocity duration curves, ILf additional time had been awvailable,
hourly averages would have been used for the generatidn of the remainder
of the power spectrum, The hourly samples were also used to make compar~

isons with the true velocity average for the hour.



APPENDIX D
USEFUL RESULTS AND DATA FOR ANALYSIS
Sampling of Horizontal Wind Records

In order to analyze the horizontal wind velocity, it was necessary
to convert the continuous wind record to a discrete digital record by
sampling. The sampling rate for data used in this study varied from two
second samples to samples taken each hour. The two second, 20 second,
75 second, 10 minute, and one-half hour samples were used to obtain
parts of the spectral estimate.

| The sample rate used to estimate the extractable energy in the wind
for comparisons with the simulated model was one sample évery two sec-
onds. The sample rate used to obtain the "true" hourly mean velocity
which in turn was compared with the one-minute hourly averages was one
gample every 15 seconds, Accofding to L, Lee (32) the sample rate of
H = 2 seconds would introduce an error of 0.74 per cent in the total
energy while the sample rate of H = 15 seconds would introduce an error

of less than five per cent.
Power vs, Velocity Curves

Power calculations were made by assuming a six foot diameter propel=-
ler. The gix foot propeller was assumed because 1t 1is a typlcal size

for many small scale wind generators and because Equation 2.1, P = KAV3,
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reduces to a simple function of veloéity: 0‘,0001\/3 kilowatts or 0,1V3
watts., Figure 32 depicts power curves plotted as a function of velocity.
These curves could be used to obtain an estimate of the power for any
length of propeller by multiplying P = 0.1V3 by the necessary factor to
change the diameter of the propeller. That is, the maximum thecretical
power that could be extracted from a twelve foot diameter propeller would
be twice the power values plotted on the figure. This figure is pre-
sented to provide a convenient method for relating velocity in miles per

hour to power in watts.
Data

The data used in this study to obtain the velocity duration curves
are presented. The meter readings at the start and end of data on the
distribution analyzer are listed in Table XV. The data for the hourly

one-minute averages are presented in Table XVI,
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TABLE XV

DATA FROM VELOCITY DISTRIBUTION ANALYZER

Total

Meter Number » _
Date rime | No. 1 No. 2 No. 3 No. & No. 5 No. 6 No. 7
O<6MPH _ 6-12MPH  12-18MPH 18-24MPH 24-30MPH 30-36MPH- 36-MPH
Start 0800 23 May, 1968 183,020.6 27,962.2 66,078.0 29,888.5 -18,249.2 13,438.2 8,557.9 17,612.6
End 0800 5 July, 1968 244,570.0 46,669.4 89,205.,0 40,656.3 24,387.4 15,824.7 ~9,129.5' .17;865.3_
Total Time ‘ _ o
(Minutes) 61,449,4 '18,707.2 22,127.0 10,767.8 6,138.2 2,386,5 571.6° 252,7
on_Each Meter T . o
Total Time : ‘ _
(Hours) 1,024,.1 311.8 368.6 179.5 102.3 9.5 4.2

on Each Meter

39.8

901



ONE-MINUTE HOURLY AVERAGES FOR

TABLE XVI

STILLWATER, OKLAHOMA -

0800 -23 MAY TO 0800 5 JULY,

1968

Hour

May
23 26 25 26 27

28

29

30

10

11

13

14

June

15

16

18

20

2y 22

2625

26 27

28

28 __30

July
3

4 5

0100
0200

0300

0500
0600
0700
0800
0800
1000
1100
oo
1300
1400
1500
1600
1700
1800
1900
2000
2100
2200

2300

9.2 20.5 13.3 3.7
1.5 8.2 45,2 4.1

2.8 9.3 12.5 7.7

0.7 10.3 12,0 4.8

6.0 19.4 9.4 2:4

9.5 27.6 10.4 2.7

8.7 13.5 13.6 4.2

237 9.9 19.6 B.1 0.4
23.2° 7.3 8.2 9.0 6.4
11.0 5.7 7.8 10.3 5.4
9.1 8.0 6.1 16.7 16,9

12.4 BT T8 15.0.17.3
11,6 8.1 8.8 36.7 17.6
11.1 6.4 10.3 16.0 11.6

11,2 5.3 18.4 7.4 4.5

19,7 6.1 11.3 8.4 16,5

15.4 24,1 7.6 15.5 16.5
15.8 6.9 17.1 12.5 10.9
10,6 8.1 12,1 10.7 8.4
8.3 7.7 8.9 10.9 7.9
9.6 5.6 13,9 5.9 7.6
10.5 5.0 3.8 6.1 9.4

8.6 11.0 7.8 4.8 9.2

2400

8.3 14.9 9.4 2.3 5.4

4

8.4
6.1

2.1

6.9
6.8
4.5
8.6

18.3

3.5

6.2

1.6

0.4
3.0
4.0
6.2
7.1
6.2
5.4
6.5
4.6
4.6
0.5
2.8
5.8
1.2
6.8
3.2
7.8
6.2
10.0
13.3
7.5
7.7
7.3

6.7

9.8
8.5
23.1
2.4
11.3
11.4

13.2

8.5
15.4
7.9
6.4

14.6

10.7

7.2
6.7

7.7

11.5
8.4
6.0
4.9

4.2

5.2
bob

9.6

3.0
4.0
p2.6
8.1
7.3
3.1
2.6
7.5
8.0
8.3

1.9

6.3
6.9

3.5

3.5
3.6

4.0

6.3

6.1

6.7
9.2
6.6
7.4
6.9
4.4
3.9
7.3
8.1
6.0
5.1
7.2
5.9
8.0
10.0

4.9

4.2

7.9

5.2
2.8
1.1

3.8

2.0
0.3
2.3
3.1
6.7
3.0
1.7
0.3
2.4
2.5
1.1

5.3

8.4
6.8
4.9
6.6
A.8
6.1
4.0

3.6

3.4
3.2
2.2
2.7
3.2
4.1
3.6
2.5
4.6
7.3
7.2
10.3
9.1
14.3
13.0
12.7
6.0
6.5
7.2

6.3

4.8

3.3
3.8
3.9
4.0
6.3
3.3
5.2
6.0
7.0
7.8
13.2
13.3
16.2
17.1
21.4
15.5
8.3
14.7
10.1

12.1

20.2
15,1
21.4
16.2
15.3
16.0
18.2

17.3

20.9

23.6

18.8

15.3"

23.2

9.4

14.6
10.4

10.5

7.1
7.9
6.9
6.1

24.4

10.7

16.

*)

17.6
22,2

24,4

13.1
11.3
11.3

10.3

11.9
15.3
18.9
13.4°
20.9
Lot
18.3
10.0
11.2
19.7
20,7
15.1

15.2

10.7
10.7

1.1

22.1

28.6

13.9
14.4
7.4
5.7
4.5
4
2.9
3.0
2.4
5.0
1.8

- 1.8

12.3 8.2 "3.8

8.2
6.8
6.1

6.0

13.1

8.9

9.8

8.6

2.9

4.9
7.8
5.9
7.6
5.3
2.8
2.9
4.4
5.6
6.3
7.4
5.4

6.9

4.0

2.2

5.5

1.8

2.6
7.6
6.3
2.5
3.6

9.4

7.0

6.0

9.5

7.1

7.6

6.5
6.5
3.3
3.7
8.8
10.8
9.7
15.2
17.6

21.9

22,0 2

24.3
21.8
23.3

27.7

13.5

13.7-

16.1

33.6

10.2
12.2

12.2

12.0
4.2
5.7

19.1

17.8

19.8

6.5

15.4
6.3

4.5

5.1
4.9
2.8
6.5
7.3
6.3
7.5
6.6
11,0
5.9
2.9
4.0
11.1
10.7
6.5
4.1
3.5
5.7
4;3
4.9
6.5
4.6
3.6

4.8

8.0
4.2
5.4
4.9
6.0

6.1

6.8
5.6
4.3
0.4
8.3
5.5

11.9

4.7

3.7
3.8

4.1

12.0

12.9

7.8
7.9
6.9

9.3

6.1

9.8

2.8

*7.8

14,8
17.9
17.2

29.8

14,2
9.9
9.9
8.2
7.0
6.4
5.9
7.3
5.8
4.1
8.4

12.7

11.7

10.5

11.5

15.3

10.8

7.7 11.8
14.3 16.6
10,8 12.3
11.1 13.3
11.8 13.1
7.1 12.9
6.9 12.3
6.6 6.9
5.9 4.3
6.3 ‘L.B
12,5 6.5
9.4 13.2
6.5 11.3
6.0 6.9
1.7 24,9
0.5 11.6
2.3 13.2
5.8 17.5
6.6 16.7
6.8 17.6
12.3 14.5
14.1 20.1
20,5 17.9

15.9 17.6

7.8
15.3
20,1

9.6
12.6

6.9

6.3

6.4

6.0

5.3 2.4
4.0 3.5

4.9 2.3

4.3 2.4

4ot 7.4

2.0 21.1

3.9 8.6

13.2 6.1

12.8 2.2
7.9 7.4
12.9 7.7
8.1 6.3
9.0 9.0
6.5 6.0
10,6 13.2
17.6 11.2
10.5 19.1
4.5 14,0
3.6 6.2
3.5- 3.6
2.9 14,8

3.2 17.2

25.4 0.4
15,6 0.4
9.9 7.9
12,1 4.8
19,5 4.6
16,7 5.9
11.4 6.2

21.5 0.7

16.5 17.5
8.1 21.4
6.6 18.8
3.9 14,9
4.4 12,2
1.7 9.§

1.2 8.9

7.0
7.8
8.3
8.2
8.7

14.5

13,7

13.3

21.2

23.6

22.1

23.5

31.7

28,2

24,9

319

324

32.8

30.3

20,7

70,2

22.1

27.9

20.1

18.6 22,9

17.8 18,5

18.5 25.5
18.8 21.7
25.9 18,8
19.8 25.9
27.3 19.8
29.6 27.3
36.4 29.6
32.2 364
27.2 32.2
33.5 27.2
27,2 19.0
28.2'17.3
33.5 16.2
32.2 24.1
29.0 18.5
30.5 18,2
34,5 23.9
25.2-15.6
20.6 5.0
22,3 9.9
27.7 17.7

26,2 6.3

7.3

5.9

2.3
0.6
3.5
1.8
5.6
5.9
5;7
3.8
13.8
14.5
1320
26,9
16.1

17.8

3.9

5.2

4.5

7.1
7.0
6.1
5.1
3.9
3.9
4.8
9.6

7.7

15,2
15.5
17.7

13.2

75

5.4
5.4
5.6

7.1

4.9 -

4.2
2.6
2.9
2.6
4.6
3.1
1.2
0.3
1.9
0.6
1.1

0.3

10.1°°9.9:

3.6 10,8
6.1 10.6
4.8 12,8
2.4 7.1
3,0. 5.2
2.2 5.1
2.5°
0.6
0.2
0.6
2.4
2.5
3.7
2.0
2.2
1.7
1.3
6.8

5.0

3.3 12.6

3.4

4o7

6.9

5.2

3.6 11.8
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APPENDIX E
TESTING AND CALIBRATION OF VELOCITY DISTRIBUTION ANALYZER

Calibration of the velocity distribution analyzer was accomplished
in the Agricultural Engineering Department's wind tunnel, The wind tun-
nel simulated wind velocities up to approximately 48 miles per hour.

The velocity of the air in the wind tunnel was determined by using a
static pitot tube which measures the velocity pressure head h. The pitot
tube was located in the center of the four foot square tunnel with one
opening in the tube in the direct air stream and another opening in the
tube perpendicular to the air stream. Both openings are connected to
bottles filled with water. As the velocity changes, the openings in the
air stream displaces the water. The displacement by the direct air
stream represents the head pressure in inches of water due to both vel-
ocity and static pressure. The second opening measures displacement of
static pressure changes. The static pressures cancel and give a net
effect of velocity head directly in inches of water. This velocity head
h in inches of water was then converted to H in feet of air then the
velocity of the wind tunnel in feet per second was obtained using Equa-
tion (E.1).

VvV = | [2gH (E.1)

where

<
I

= velocity in wind tunnel (feet per second);

= gpecific gravity (32.3 feet per secondz);

[0}
1
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density of water .
H = - : ; h inches of
density of alr x 12 inches/foot * | 1hches ob water

62.4 1b/£t>
0.074 1b/ft> x 12 in/ft

x h in,

70.25 h ft, of air.

With the voltmeters connected as shown in Figure 33. The velocity
was varied in the wind tunnel to obtain results shown in Table XVII,

The values of the direct current voltage were then plotted on Figure 34,
thus yielding a célibration curve for the distribution analyzer.

The analyzer circuit had to be recalibrated because a longer input
cable from the cup anemometer was used and because the anemometer indica-
tor caused erratic operation on the circuit. Table XVIII shows the re-
sults from the secénd calibration with longer input cable and with the
anemometer indicator removed. These results are also plotted on Figure
34. Using the results of this second calibration, the d.c. voltage
levels were set to cause switching of the various slices as shown in
Table IX of Chapter V.

The switching levels on the analyéer were set in the following man-
ner: the cup anemometer input was switched off; a d.c. power supply was
connected to TP 1 in Figure 21, the d.c, power supply was set at the de-
sired voltage setting as found from the calibration curve, Figure 23,
.and finally the proper potentiometer was adjusted to switch at the set
voltage level, The lowest level was set first, Then each higher level
was set until the settings were complete, Once each leQel was set, the
procedure was repeated to make sure that the switch levels did not
change. The calibration was checked daily to determiné if the voltage

switching levels were changing. Very few adjustments were required to
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Figure 33. Interconnections of Equipment for Obtaining Calibration Curves of Velocity Distribution

Analyzer
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TABLE XVIL

TEST RESULTS OF CALIBRATION FOR VELOCITY DISTRIBUTION ANALYZER
(INPUT CABLE 30 FEET ANEMOMETER WIND VELOCITY
INDICATOR CONNECTED)

Run Reading = Water AC DC  Wind Velocity Anemometer
No. No. Head Voltage Voltage Velocity MPH Reading
Reading Reading Reading Squared MPH
h Volts  Volts  2hH¥

1 1 0 0.028 1.7 -0 0 0
2 0.040 0.15 2.8 180 ‘ 9.14 7

3 0.078 0.34 3.5 352 12.8 10

4 0.168 0.57 4,6 758 18.75 15

5 0,281  0.73 5,5 1270 2.3 2

6 0.432 0.89 6.6 1950 30.1 25

7 0.568 1.0 7.4 2560 34,6 30

8 0.793 1.15 8.4 3580 40.9 35

9 0.880 1.25 _ 9.0 3970 43,0 38

2 1 0 0.028 1.7 0 0 0
2 0.034 0.15 2.8 154 8.45 6

3 0.077 0.36 3.5 348 12.8 10

4 0.168 0.57 4,6 758 18.75 15

5 0,276 0.72 5.5 1245 24,1 20

6 0.420 0.88 6.5 1900 29.8 25

7 10.566 1.0 7.4 2560 34.6 30

8 0.775 1.15 8.5 3500 . 39.7 34

62.4 1b/£t3
0.074 1b/£t3 x 12 in/ft

*H(ft. of air) = x h(in. of water).
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(DC VOLTS)

CALIBRATION VOLTAGE

80 T T T ] T ’ i
70
6.0}
CALIBRATION CURVE WITH SHORT CABLE
5ol AND ANEMOMETER WIND VELOCITY _
: INDICATOR CONNECTED
40}
30}
20_' CALIBRATION CURVE WITH LONG
B CABLE AND ANEMOMETER WIND
VELOCITY INDICATOR DISCONNECTED:
1 OF 4
oL } I 1 N L i »
o) 5 10 5 20 25 30 35

WIND VELOCITY ( MPH)

Figure 34. Calibration Curves for Velocity Distribution Analyzer



113

TABLE XVIII

TEST RESULTS OF CALIBRATION TESTS FOR VELOCITY DISTRIBUTION ANALYZER
(INPUT CABLE 150 FEET ANEMOMETER WIND VELOCITY
INDICATOR REMOVED)

Run  Reading Water AC DC ‘Wind  Wind

No. No. Head Voltage Voltage Velocity Velocity
Reading Reading Reading Squaied in
h=in, of water Volts Volts 2gH Tunnel
~ MPH
1 1 0.049 0.26  1.65 222 10,01
2 0.089 0.68 2.0 402 13.6
3 0.123 0.85 2.23 556 16.1
4 0.151 0.95 2.45 684 17.8
5 0,185 0.98 2.6 836 19,7
6 0.223 0.99 2,8 1008 21,6
7 0,258 1.0 3.0 1168 22,3
8 0.291 1.0 3.15 1315 . 24,7
9 0.333 1.02 3.30 11504 27.1
2 1 0.046 0.25 1.67 208 9,75
2 0,076 0.65 1.90 343 12.6
3 0.100 0.80 2,12 450 | 14.48
4 0.143 0.91 2.35 646 17.31
5 O.é15 0.98 2,77 971 21.3
6 0.262 © 1.0 3.0 . 1165 23.35
7 0.321 1.02 3.25 1450 26,0
8 0.414 1.06 3.55 1860 29,3

62.4 1b/£tS

3 x h(in. of water).
0.074 1b/ft” x 12 in/ft

*
H(ft, of air) =
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keep the switching levels constant.

Errors in the analyzer due to hysterisis are small. The switching
circuits of the analyzer had very little hysterisis. Within the accuracy
of the d.c. voltage meter used, the switching of the various slice levels
occurred at approximately the same voltage level,

The analyzer does have a source of error however, and this source
of error occurs whenever the velocity of the wind is blowing at the
Qelocity level set on a slice level, When this occurs, switching from
the lower level to the higher level and back to the lbwer level occurs
many times. The running time meters connected to the switches are
unable to stop and start as fast as the switching occurs so both meters
tend to read slightly higher, This error is not excessive howe#er, and
can be neglected., For exampie in a five day period, the total minutes
recorded on the total time meter was 7,167.5 minutes and the total time
recorded on the seven slice levels was 7173.8 minutes which results in

an error of less than 0,10 per cent.



APPENDIX F
AN APPLICATICN FOR THE SIMULATED WIND MODEL

For the technical and economical evaluation of wind power plants,
the knowledge and relationship between wind speed and power output, the
power characteristics, is of great importance, These characteristics
Vary according to the type and size of the wind power plant as well as
the réted output of the generator or alternator. Also the mode of 6per-
ation has significant influence on the power characteristics. The power
characteristics are different for the system required to have synchronous
interaction with an existing electrical network as compared with the
system feeding a storage battery or a fuel cell.

Obtaining the power characteristics for a specific wind generator
system is relatively simple and can be accomplished by performing static
and dynamic tests on the system. However, optimization of the system is
more difficult because testihg of many different propellers, gears, and
generators would be required. As in many other research programs, it is
easier and more economical to use computers as a tool for optimizing the
'system.' In order to use the computers, an adequate model of the input
must be available.

Once one has access to a suitable model of the input wind velocity,
the optimization of the wind energy system is one step closer. The simu-
lation model of the wind velocity developed in Chapter Three could be

used to determine design parameter curves or power characteristic curves.
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The design parameter curves_codld in turn be used to determine the physi-
‘cal size of the propeller, gears, and other parts of the system. Figure
35 depicts a typical wind energy conversion system that would supply a

load coupled through a fuel cell.

T(t)
N,
V(L) JBn |
———.—_—-» - p
6, o
AL . CONVERSION
ALTERNATOR AND LOAD
B, STORAGE
_ Ny T2 :
T(t)

Figure 35. Wind Conversion System Showing Torques, Inertias, and .
Damping Terms

The input velocity V(t) is simulated using the model in‘Chapfer
Three. The input torque T(t) is a function Qf the input wind velocity
and the angularlvelbcity of the prqpellef.shaft. The equations describ-
ing the system ;re obtained using standard control system techniques.
Equation F.l1 is for the input of the system to gear number one and Equa-

tion F.2 represents the system from gear number two to the output or -

load.

2, -
J,D0° + B,DO + Tp = T(f) (F.2)
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where
DO = derivative of 8 with respect to time;
Ty = load on gear one produced by the rest of the gear train;
T, = torque transmitted to gear one to drive the rest of the gear
train;
Ty, = load torque;
@; = angular position of shaft one;
@, = angular position of shaft two;
N = number of teeth of each gear;

w; = DO; = angular velocity of gear one;

wy = D6, = angular velocity of gear two;
W e N st
n=-t=d=2- speed ratio of dr%ylng shaft. ,n4
wo 6, Ny driven shaft

T2 = naTl .

By making the proper substitutions, Equations F.l and F.2 can be
reduced to a single differential equation relating the inpuft torque to

the output. Substituting for T;(t) in Equation F.l we have:

2 =l 2 -
J1D e, + ByDO; = n, J2D @, + B,DO, * Ty, = T(t)
which can be reduced to
’ 2 TL
Jqu 91 + BquGl + E; = T(t) (F.3)
where
Ty a
Jeq=Jl+;l"‘/
a
and
B
B = B + 2
eq 172 :
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Equation F.3 could be used for computer analysis by letting Jo and
By include the inerfia and friction respectively of the system from gear
two to load. Equation F,3 could also be extended if desired to include
the differential equations of the alternator or generator and the load.

The values of Jeq’vBeq’ ahd Ty, of a particular system could be
determined experimentally then each could be varied individually in the’
computer analysis of the system.. The input torque T(t) in Equation F.3
is the most difficult to determine because the torque is a function of
both the input wind velocity and the angular velocity of the propeller
shaft. Therefore, one must obtain a relationship between the torque and
the input veloecity and angular velocity in order to have a meaningful
solution to Equation F.3 and in order to determine a relationship between
wind speed and output power., Sufficient time was not\available to obtain
the desired relationship and to perform this very important analysis;
however, a suitable model of the input Wind velocity was developed for
use in this analysis.

The simulated and actual wind velocities shown in Figures 9a and 9b
respectively have definite peaks at a frequency of one cycle per minute;
therefore one should try to optimize the system in such a way that the

output is able to follow the input as closely as possible.



APPENDIX G
COMPUTER PROGRAMS

Two computer programs used in this study are presented in this
appendix. The‘first was used to simulate the model of the‘wind and the
second was used to obtain the power spectrum of the horizontal wind
velocity. Other programs were used to reduce and anlyze the data but
they were either %imple‘programs or standard library érograms. These
latter programs are not included as part of this report,

In order to use the program to simulate the horizontal wind, it is
necessary to obtain a program that will generate uniform random numbers
which will be used to generate the exponentially distributed random
numbers. The first DO loop must be indexed to yield the desired quantity
of the numbers. Data cards required consist of two cards; one card
Férmat'(Fl0.0) which indicates the average velocity about which the
simulation is to be made and one card Format (I5) whichjtells how many
discrete velocities will be generated (usually 100 to 150 for a one hour
simulation). The main program would have card D1A=6.0 changed if one
desired to make calculations for propeller diameters larger or smaller
than six feet.

In order to use the program to calculate the spectrum estimate, the
data corresponding to the sampled velocities are read in with a Format
(24F3,1). The number of velocities is N and the number of lags is M,

If the spectrum is required for values of m # 30, modifications to ALO,
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AL(I), and AL(M) should be made to correspond to the value of m desired.
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TABLE XIX

PROGRAM TO SIMULATE HORIZONTAL WIND VELOCITY

A-0001 LEROY A GIBSON 2515-40C44

LEROY A GIBSON 2515-40064k <
NAMEPR  MAP c
SIMULATION OF HORIZONTAL WIND VELOCITY FOR APPLICATIONS TO POWER <
EXTRACTION FROM THE WIND <
AMPLITUDE OF THE SIMULATED WIND 1S THE SUM OF A CONSTANT PLUS A 20

NCRMALLY DISTRIBUTED GUST VELOCITY
DURATION BETWEEN VELOCITY AMPLITUDES ARE EXPONENTIALLY DIS—

TRIBUTED
300 NORMALLY DISTRIBUTED RANDOM NUMBERS ARE READ IN AS Y
VARTANCE CF WIND VELOCITY 1S A FUNCTION OF ROUGHNESS COEFFICIENT

AND INPUT AVERAGE VELOCITY

VELOCITIES ARE SIMULATED THER POWER 1S DETERMINED

NUMBR~ REPRESENTS THE NUMBER OF NORMAL RANDOM NUMBERS TO BE USED

UNINUM 1S A STANDARD LIBRARY PROGRAM TO CALCULATE UNIFORM RANDOM

NUMBERS

DIMENSION Y(300)+VELMAGI{300} +CUBMAG (3001 +EXPONC306) »GUST (300} 25
READ(5,100)Y

GENERATION OF EXPONENTIAL RANDOM KUMBERS

DC 1 J=14+300 N
CALL UNINUMIZ)

EXPON{J}==AL0G{]1e-2)

READ(S+117}VEL

READ{5+1161INUMBR

P1=3,14159

DIA = 6.0

VAR = §46%0.005%VEL®®2

STOEV = SQRTIVAR}

HEE I

AVEVEL =0.C

WRITE{6+10B VAR

WRITE{6+11}1}

GUST(1)=STDEV®Y(I}

VELMAGII)=VEL + GUST(I])

CUBMAG{1}= VELMAG({I)*%3

AVEVEL = AVEVEL + CUBMAG(I}
WRITE(6911330¢]19KsVELMAGLE) sCUBMAGI I3 +GUSTLIIeAVEVEL
J21

(" EaNaNaNal

OETERMINE DURATION BETWECN DATA SAMPLES 15

IFLEXPONtJ)eLE2Ge51G0 TO 1D
IF{EXPON{J)eLE41+5)G0 TO 20
IF{EXPON{J1eLE2451G0 TC 30
IF{EXPON{JI «LEe3451G0 TO 40
IF{EXPON(J)eLE+&e51GC TO SC

CALCULATE WIND VELOTUITY AT NEXT SAMPLE WHEN DURATION IS ONE
SAMPLE PERIOD

P.Ealalalal

o

GO T0 S0

K=1

I=1+K

GUST{I1=STDEV#Y{]}

VELMAGLII=VEL + GUSTtI}

CUBMAGL 1= VELMAGI])as3

AVEVEL = AVEVEL + CUBMAGLI)

WRITE(6912101JeI oKeVELMAGL I} +TUBMAG(I) oEXPON{II 2GUSTII} o AVEVEL
1IF(1+GE«RUMBRIGO TO B8O

J=Jd+l

GC TO 5

CALCULATE WIND VELOCITY AT NEXT TWO SAMPLE PERIODS WHEN DURATION
15 TwO SAMPLE PERIOQDS

GUSTI(LY= STDEV®Y(L}

VELMAGEL¥=VEL + GUSTIL}

CUBMACILI= VELMAG(L)®e®3

VELMAGIN]LYI= [VELMAGEI] + VELMAGIL11/240
CUBMAGENIY= VELMAGIN])#&3

AVEVEL = AVEVEL + CUBMAGINL)}
WRITE(EsI221JsN1sKeVELMAGINL} +CUBMAGINL) »AVEVEL
AVEVEL = AVEVEL + (U3MAGIL)

WRITECEsE203Jsl »K#VELMAGIL } 9 CUBMAGIL ) sEXPON(J) +GUST (L) s AVEVEL
IF{T+GE«RUMBRIGO TO 82

I=L

J=J+i

GC TO 5

CALCULATE WIND VELOCITY AT NEXT THREE SAMPLE PERIODS WHEN DUR-
ATION IS THREE SAMPLE PERIODS

K= 2
Kl= J+ 1

N2= I+2

ix I+3

GUSTIL}= STDEV®YIL}

VELMAGIL}=vEL + GUST{L}

CUSMAGILY= VELMAGIL}¥=*3

VELMAGINII=VELMAGII} + (VELMAGIL) — VELMAG(I1)/2.0
VELMAGIN2}=VELMAG{I)+ 2+0%{VELMAGIL}-VELMAGII}}/3.0
CUSMAGINI}I=VELMAGIN] 1 ##3

AVEVEL = AVEVEL + CUBMAGINI}
WRITE(E»212FJeRI oK oVELMAGINI ) » CUBMAG (N1} ¢ AVEVEL

CUSMAGIN2)x VELMAG(N2)e#3

AVEVEL = AVEVEL + CUBMAGINZ}

WRITECG-LIZT JoN2 oK s VELMAGENZ ) y CUBMAG (N2 ) o AVEVEL"

AVEVEL = AVEVEL + CUBMAGIL)

WRITECE»LIOTIeL oK+ VELMAG (L 1 »CUBMAGIL ) s EXPONE J} sGUSTIL ) »AVEVEL
IF (1 .GE.RUMSRIGO TO B2

S=Jd+1

I=L

&S TO 5

CALCULATE WIND VELOCITY AT NEXT FOUR SAMPLE PERIODS WHEN DUR-
ATION 15 FOUR SAMPLE PERIODS

=4 -
Ki= } + 1

N2= [+2

N3= I3

L= i+a

GUSTLI= STDEVEY(L}

VELMAGEL}=VEL + GUSTL)

CUBMAG(LI= VELMAG(L}®»3

VELMAGEN2 1= (VELMAGL L 1 +VELMAGIL )1/2e0
VELMAGIN1I=(VELMAG LI 1 +VELMAGIN23 /2.0
VELMAGENZ = IVELRAGIL }+VELMAGIN21) /240
CUBMAGINI}=VELMAGINL Joe3

.
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55
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TABLE XIX (Continued)

CUBMAGINZ ) =VELMAGINZ } % #3
CUBMAGIN3 ) =VELMAGIN3 j##3

AVEVEL = AVEVEL + CUBMAGIN1}
WRITEf63112)JeN1sKsVELMAGINL s CUBMAG N1} y AVEVEL
AVEVEL = AVEVEL + CUBMAGINZ}
WRITE(691123JsN2sXsVELMAGINZ s CUBMAGIN2) » AVEVEL
AVEVEL = AVEVEL + CUBMAG(N3}
WRITE(6+112)JsN3»KsVELMAGIN3J » CUSMAG (N3] s AVEVEL
AVEVEL = AVEVEL + CUEBMAGIL}

WRITE{691102J9L sKsVELMAGILY sCUBMAG (LI sEXPON{ I} »GUSTEEL } »AVEVEL
IF{1.GE«NUMBRIGO TO 82

S=J+l

I=L

GO TG 5

CALCULATE WIND VELOCITY AT NEXT FIVE SAMPLE PERIODS WHEN DUR-
ATION 1S FIVE SAMPLE PERICDS

1+1
I+2
1+3
I+4

= I+5
GUST(L)= STDEV®Y(IL)
VELMAGILY=VEL + GUSTI(L}
CUBMAGiLY= VELMAG(L)}*=3
VELMAGIR];=VELKAGII} + (VELMAG(LI-VELMAG(11}/5.C
VELMAGINZ ) =VELMAGI{I)+2.,0% (VELMAG(L)-VELMAG(I}}/5.9
VELMAGIN3=VELMAGII143,0% {VELMAGIL}~VELMAGI{I)}/5.0
VELMAG{N4 ELMAG(I}+4.0% (VELMAGI{L)-VELMAG(1}131/54C
CUBMAGE{N1)}=VELMAGINL ) %23
AVEVEL = AVEVEL + CUBMAG{N!)
WRITE(691121JsN2»K s VELMAGINLI »CUBMAGINL ) »AVEVEL
CUBMAGINZ2}=VELMAGINZ ) #=]
AVEVEL = AVEVCL + CUBMAG{N2}
WRITEC69112)1J9N2sKyVELMAGIN2 } s CUBMAG (21} s AVEVESL,
CUBMAGIN3)I=VELMAG(N2 ) ##3
AVEVEL = AVEVEL + CUBMAG(N3}

WRITE{6+112) JeN3sXosVELMAGIN3} yCUBMAGEN3) s AVEVEL
CUBMAGING)=VELMAGING } ¥%3 .
AVEVEL = AVEVEL + CUBHAG(N&}
WRITE(69112)3 JoNGsK s VELMAGING } 9 CUBMAG NG 1 s AVEVEL
AVEVEL = AVEVEL + CUBMAGIL])
WRITE(64110)JsL sKsVELMAGIL) sCUBMAG L) 9 EXPONEJY »GUSTEL Y sAVEVEL
IF{1.GE-NUMBRIGO TO 82
J=J+1

I=t
G0 TO &

T=§
G0 TC 90

=t

CALCULATE EXTRACTABLE POWER USING SIMULATED VELOCITIES
CALCULATE POWER USING INPUT AVERAGE VELOCITY«POWl

AVEVEL= (AVEVEL/T}

POKER= GeQCO0053*PIDIANAVEVEL
POWl= C.0000053%PI®DIA%VELXAS
WRITEL{6+1031PCWER
wWRITE(6+1061P0¥1

XVEL= Je0

DO 95 K=1sNUMBR
XVEL = XVEL + VELMAG{K}
T=K

DETERMINE AVERAGE VELOCITY OF SIMULATED WIND VELOCITY
CALCULATE POWER USING DERIVED AVERAGE VELOCITY»POW2
ADJUST POWER USING SIMULATED VELOCITIES BY THE RATIO=POW1/POW2

- NaWa¥a¥akal

5 XVELAV = XVEL/T
WRITE(6s101IXVELsXVELAVT
POW2= 0«0000053*PI*DIAXVELAV®*]
RATIG=FOW1/POWZ
ADJPOW = POWER®RATIO
WRITE(6+1141}
WRITE{6+¢115}POW1»POW2 +RATIOsPOWER » ADJPOW
READ{5+116)NUMBR
IF{NUMBR.EGs0}GO TO 98
GO TO 4
98 READ(5+1173VEL -
TF(VEL.EQ+Q+0JCALL EXIT
READ{5+y116)NUMBR
GO TO 4
99 CONTINUE
100 FORMAT(5F15.8}
101 FORMAT{5XE15eB8+5XE15eB895XF6601}
102 FORMAT{11RXAVELVEL= 4E15.8}
103 FORMAT {1 1HXPOWER = +£15.8)
134 FORMAT{10H XPOWl = +E15.8)
108 FORMAT{5XE1548}
110 FORMAT(1X9149149]1492XE154B92XE154892XE154892XE156852XE1548)
111 FORMAT { BOHX J 1 K VELMAG{I) CUBMAG{ I} EXPON{J)
1 GUSTI(I} AVEVEL)
112 FORMAT(1Xs14+1491442XE15B+2XE15e8+36XE158) .
113 FORMAT(1X316+416451492XE154892XE1548+19XE15e892XE158)
1la FORMAT (G 2ZH POWl POwZ RATIO
1 POWER ADJPOW}
115 FIRMAT(5(5XE158))
l1i6 FORMAT(15)
117 FORMAT {1040}

CALL EXIT

END .
$IBLDR UNINUM 06/26/67 UNINOOOL
$COICT UNINUM . UNINOOO2Z
*/ GEY Q' O9R(P J #*P®D #E)0Q ¥%¥)( #(PQ ¢ UNINOOO3
STEXT UNINUM UNINOOO4

O EIPHTIYRT(XT-%(PTE 75 T4 T' T4 0 T4'7Tt 7499440677 7587691414484 & 'UNINOOOS
FOG L (#TL#T(#T-C 4G+ =19 ¢ 91 $9 ¢F 12 $E 77 ¢IT*r =9 +7 17T7* =9 71 'UNINOOOG
AXBPPIXT{*TVX 9 ‘a4 *% 5] 6 '94 5 9- 9 ' == 9 UNINOOO7
SUKEND UNINUH UNINOOOS
BINTRY
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PROGRAM TO CALCULATE

WATFOR LERQY A GIBSON 2515-40044
PROGRAM TG CALCULATE SPECTRUM BY MEAK LAGGED PRODUCTS
NUMBER OF LAGSeM=30 .

LAG PRODUCTS=SUM OF N-P LAG PRODUCTS/N—P

CALCULATE LINE POWERSs(COSINE TRANSFORM OF AUTOCORRELATEION
CALCULATE SMOOTHED SPECTRUM BY HAMMING

DIMENSION RE301eX{1800)»RR{1800) oL (304 sUE30) »AL €30} sRACLIE0O)
DIMENSION W(180G}

N=180C

=30

PIc3. 14155

READ(5,1003 CWET}sI=1sN}

AVEL=040

PO I F=leN

XVEL=XVEL+WEL}

XMEAN=XVEL FFLOAT (N}

I=1

MULTIPL! BY Oe4aT TO CONVERT vEL. FROM MPH TO METER/SEC
XtL1=GekeTOM LML I-XMEAND

IF¢I.EC.NIGO TG 3

I=J+I

&0 10 2

WRETE6+IOL1CXE I aEsioeN}

RG=0uG

BO 5 I=LsK

ROCLI=XEEIRXEI}

R3= RO + ROGI}

RO=RG/FLOAT (N}

WRETE(6+1051R0

RRR=GeG

D& 20 KeleM

BO 10 I=slel

FR=E+K

IF(IKGT.K)GO TO 15

RREIF=X{EIEXEEK]

RRR=RR (I J+RRR

REKPeRRR/EELOAT (N} -FLOAT (K} 3

WRITECE e IO IR LR KT

RRR=0eC

CALCULATE LINE POWERS

RX=0e0

DO 25 K=1+2%

RX=RX+R{K}

AL CuSAFLOAT EMI®CROFRIMY ) ke RXSELOAT (MY
N=M~1 -
WRITE(62204 YALD

DO 3¢ I=I.N

T=E

Z=T#BL

Y=(TEPL}/FLGAT tM)
RSUMI=RIIOI®COSII0s Y I+RIIIVECOSIILe®YX+RIIZINCOSELZeBYI+RILII ¥
3COS (130 P+REEGIRCOS (142 Y I +REIDISIRCOSE IS Y I+RIIGIRCOS{E6*Y )+
ZRULZIRCOSL{ITe® Y J+RIIBIMCOSIIE ¥ Y I+RIISIB(USEIFe®Y ) +R{Z0 1S
3COSEZBmY Y
RSUMZ=R{ZIIHCOSE2L « # Y1 4R 122 I#COSL22 FY [+REZIICAS L3P YI+R(241)
1COS 24 ¥Y}+R (251 #C0S(25.5Y I *RIZH IS COSE 26 %Y }+RIZTIHCOSIZT®Y I+
2RUZBIRCOSIZR 2 Y I+R(ZFIHCASCZP®YE

ALEI = iRO+REMISCOSIZY ) AFLOAT M)+ (ERTIIRCOSITLBYI+RIZI*COSEZo®Y I+

CIRUZ IRCOSEIOY I eRIG HECOSIG4 a8 P4RISIHCASIS o Y I +R UL IHCASLGa®Y I+

ZRETIRCOSITAYI+RIGINCAS (B LAY I+RIG I HFCOS (P PV} +REUMI +

TABLE XX

'SPECTRUM ESTIMATE FOR m = 30

30

[aXaNal

45

46

5¢

&0

100
101
102
103
104
105

3RSUMZ2} #2403 /FLOAT (M)

WRITEEEs1041AL (1)

ALIMJ=Ce58 (RO + RI{M}}/FLOAT(M} +{~RE{1}+R{2}-R{3)}+R{4)~-R{5}+R(6}~

1 RETI+RIBI=R{9I+RI10I=-R{11)+R{12)-RI13I+R(14}~R{15)1+R(16)-R(1T)+
2R{183-R{1914R{Z20)I-RIZ1I+RI22)-R(23)+RE24}~R(25}+R(26)}-R{2T}+R{28}~
3R{2911/30.0

WRITE(62104 JAL (M}

CALCULATE SMOOTHED SPECTRUM

UO=0a54%AL0+0u46*AL {1}
WRITE(65105)U0

DO 50 K=1yM

IF(KeEQ+11GO TO 45

IF (KeEGaMIGO TO 46

UUK ) 20054 AL (K)+e23#% (AL(K=1} +AL{K+1}}
GO TO 50
UEKI=0e54%AL (K)+0e23% (ALO+ALIK+1) }
6o TO 50

UK} =0e54%AL (K)+0s46%ALIK=1]
CONTINUE

00 60 K:=lem
WRITE(6+103)KsU(K)
FORMAT(24F341)
FORMAT(B{1XE1548))
FORMAT{5XE1548+5XE1548)
FORMAT{16+5XE15.8)
FIRMAT(5XE1548)
FORMAT(6HOUQs +E1548)

CALL EXIT

END

SENTRY

€21



APPENDIX H

WIND VELOCITY PLOTS FOR WILL ROGERS INTERNATIONAL AIRPORT
FOR THE YEAR 1962

Daily variations of wind velocity obtained by averaging twenty four
one-minute hourly averages are presented for each month during the year
1962, These data are presented to provide a qualitative indication of
the wind characteristics for Oklahoma City. Results that one could
obtain from plots of this nature might be, the number of zero readings
or the number of days each month that the wind velocity was below some
desired velocity such as cut in velocity of a given generator. These
data were obtained from Local Climatological Data (Supplement) for Will

Rogers Airport, Oklahoma City, Oklahoma.
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WIND VELDCITY IN KNOTS
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Figure

JANUARY

36, Wind Velocity for January, 1962, Using Standard Meteorological Data
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WIND VELOCITY IN KNOTS
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Figure 37.

FEBRUARY

Wind Velocity for February, 1962, Using Standard Meteorological Data
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WIND VELOCITY IN KNOTS
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WIND VELOCITY IN KNOTS
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WIND VELOCITY IN KNOTS
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"Figure

43, Wind Velocity for August,

AUGUST

1962, Using Standard Meteorological Data
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WIND VELOCITY IN KNOTS
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Figure 44. Wind Velocity for September, 1962, Using Standard Meteorological Data
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WIND VELOCITY IN KNOTS

0

5 10 15 20 25 30 35 40

IEA

N

F

\

1 23 4% 567 8 810111213141316171818202122232425262728283031

OCTOBER

Figure 45, Wind Velocity for October, 1962, Using Standard Meteorological Data
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Figure 46. Wind Velocity for November, 1962, Using Standard Meteorological Data
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Figure 47, Wind Velocity for December, 1962, Using Standard Meteorological Data
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