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## CHAPTER I

## INTRODUCTION AND STATEMENT OF THE PROBLIMM

## Introduction

The natural numbers or positive rational integers,

$$
1,2,3, \ldots \ldots n_{8} \ldots
$$

play an important role in mathematics. All the real and complex numo bers can be derived from them. The set of natural numbers is the domain of the arithmetic functions of number theory. The natural nume bers even play a role in the complex function $e^{z}$ which can be seen in the relation

$$
e^{2 \pi i z}=e^{2 \pi i(z \pm n)}
$$

which holds for any natural number n and all complex values z . This study is not to find applications of the natural numbers in mathems atios, however $_{y}$ but to apply mathematios in the study of the natural numbers.

The theory of additive arithmetic involves expressing an arbitrary natural number nin the form

$$
n=a_{1}+a_{2}+\ldots+a_{s}
$$

where $a_{i} E A(i=1,2, n o 0, s)$. The set $A$ might be: the set of natural numbers, the set of prime numbers, the set of even natural numbers, the set of squares, etc. If $A$ is the set of natural numbers then the study of these representations is referred to as the theory of partitions. If $A$ is the set of natural numbers; no restrictions are placed on $s_{0}$
repetitions are allowed, and order is irrelevant, then this is the study of unrestricted partitions. The number of such representations of $n$ is denoted by $p(n)$ 。

For example if $n=5$, the possible representations are

$$
\begin{aligned}
5 & =5 \\
& =4+1 \\
& =3+2 \\
& =3+1+1 \\
& =2+2+1 \\
& =2+1+1+1 \\
& =1+1+1+1+1
\end{aligned}
$$

and consequentiy $p(5)=7$.
The study of partitions is basically done by combinatorial methods or analytic methods. The first method is aided by graphs introduced by Drs. Ferrers and Sylvester. The second method, which will be used in this paper, is aided by the generating function introduced by Euler.

## Graphs

Partitions can also be represented graphically. Since, in unree stricted partitions ordes ig ixyelevant, it is convenient to arrange the summands $a_{i}$ such that $a_{1}>a_{2}>a_{3}>000>a_{5}$. Then a geometric reprosentation of $n=a_{1}+a_{2}+\ldots 0+a_{s}$ is the array of points with $a_{1}$ points in the first row, $a_{2}$ points in the second row, and on down to the last rowo for example

[^0]represents the partition $19=7+4+3+2+1$. The graph could also represent the partition $19=6+5+3+2+1+1+1$ if it was read by columns instead of rows, Partitions related in this manner are said to be conjugate.

Another graphical representation of 19 is the followings


If the graph is read by rows it represents the partition $19=6+5+3$ $+2+2+1$. The same representation is obtained if the graph is read by columns. Representations of this type are considered selfoconjugate.

Many of the theorems in the theory of partitions can be proved by combinatorial methods which use the idea of l-1 correspondence. This method is greatly enhanced by the graphic representation Since this method is not used in this paper it will be illustrated by the elemeno tary Theorem 1.1.

Consider the partitions of $n$ in which the summands are $\leq m_{0}$. The number of all such partitions will be denoted by $p(n, m)$. Let the number of partitions of $n$ with no more than $m$ summands be denoted by $p^{m}(n)$ 。

Theorem 1. 1 .

$$
p^{m}(n)=p\left(n_{i} m\right) .
$$

Proof: Represent the partitions of $n$ graphically. If the graphs are read by rows, then $p(x, m)$ is the number of such graphs with maximum number of columns $m_{0}$ on the other hand, if the graphs are read by columns, then the number of graphs with a maximum of $m$ columns will be $p^{m}(n)$. But, since each graph can be read by rows or by coluruns, there
is a $1-1$ correspondence between the graphs representing $p(n i m)$ and the graphs representing $p^{m}(n)$ and the theorem is proved.

## Generating Functions

Generating functions are axtremely useful in the study of the theory of partitions. It will be shown in Chapter IV that

$$
P(x)={ }_{n=1}^{\mathbb{D}}\left(1 \infty x^{n}\right)^{-1}=\sum_{n=0}^{\infty} p(n) x^{n}{ }_{0}
$$

The function $P(x)$ is said to be the generating function for $p(n)_{8}$ the number of unrestricted partitions of $n$. Since

$$
\begin{aligned}
\mathbb{N}_{1}^{\infty}\left(1 \propto x^{n}\right)^{-1} & =(1 \propto x)^{-1}\left(1-x^{2}\right)^{-1}\left(1-x^{3}\right)^{-1} \ldots \\
& =1+x+2 x^{2}+3 x^{3}+5 x^{4}+7 x^{5}+11 x^{6}+15 x^{7}+\ldots
\end{aligned}
$$

the coefficients generate values of $p(n)$. That iss the coefficient of $x^{n}$ is equal to $p(n)$. Evidently $p(n)$ is $1,2,3,5,7,11$ and 15 for $n=1,2,3,4,5,6$ and 7 respectively. It will also be convenient to define $p(0)=1$, the coofficient of $x^{0}$.

The size of $p(n)$ increases very fast as $n$ increases. For example it is know that $p(300)=9,253,082,936,723,602$ and that

$$
p(600)=458004788008144308553622 .
$$

The values of $p(n)$, for all $n \leqslant 600$, can be found in Gupta's tables [21] and [22]. A few isclated values of $p(n)$ for $n>600$ have been computed by $D_{0} H_{0}$ Lehmer.

Until recent years $p(n)$ was not known for very large no with the aid of generating functions, asymptotic formulae can be developed. Generating functions are also useful for developing arithmetic properties for $p(n)$ which are still few in number.

## Purpose and Significance of Study

The purpose of this paper is to give a brief introduction and historical development of the theory of partitions. A second purpose is to illustrate the various branches of mathematics used in attempting to solve the problems in the theory of partitions. Thirdly, it will be the purpose of this paper to give a brief report, in an expository manner, on the recent work involving the asymptotic and arithmetic properties of $p(n)$ 。

It is hoped that this dissertation may be of use to college students, to gain insight into some procedures and techniques of research in mathematics, doing independent study or work in a seminar course. The author has attempted to show how one generalizes concepts and ideas in mathematics. The importance of trying to simplify known proofs is also significant and the author feels he has particularly accomplished this in the proof of Theorem 5.7.

## CHAPTER II

## CONCEPTS FROM NUMBER THEORY AND ANALYSIS

This chapter is only for the purpose of making the paper more selfo contained. It includes the topics from number theory and analysis which are needed in the following chapters. The definitions and theorems (stated here without proof) can be found in most elementary books on the subject and in particular Apostol [1], Grosswald [23] and Pennisi [39]. If one has a good background in elementary number theory and anal. ysis, including series and complex variables, it is possible to skip this chapter. One may refer back to it as the need arises.

The material on elementary number theory should be sufficient for Chapters III, IV and $V_{g}$ however, Chapter VI requires the more advanced analysis.

## Topics from Elementary Number Theory

Definition 2.1. For any integer $m \neq 0$, a is congruent to $b$ modulo $m$ if and only if $m$ divides $a \infty b$. We write $a=b(\bmod m)$. If $a=b$ is not divisible by $m_{9}$ we say that $a$ is not congruent to $b$ modulo $m$, with the notation a $\neq \mathrm{b}(\bmod m)$ 。

For example, $22 \overline{\bar{m}} 1(\bmod 7)$ since $7 \mid(22-1)$. Note that the remaino der of 1 is obtained when 22 is divided by 7. This observation leads to an equivalent definition of congruence in terms of remainders (or rese
idues). The set $A=\{0,1,2,3,4,5,6\}$, for example, will be cono sidered the least residue system modulo 7 since $n$ ₹ $a(\bmod 7)$ for some a in $A$ 。

Definition 2.2. If $a=n q+r$ with $0 \leqq r<m$, then $r$ is called the least residue of a modulo $m$ 。

Definition 2.3. The set of integers $0,1,2, \ldots ., m_{m} 1$ is called the least residue system modulo $m$. Any set of $m$ integers, no two of which are congruent modulo $m_{0}$ is called a complete residue system modulo m .

Theorem 2.4. For every integer $m_{9}$ the congruence modulo $m$ is an equiva. lence relation.

Because of Theorem 2.40 a residue system is sometimes called a resio tue class.

Theorem 2.5. The following statements hold where all congruences without indication of a modulus are mod m8
(1) $\mathrm{a} \overline{\bar{x}} \mathrm{~b}$ implies ca z cb :

(3) $a$ ॠ $b, ~ c=d$ implies ac \#bd;
(4) $a=b$ impilies $a^{n} \equiv b^{n} \%$ and
(5) $\mathrm{a} \equiv \mathrm{b}(\bmod m n)$ implies $\mathrm{a} \equiv \mathrm{F}(\bmod \mathrm{m})$.

Theorem 2.6. If $\mathrm{p}(\mathrm{x})$ is a polynomial with integer coefficients and $a \equiv b(\bmod m)$, then $p(a) \equiv p(b)(\bmod m)$.

Definition 2.7. $\sum_{n=0}^{\infty} p(n) x^{n}=\sum_{n=0}^{\infty} q(n) x^{n}(\bmod m)$ if and only if $p(n) \equiv q(n)(\bmod m)$ for each $n$.

Definition 2.8. If $(a, b)=1$, then $a$ and $b$ are said to be relatively prime or coprime where ( $\mathrm{a}, \mathrm{b}$ ) represents the greatest common divisor of $a$ and $b$.

Theorem 2.9. $c a \equiv c b(\bmod m)$ implies $a \equiv b(\bmod m /(m, c))$.

Theorem 2.10. If $\left(m_{1}, m_{2}\right)=1, a \equiv b\left(\bmod m_{1}\right)$, and $a \equiv b\left(\bmod m_{2}\right)$, then $a \equiv b\left(\bmod m_{1} m_{2}\right)$.

Theorem 2.11. If $R$ is a prime, then $(1 \infty x)^{R}=1 \infty x^{R}(\bmod R)$.
Theorem 2.12. If $R$ is a prime, then $(1-x)^{-R}=\left(1 \propto x^{R}\right)^{-1}(\bmod R)$.

Definition 2.13. The number of positive integers $r_{8}$ not exceeding $m$ and coprime with $m$ is denoted by $\varnothing(m)$, called Euler $\emptyset$ function, i.e.

$$
\phi(m)=\underset{\substack{0 \\(m, r)=1}}{\sum_{m} 1}
$$

Definition 2.14. Any set of $\phi(m)$ integers which are coprime with $m$ and which are mutually incongruent (no two are congruent), modulo $m$, is called a reduced residue system modulo $m$.

Theorem 2.150. (The EuleraFermat Theorem). If $\left(a_{9} m\right)=1_{2}$ then

$$
a^{\phi(m)}=1(\bmod m)
$$

Definition 2.16. Let $(r, m)=1 ;$ then $r$ is said to be a quadratic resim due modulo $m_{9}$ if there exists some integer $x_{9}$ such that $x^{2} \equiv r(\operatorname{modm})$. We call $n$ a quadratic non residue modulo $m_{\theta}$ if the congraence $x^{2} \equiv n$ (mod m) has no solutions.

follows $(\underset{\mathrm{p}}{(\mathrm{a}})=1$ if a is a quadratic residue and $(\underset{\mathrm{p}}{(\mathrm{g}})=1$ if a is a quadratic nonaresidue modulo po

Definition 2．18．The greatest integer function in symbols $[x]$ ，is dem fined as the largest rational integer not to exceed $x_{0}$

Definition 2，19．The sum of the koth powers of the divisors of the integer $n$ is denoted by $\sigma_{k}(n)$ 。 In particulars $\sigma_{0}(n)$（also denoted $\mathcal{T}(n)$ ） is the number of divisors of $n$ and $\sigma_{1}(n)$（also denoted $\sigma(n)$ ）is the sum of the divisors of $n_{0}$ ．In symbols，$\sigma_{k}(n)=\sum_{d} \|_{n}^{k}$ 。
Theorem 2． 20.

$$
\sum_{d \mid n} \frac{n}{\mathrm{~d}}=\sum_{d \mid n} d=\sigma(n)
$$

Some notation，which is perhaps restricted almost exclusively to analytic number theory ${ }_{9}$ is given in Definitions 2．21， 2.22 and 2．23． Definition 2．21．If $f$ and $g$ are two functions（real or complex）defined in a neighborhood of $c$（finite or infinite），we say $f$ is asymptotic to $g$ ，written $f \sim g$ gif $\underset{x \rightarrow c}{ } \lim _{x} / g=1$ 。

Definition 2．22．If $f$ and $g$ are two functions（real or complex）defined in a neighborhood of $c$（finite or infinite），we say $f$ is＂big 0 of $g$＂， written $f=O(g)$ ，if there exists a constant $K>0$ and a neighborhood $N(c)$ such that $|f(x)| \leq K|g(x)|$ for all $x$ in $N(c)$ 。

Definition 2．23．If $f$ and $g$ are two functions（real or complex）defined in a neighborhood of $c$ with $g(x)>0$ ，then we say $f$ is＂little of $g$＂， written $f=0(g)$ ，if $\underset{x \rightarrow c}{\lim } f / g=0$ 。

Equivalent definitions for 2．21，2．22 and 2.23 could be given for sequences．

Topics From Advanced Calculus and Complex Variables

Theorem 2.24. If the series ${ }_{n} \sum_{0}^{\infty} a_{n}$ and $\sum_{n=0}^{\infty} b_{n}$ are both absolutely cono vergent with sums $A$ and $B$ respectively, then

$$
\sum_{n=0}^{\infty} a_{n} \sum_{n=0}^{\infty} b_{n}=\sum_{n=0}^{\infty}\left(\sum_{k=0}^{\infty} a_{k} b_{n \infty k}\right)
$$

in the sense that the series on the right is also absolutely convergent and has sum $A B$.

Definition 2.25. (Double series) Let $f$ be a double sequence. The double series s defined by the equation

$$
s(p, q)=\sum_{m=1}^{p} \sum_{n=1}^{q} f(m, n)
$$

is called a double series. The double series is said to converge to the sum a if lim $s(p, q)=a$. The convergent double series is denoted by


$$
n_{0} \sum_{m=1}^{m} f\left(m_{2} n\right)
$$

Theorem 2.26. Let $n_{2} \sum_{m}^{\infty} f\left(m_{9} n\right)$ be an absolutely convergent double series then
(a) $n_{n=1}^{\sum_{i}^{m}} f\left(m_{9} n\right)$ and $\sum_{m=1}^{\infty} f\left(m_{9} n\right)$ both converge absolutely and
(b) $\sum_{m=1}^{\infty} \sum_{n=1}^{\infty} f\left(m_{9} n\right)=\sum_{n=1}^{\infty} \sum_{m=1}^{\infty} f(m, n)$ 。

Definition 2.27. The infinite product ${ }_{n=1}^{D}\left(1+a_{n}\right)$ is said to converge, if $a_{n} f-1$ at least for $n \geq r_{0}$ and if $\lim _{k \rightarrow \infty}{ }_{n=n_{0}}\left(1+a_{n}\right)$ exists and is different from zero.

Theorem 2, 28. The infinite product $\prod_{n=1}^{I}\left(1+a_{n}\right)$ with $a_{n}$ for for all $n$ is absolutely convergent if and only if $\sum_{n=1}^{\infty} a_{n}$ is absolutely convergent. Definition 2.29. (Gamma function) $\Gamma(x)=\int_{0}^{\infty} e^{x \infty 1}$ de, $x>0$.

Theorem 2.30. (Riemann zeta function) $h(s)=\sum_{n=1}^{\infty} n^{-s}$ where $s=u+i v$, converges for $u>1$. In particular $\zeta(2)=\pi^{2} / 6$.

Theorem 2.31. (a Tauberian theorem) If $a_{n} \geq 0$ and ${ }_{n} \sum_{0}^{\infty} a_{n} z^{n} \sim \frac{\alpha}{1 \propto 2}$


Theorem 2.32. (Abel's theorem) If $f(x)={ }_{n=0}^{\infty} c_{n} x^{n}(-1<x<1)$ and $\sum_{n=0}^{\mathbb{D}} c_{n}$ converges, then $\lim _{x \rightarrow 1} f(x)=\sum_{n=0}^{\infty} c_{n}$. In particular

$$
\lim _{x m 1} \frac{\infty}{m=0} \frac{x^{m}}{m^{2}}=f(2)=\pi^{2} / 6
$$

Definition 2.33. Let $f$ be a complex-valued function defined on an open set $S$ and let $z_{0}$ be any fixed point in $S$. Then $f$ is said to have a derivative $f^{\prime}\left(z_{0}\right)$ at $z_{0}$ if the limit

$$
\lim _{z \rightarrow z_{0}} \frac{f(z)-f\left(z_{0}\right)}{z=z_{0}}=f^{\prime}\left(z_{0}\right)
$$

exists.

Functions which posses a continuous derivative at each point of ans open set are called analytic functions. It has been shown that the existence of $f^{\prime}$ on $S$ automatically implies continuity of $f^{\prime}$ on $S$.

Definition 2.34. A complexwalued function $f$ is said to be analytic (or an analytic function) on an open set $S$ if it has a derivative at every point in $S$. The function $f$ is said to be analytic at a point $z_{0}$ if there exists a neighborhood $N\left(z_{0}\right)$ on which $f$ is analytic.

Definition 2.35. A contour C represented by $z=f(t)$ on the interval Is $\alpha$ § $t \leqq \beta$, is said to be closed if $f(\alpha)=f(\beta)$. A contour $C$ is said to be simple if for any two points $t_{1} \neq t_{2}$ in $I$ we have $f\left(t_{1}\right) \neq f\left(t_{2}\right)$,
except possible when $t_{1}=\alpha$ and $t_{2}=\beta$, that is the contour doesn't cross itself. A contour which is both simple and closed is called a simple closed contour.

Theorem 2.36. (Cauchy's Integral Formula) Let $f(z)$ be analytic within and on a simple closed contour $C$. If $z_{0}$ is any point interior to $C$, then

$$
f\left(z_{0}\right)=\frac{1}{2 \pi i} \int_{C} \frac{f(z)}{z-\frac{d z}{z_{0}} g}
$$

where the integral along $C$ is taken in the positive (counterclockwise) dixection.

Theorem 2.32. (Laurent's Series) Let $S$ be the region bounded by the concentric circles $C_{1}$ and $C_{2}$ with center at $z_{0}$ and radii $r_{1}$ and $r_{2}$ respectively, $x_{1}<r_{2}$ Let $f(2)$ be analytic within $S$ and on $C_{1}$ and $C_{2}$. Then at each point $z$ in the interior of $S_{s} f(z)$ can be represented by a convergent series of positive and negative powers of $\left(z=z_{0}\right)$,

$$
\begin{equation*}
f(z)=\sum_{n=0}^{\infty} a_{n}\left(z-z_{0}\right)^{n}+\sum_{n=1}^{\infty} b_{n}\left(z=z_{0}\right)^{-n} \tag{2.1}
\end{equation*}
$$

where

$$
\begin{align*}
& a_{n}=\frac{1}{2 \pi i} \int_{C_{2}} \frac{f(z) d z}{\left(z m z_{0}\right)^{n+1}} n=0,1,2, \ldots  \tag{2.2}\\
& b_{n}=\frac{1}{2 \pi i} \int_{C_{1}} \frac{f(z) d z}{\left(z-z_{0}\right)^{m+1}} n=1,2,3, \ldots \tag{2.3}
\end{align*}
$$

and the integral along $C_{1}$ and $C_{2}$ being in the positive direction.

Definition 2.38. A point $z_{o}$ is called a singular point or a singularity of the function $f(z)$, if $f$ is not analytic at $z_{0}$, but every neighborhood of $z_{0}$ contains at least one point at which $f$ is analytic. The series in negative powers of $\left(z_{0} z_{0}\right)$ in (2.1) is called the principal part of $f$ at
the isolated singular point $z_{0}$. If an infinite number of the $b_{n}$ do not vanish in (2.3), then $z_{0}$ is said to be an essential singular point. Definition 2.32. If $z_{o}$ is an isolated singular point of $f(z)$, then

$$
b_{1}=\frac{1}{2 \pi i} \int_{C_{1}} f(z) d z
$$

the coefficient of (2.3) for $n=1$, is called the residue of $f$ at $z=z_{o}$ and will be denoted by Res $\left[f(z), z_{0}\right]$ 。

Theorem 2.40. (Cauchy's residue theorem) Let $C$ be a simple closed con tours and let $f$ be analytic on $C$ and in the interior of $C$ except at a finite number of singular points $z_{1}, z_{2}, \ldots, z_{k}$ contained in the interior of $C$. Then

$$
\int_{C} f(z) d z=2 \pi i \quad \sum_{n=1}^{k} \operatorname{Res}\left[f(z), z_{n}\right] s
$$

where the integral along $C$ is taken in the positive direction.

# CHAPTER III 

## HISTORICAL DEVELOPMENT

## Early Beginnings

The study of the natural numbers is but a small part of the field called the theory of numbers or number theory. Even this study can be divided into two major divisions, multiplicative number theory and additive number theory.

Multiplicative number theory, which deals with questions of factorm ization, divisibility, prime number, and so on, goes back more than 2000 years to Euclid. Additive number theory, on the other hand, began less than 250 years ago with Leonard Euler (1707-1783, Swiss). In his famous treatise, Introductio in Analysin Infinitorum (1748), Euler devotes the sixteenth chapter, "De partitione numerorum," to problems of additive number theory. A "partitior" is, after Euler a decomposition of a natural number into summands (parts) which are natural numbers.

According to Dickson [14], G. W. Leibniz (1646-1716, German) asked Bernoulli ( $1654-1705$, Swiss) if he had investigated the number of ways a given number can be separated into two, three, or many parts, and remarked that the problem seemed difficult but important. Leibniz saw the relation between the number of ways a given integer could be expressed as a sum of smaller integers, as $3,2+1,1+1+1$, and the number of symmetric functions of a given degree as $\Sigma a^{3}, \Sigma a^{2} b, \Sigma$ abc.

The first real contributions to the theory of partitions, however, were made by Euler. The great algorist that he was, Euler developed many formulae by the device of comparing coefficients in two or more expreso sions of a given function by different algorithms, By the use of symmeto ric functions and their relationships, he was able to find the number of ways $n$ is a sum of a given number of distinct parts. He also noted in 1748 that $p(n)$, the number of unrestricted partitions of $n$, is the coefficient of $x^{n}$ in the expansion of ${ }_{k=1}^{\infty}\left(1-x^{k}\right)^{-1}$ into power series in $x_{2}$ hence this is called a generating (or enumerating) function of $p(n)$. More will be said about the generating function after discussing the theory of formal power series.

Euler made the simple remark that, since we have $x^{m} x^{n}=x^{m+n}$, exponents of powers can easily be combined in an additive manner, and therefore products of power series can be used as "generating f"unction.

## Formal Power Series

The method of formal power series was introduced by Euler around the middle of the eighteenth century and is one of the basic tools in additive number theory.

A formal power series is an expression

$$
a_{0}+a_{1} x+a_{2} x^{2}+a_{3} x^{3}+\ldots+a_{n} x^{n}+\ldots
$$

where the symbol x is an indeterminate symbol, $\mathrm{i}_{0} \theta_{\text {。 }}$ it is never assigned a numerical value. Consequently, all questions of convergence are ixrelevant.

Consider the power series $A=\sum_{n=0}^{\infty} a_{n} x^{n}$ and $B={ }_{n=0}^{\infty} b_{n} x^{n_{1}}$, where $a_{n}$ and $b_{n}$ are elements of some algebraic system with the definitions \&

$$
\begin{aligned}
& A=B \text { if and only if } a_{n}=b_{n} \text { for all } n . \\
& A+B={ }_{n=0}^{\infty}\left(a_{n}+b_{n}\right) x^{n} \text { (A formal power series.) } \\
& A B=\sum_{n=0}^{\infty}\left(a_{0} b_{n}+a_{1} b_{n-1}+\ldots+a_{n-1} b_{1}+a_{n} b_{0}\right) x^{n} \\
& \text { (A formal power series.) } \\
& A=0 \text { if and only if } a_{n}=0 \text { for all } n .
\end{aligned}
$$

Many properties can be verified and all the following fifteen have been verified by Rademacher [41]. If the coefficients are slements of a ring, then the formal power series form a commutative ring. That is, the identity relation (=) and the two binary relations of addition and multiplication which have been defined satisfy:
(1) $A+B=B+A$
(2) $\mathrm{AB}=\mathrm{BA}$
(3) $(A+B)+C=A+(B+C)$
(4) $(A B) C=A(B C)$
(5) $A(B+C)=A B+A C$
(6) $A+0=0+A=A$, where 0 is the zero power series,
(7) $A+(-A)=0$, where $-A={ }_{n=0}^{\infty}\left(-a_{n}\right) x^{n}$.

If the coefficients have multiplicative inverses, then the addim tional properties follows
(8) $\mathrm{AB}=0$ implies $\mathrm{A}=0$ or $\mathrm{B}=0$
(9) $A \neq 0$ and $A B=A C$ implies $B=C$
(10) $a_{0} \neq 0$ implies there exists a $B$ such that $B=1 / A$ is a power series. Consider $A^{\prime}={ }_{n=0}^{\infty} n_{n} n_{n} \mathrm{n}^{\mathrm{n}} 1$ to be the derivative of A . The following properties follow:
(1i) $(A+B)^{\prime}=A^{\prime}+B^{\prime}$
(12) $(A B)^{\prime}=A B^{\prime}+A^{\prime} B$

Both of these can be extended by induction to a finite number of sums or products.

If $A B$ has a reciprocal (i. $\theta_{0} a_{0} b_{0} \neq 0$ ), (AB) '/AB is called the

## logarithmic derivative of $A B$. It follows thats

(13) $\frac{(A B)^{0}}{A B}=\frac{A^{0} B}{A B}+\frac{A B^{0}}{A B}=\frac{A^{0}}{A}+\frac{B^{0}}{B}$.

By induction it follows thats
(14) $\frac{\left(A_{1} A_{2} \ldots A_{n}\right)^{\prime}}{A_{1} A_{2} \cdots A_{n}}=\frac{A_{1}}{A_{1}}+\ldots+\frac{A_{n}^{\prime}}{A_{n}}$.

A formal power series will result from the product of a finite number of power series, $\frac{n}{1 \sum_{1}} A_{i}$, since the coefficient of the kth power of $x$ can be found by adding only a finite number of terms. If we consider proo ducts such that only a finite number of terms are needed to compute the term $x^{n}$, then it also follows thats (15)


Formal power series will frequently be expressed as products. It will thus be necessary to work with products, particulariy of the type ${ }_{k=1}^{\infty}{ }_{k}^{\infty}\left(a+b x^{k}\right)$ 。 only products in which there exists a finjte number of terms involving $x^{n}$ will be considered.

## Identities of Euler and Jacobi

Euler used formal power series to develop the generating function of $p(n)$. A given partition of $n$,

$$
\begin{equation*}
n=n_{1}+n_{2}+n_{3}+\ldots+n_{5} \tag{3.1}
\end{equation*}
$$

can be written in the more systematic form

$$
\begin{equation*}
n=n_{1}+2 n_{2}+3 n_{3}+\ldots\left(n_{1} \geq 0\right) \tag{3.2}
\end{equation*}
$$

where $n_{1}$ is the number of $1^{\prime} s_{9} n_{2}$ is the number of $2^{\prime} s_{8} n_{3}$ is the number of $3^{\circ} s^{\prime}$ etc. Thus $p(n)$ is the number of solutions of (3.2).

On the other hand,

$$
\begin{aligned}
\sum_{k=1}^{\infty}\left(1-x^{k}\right)^{1} & =\frac{1}{1-x} \cdot \frac{1}{1-x^{2}} \cdot \frac{1}{1-x^{3}} \cdots \\
& =n_{1} \sum_{0}^{\infty} x^{n_{1}} \cdot n_{2} \sum_{0}^{\infty} x^{2 n_{2}} \cdot n_{3} \sum_{0}^{\infty} x^{3 n_{3}} \cdots \\
& =n_{n=0}^{\infty} c(n) x^{n}
\end{aligned}
$$

where $n=n_{1}+2 n_{2}+3 n_{3}+\ldots$ and $c(n)=\Sigma 1$, where the sum is over all $n_{1}$ such that $n=n_{1}+2 n_{2}+3 n_{3}+\ldots$. Thus $C(n)$ is the number of solutions of (3.2) and one formally concludes:

$$
\begin{equation*}
P(x)={ }_{k=1}^{\infty}\left(1-x^{k}\right)^{-1}=\sum_{n=0}^{\infty} p(n) x^{n} \tag{3.3}
\end{equation*}
$$

Relation (3.3) will be stated and proved in Theorem 4.5 for all real x such that $|x|<1$.

In order to gain knowledge of $p(n)$, Euler studied the reciprocal of the generating function, i.e. $\bar{\sigma}(x)=\frac{1}{P(x)}=\prod_{k=1}^{\infty}\left(1-x^{k}\right)$ 。 After expanding the product of a number of factors, he obtained

$$
1=x=x^{2}+x^{5}+x^{7}-x^{12}-x^{15}+x^{22}+x^{26}-\infty+\ldots
$$

He wrote out the powers of $x_{\text {, }}$ odd terms to the right and even terms to the left as follows:

$$
\ldots 26,15,7,2,0,1,5,12,22, \ldots
$$

Fuler then took the difference of each pair of consecutive numbers in the sequence to obtain the new sequence,

$$
\ldots-11,-8,-5,-2,1,4,7,10, \ldots
$$

He again took the difference of each pair of consecutive numbers to get the constant 3 in each case. It was now evjdent that the original sequence must be of the form $a n^{2}+b n+c$. He was led to eonjecture:

$$
\begin{equation*}
\Phi(x)={ }_{k=1}^{\mathbb{N}_{1}^{1}}\left(1-x^{k}\right)=n_{n=\infty}^{\infty}(-1)^{n} x^{n}(3 n \infty 1) / 2, \tag{3.4}
\end{equation*}
$$

and he wes unable to prove this result until 9 years later in 1750. The relation (3.4) is known as Euler's identity and will be stated and proved in Theorem 4.7. Euler's identity was also proved by Carl GoJ. Jacobi (180401851, German) in his "Fundamenta Nova" of 1829, where he made imporiant applications of elliptic functions to the theory of partitions.

Jacobís welloknown theta formula:

$$
\begin{equation*}
\prod_{n=1}^{\infty}\left(1-x^{2 n}\right)\left(1+x^{2 n_{\infty} 1} z\right)\left(1+x^{2 n-1} z^{\infty} 1\right)=n=\sum_{n=\infty}^{\infty} x^{n^{2}} z^{n} \tag{3.5}
\end{equation*}
$$

was proved by Jacobi in 1829. James J. Sylvester ( $1814=1897$, English) [47] gave a direct proof by elementary means and E. Maitland Wright (19060, Britian) [50] gave an enumerative or combinatorial proof of Jacobi's theta formula in 1963 from which not only Euler"s identity but other results in partition theory can be deduced. F. Franklin gave a proof of Euler's formula (3.4) with combinatorial arguments. A more recent algebraic proof was given by Daniel Shanks [45], which is the method of proof given in Chapter IV.

With unsurpassed manipulative skill, Euler derived numerous identio tios from his relations (3.3) and (3.4). Among the many results of Euler's were the elegant formulae whereby $p(n)$ could be calculated recursively.

## Recursion Formulae

The result of multiplying the relations (3.3) and (3.4) together yialds

$$
1=\sum_{n=0}^{\infty} p(n) x^{n} n_{n=m_{\infty}}^{\infty}(-1)^{n} n\left(3 n_{m} 1\right) / 2
$$

Upon equating coefficients, Euler obtained the recursion formula

$$
\begin{equation*}
p(n)=0<w_{k}^{\sum} s n^{2}(-1)^{k-1} p\left(n-w_{k}\right) \tag{3.6}
\end{equation*}
$$

where

$$
w_{k}=k(3 k-1) / 2,(k=0, \pm 1, \pm 2, \ldots 0)
$$

The recursion formula (3.6) makes possible the computation of $p(n)$ by inductive steps. Of course the number of terms in (3.6) increases as $n$ increases. The number of terms needed to find $p(n)$ may be determined approximately as follows. For $k>0$,

$$
w_{k}=\frac{3 k^{2}}{2}-\frac{k}{2}<n_{3}
$$

and for large $k$, the term $k / 2$ is small compared to $\left(3 k^{2}\right) / 2$ and hence may be neglected. Thus $\left(3 \mathrm{k}^{2}\right) / 2<n$ and hence $k<\sqrt{2 \mathrm{n} / 3}$. Similarly, for $\mathrm{k}<0$; or approximately $2 \sqrt{2 \mathrm{n} / 3}$ terms altogether.

Another of Euler's recursion formulae was

$$
\begin{equation*}
p_{m}(n)=p_{m-1}(n)+p_{m}(n m) \tag{3.7}
\end{equation*}
$$

where $p_{m}(n)$ is the number of partitions of $n$ into surmands not greater than m. By the use of this recursion formula, Euler computed a table of values of $p_{m}(n)$ for $n \leqq 69, m \leqq 11,[14]$. A proof of the recursion formula (3.7) is given by Grosswald [23]. However, this recursion formo ula is useless as an aid to practical computation for any but inconsidere ably small numbers [7].

One peculiarity of Euler's formal analysis (The interested reader can refer to Rademacher's lecture [41] Chapter I, Formal Power Series, to see a more complete development of formal analysis.) is that it can lead to absurdities if not used properly. He recognized that if an infinite series is not convergent it is unsafe to use unless the varico able is used as an indeterminate. For example, by long division one obtains

$$
(1 \infty x)^{-1}=1+x+x^{2}+x^{3}+\ldots=\sum_{k=0}^{\infty} x^{k}
$$

It is known that this series converges for $|x|<1$, but for $x=2$ the
absured result of $-1=1+2+4+8+\ldots$ is obtained.
P. A. MacMahon (1854-1929, Britian), used Euler's formula (3.6) to compute a table of values of $p(n)$ for values of $n$ up to 200. This table was published at the end of a paper by Hardy and Ramanujan [25].

Hansraj Gupta [21] added to the list another recursion formula,

$$
(n, m)=(n-m, m)+(n+1, m+1),
$$

where ( $n, m$ ) denotes the number of those partitions of $n$ in which the smallest element that occurs is $m$. This helped him to construct tables [21] of $p(n)$ for values of $n$ up to 300 and later for values of $n$ up to 600 [22].

## Asymptotic Results

The generating function and the formulae of Euler and Jacobi were used to develop many interesting recursion formulae. No general indem pendent representation of $p(n)$ was known until 1937 when Hans Rademacher (1892, German) [42] developed a convergent series representation. According to Rademacher the order of magnitude of $p(n)$ for large $n$ was never examined until 1917, when G. H. Hardy (1877-, English) and S. Ramanujan (1887-1920, Indian) [25] applied their new analytic methods and derived an asymptotic formula for $p(n)$.

The value $p(200)=3972999029388$, computed from the recursion formula by MacMahon, can be computed with only six terms of the asympo totic formula with an error of .004 .

The asymptotic formula obtained by Hardy and Ramanujan is

$$
\begin{equation*}
p(n) \sim \frac{1}{4 n \sqrt{3}} \exp (\pi \sqrt{2 n / 3}) \tag{3.8}
\end{equation*}
$$

or more precisely,

$$
\begin{equation*}
p(n)=\frac{1}{2 \pi \sqrt{2}} \sum_{k \leq 0 \sqrt{n}} A_{k}(n) \sqrt{k} \frac{d}{d n}\left(\frac{\exp \left(\pi / k \sqrt{2 / 3} \lambda_{n}\right)}{\lambda_{n}}\right)+0\left(n^{\infty 1 / 4}\right), \tag{3.9}
\end{equation*}
$$

with $\alpha$ an arbitrary constant, $\lambda_{n}=\sqrt{n-1 / 24}$ and

$$
A_{k}(n)=\sum_{\substack{h \bmod k \\(h, k)}} W_{h, k} \exp (-2 \pi i h n / k)_{0}
$$

The symbol $W_{h, k}$ means a $24 k$ cth root of unity given for odd $h$ by $W_{h, k}=(\infty k / h) \exp \left[-\left\{(2-h k-h) / 4+(k-1 / k)\left(2 h-h^{0}+h^{2} h^{0}\right) / 12\right\} \pi i\right]$, and for odd $k$ by

$$
W_{h_{9} k}=(\infty h / k) \exp \left[\infty\left\{(k-1) / 4+(k-1 / k)\left(2 h-h^{\prime}+h^{2} h^{0}\right)\right\} \pi^{0}\right]
$$

where ( $a / b$ ) denotes the Legendreajacobi symbol and $h^{0}$ is any solution of the congruence

$$
h^{\prime} \equiv-1(\bmod k) .
$$

Rademacher has also shown that $W_{h_{9} k}$ has the following representation

$$
W_{h, k}=\exp \pi i{ }_{x=1}^{k} \sum_{=1}^{1}\left(\frac{x}{k}-\frac{1}{2}\right)\left(\frac{h x}{k}=\left[\frac{h x}{k}\right]=\frac{1}{2}\right)
$$

where [ $x$ ] means the greatest integer function.
Do Ho Lehmer (19050.s American) [30] used the series (3.9) to develop

$$
p(599)=4353502078430170000
$$

$$
p(721)=1610617557501794734762
$$

$\mathrm{p}(2052)$, and the 127 digit number for $\mathrm{p}(14031)$, the largest known [40]. Lehmer [29] later proved that the series (3.9) is not convergent but divergent. His results for $p(599)$ and $p(721)$ are easily justified, howo ever, by convergent series due to Hans Rademacher (1892m, German) [42].

Rademacher simplified and perfected the original analysis of Hardy and Ramanujan to obtain the convergent series

$$
\begin{equation*}
p(n)=\frac{1}{\pi \sqrt{2}} \sum_{k=1}^{\infty} A_{k}(n) \sqrt{k} \frac{d}{d n} \frac{\sinh C \lambda_{n} / k}{\lambda_{n}} \tag{3.10}
\end{equation*}
$$

He also showed [42] that the series (3.9) can be derived as a corollary from his series ( 3.10 ).

## Congruence Properties

Ramanujan [24], upon observation of MacMahon's table of $p(n)$ for $n$ up to 200 , discovered and proved the congruence properties
(a) $\mathrm{p}(5 \mathrm{~m}+4) \equiv 0(\bmod 5)$
(3.11)
(b) $\mathrm{p}(7 \mathrm{~m}+5) \equiv 0(\bmod 7)$
(c) $p(11 m+6) \equiv 0(\bmod 11)$ 。

He made the general conjecture that if
and

$$
\begin{aligned}
& 0=5^{a} 7^{b} 11^{c} \\
& 24 n=1(\bmod 8) \\
& p(n) \equiv 0(\bmod 8)
\end{aligned}
$$

The proof would onily need to involve the cases $0=5^{\mathrm{a}} 7^{\mathrm{b}}$, and $11^{\mathrm{c}}$ since all others would follow as corollaries. Ramamjan proved the result for $8=5,7,11,5^{2}$, and $7^{2}$. It was later observed by S. Chowla [13] from Gupta.s table, with values of $n$ up to $300_{2}$ that there was a contradiction to the conjecture. A contradiction occurs with $n=243$ since $24(245) 1$ $\left(\bmod 7^{3}\right)$ but $7^{3}$ does not divide $p(243)=133978259344888$.

Watson [48] found and proved the appropriate modification of Rame anujans conjecture for $=7^{b}$, viso that $p(n)=0\left(\bmod 7^{b}\right)$ if $b>1$ and $24 \pi=1\left(\bmod 7^{2 \mathrm{~b}-2}\right)$. He also proved the congruence for the case $5^{\text {a }}$.

Lehmar [28] used the celebrated Ramanujan series to compute p(599) and $p(721)$ to check the conjecture for $=5^{4}$ and $11^{3}$ respectively. However, he could not be sure of these values and this led Gupta [pe] to extend his tables for $p(n)$ up to $n=600$. This confirmed his value for p (599) and also for p (721) with respect to the modulus 247.

However, after Rademacher's development of his convergent series for $p(n)$, Lehmer [28] established the following facts:

$$
\begin{aligned}
& p(1224) \equiv 0\left(\bmod 5^{4}\right) \\
& p(2052) \equiv 0\left(\bmod 11^{3}\right) \\
& p(2474) \equiv 0\left(\bmod 5^{3}\right) \\
& p(14031) \equiv 0\left(\bmod 11^{4}\right)
\end{aligned}
$$

which are all in accord with Ramamjan's conjecture.
In 1943, Joseph Lehner (19120. American) [31] proved the Ramanujan Conjecture for 11 and $11^{2}$ but said nothing is known concerning the conco jecture for higher powers of 11 except for the affirmative test of Lehmer"s above. Seven years later Lehner [32] also proved the conjecture for $11^{3}$.

Atkin and SwinnertonmDyer proved some results for which the congrua ences (3.11) are immediate corollaries. More general theorems were also proved by J. M. Gandhi which will be given in Chapter IV.

In spite of the simplicity of the definition of $p(n)$, very few axithmetic properties are known. There is no simple criterion to determ mine whether $p(n)$ is even or odd for example. Ramanujan had inquired of MacMahon if he had a simple way of determining the parity of $p(n)$. Since Ramnujan was successful in discovering some congruences from a table of values for $p(n)$ for $n$ up to 300, MacMahon [34] obtained the 470 values of $p(n)$ which are even for $n \leqq 1000$. More on congruences will be given in Chapter $V$.

## Generalizations

The usual thing in mathematics, if possible, is to generalize what you already have. This is exactly what happened in the theory of partio
tions and continues to happen. For example a partition of 10 can be written with the summands in nonmascending order of magnitude along a line as follows: 5 32. This is regarded as a onemdimensional or line partition.
A. Plane Partitions and higher dimensians

MacMahon [33] was the first to take a line partition of an integer $n$ and arrange the summands in rows and columns with noneascending order of magnitude in each row from left to right, and in each column from top to bottom. Such an obvious generalization is called a twodimensional or plane partition.

Thus from the line partition 532 of the number 10, we would have the plane partitions $532,53,52,50$

MacMahon was now able to place restrictions on (i) the size of each summand, (ii) the number of rows, and (iii) the number of columns. If the number of rows is $k,(k \leqq n)$, then the representation is referred to as a korowed or koline partition. He was able to obtain gensrating functions for the plane partitions with and without restrietions. Howe ever, his developments were neither intuitive nor sasy. He used the intricate and beautiful analysis based on his theory of Lattice Funce tions.

Later T. W. Chaundy [10] devised an algebraic technique which gives the result more rapidly. Other proofs were given for $k=2$ by Forsyth [15] and the first one based on the purely combinatorial method of onew tomone correspondence by Cheema and Gordon [12].

More recently, Gordon and Houten [19] have given a much more simple proof of the gererating function for the plane partition function.

They also developed a generating function for the kexowed partition function with restrictions. However, the proofs still fall short of the intuitive development which was first the goal of MacMahon and which still remains perhaps an impossible challenge.

Wright [54] uses the notation $p(n), q(n)$, and $r(n)$ for the number of linears plane and solid partitions of $n$ respectively. He claims it has long been conjectured that the generating function for $r(n)$ is $n_{k}^{\infty}\left(1-x^{k}\right)^{-k(k+j) / 2}={ }_{n=0}^{\infty} r(n) x^{n}$, but it is now known to be false。

An asymptotic result for the plane partition function was first obtained in 1931 by E.M. Wright [51]. He applies Cauchy's integral theorem to the generating function and applies the method of steepest descent ${ }^{\circ}$ in evaluating the integral. He mentions in this paper the Improbability of an asymptotic result with as small an order for the error as in the case of $p(n)$.

In 1964, published in 1966 [52], Wright used the reeciprocal of the generating function for plane partitions, i.e.g

$$
\sum_{k=1}^{\sum_{n}}\left(1-x^{k}\right)^{k}=\sum_{n=0}^{\infty} c(n) x^{n},(c(0)=1)
$$

and developed asymptotic results for $c(n)$. Before this was published, Haskell [27] also developed the asymptotic results which ineludes the famous HardyoRamanujan results for $p(n)$ as a special cass. Haskel1's papex also has a crude asymptotic formula for the koline partition function.

There are very fow results concerning congruence properties of kiline and plane partition functions. Cheema and Gordon [12] gave some for $t_{2}(n)$ and $t_{3}(n)$, the twooline and three line partitions. In 1967, Gandhi [18] extended this to $t_{k}(n)$ for $k=4$ and 5 and claims to have
some for $k=6,7,8$ and 9 which have not appeared in print at this time. The partitions of $n$ have also been extended in a logical way to nodimensional or multimdimensional. MacMahon refers to the number of 3odimensional partitions of $n$ as the number of 'solid graphs' of $n$ nodes. The generating functions, some asymptotic and arithmetic results will be given in a later chapter.

## B. Vector Partitions

Another extension of the theory of partitions is to consider the 'multipartite' numberso. A multipartite number of order $s$ is a $s$ dimen sional vector, the components of which are nononegative rational integers. A vector partition of $\left(n_{1}, n_{2}, \ldots 0 n_{s}\right)$ is a solution of the vector equation

$$
\sum_{k}\left(n_{1 k^{9}} n_{2 k}, \ldots n_{s k}\right)=\left(n_{1}, n_{2}, \ldots n_{s}\right)
$$

in multipartite numbers other than $\left(0, O_{2} \ldots 0\right)$. The number of such partitions without restrictions (order of vectors not significant) is generally denoted by $p\left(n_{1}, n_{2}, \ldots n_{2}\right)$. The generating function is
$k_{1} \mathbb{H}_{0}\left(1 \propto x_{1}^{k_{1}} x_{1}^{k_{1}} x_{2}^{k_{2}} \ldots x_{s}^{\left.k_{s}\right)^{-1}}=n_{i} \sum_{0}^{\infty} p\left(n_{1}, n_{2}, \ldots n_{s}\right) x_{1}^{n_{1}} x_{2}^{n_{2}} \ldots x_{s}^{n_{s}}\right.$ where $k_{1}+k_{2}+\ldots+k_{s}>0$.

The generating function for the partitions of bipartites ( $m_{8} n$ ) without restrictions was already known by MacMahon [33]. However, L. Carlitz [8] obtained explicit generating functions for the bipartite with restrictions. Let $u\left(m_{9} n\right)$ denote the number of partitions of ( $m, n$ ) into parts $\left(m_{i}, n_{i}\right)$ such that $\min \left(m_{i}, n_{i}\right) \geq \max \left(m_{i}, n_{i}\right)$ for $(i=1,2,3, \ldots)$. Then he obtains,

$$
\prod_{n=1}^{\infty}\left(1-x^{n} y^{n \infty 1}\right)^{-1}\left(1-x^{n \infty 1} y^{n}\right)^{-1}\left(1-x^{2 n} y^{2 n}\right)^{-1}=\underset{\substack{m_{s} n \sum_{n=0}^{\infty} u(m+n>0)}}{ } u(m) x^{m} y^{n} .
$$

He noticed the close similarity with the Jacobi theta functions and was
able to prove

$$
\begin{aligned}
& n_{n=1}^{\infty}\left(1 \infty x^{n} y^{n=1}\right)\left(1 \propto x^{n-1} y^{n}\right)\left(1-x^{2 n} y^{2 n}\right) \\
& =n_{n=1}^{\infty}\left(1+x^{n} y^{n}\right)_{p=\infty}^{\infty}(-1)^{r} x x^{r(n+1) / 2} y^{r(x-1) / 2}
\end{aligned}
$$

L. Carlitz [9] was then able to develop the following two relations.

$$
V\left(m_{9} n\right)=p[m-(m-n)(m-n+1) / 2]
$$

where $p(n)$ is the number of unrestricted partitions of $n$ with $p(m)=0$ for $m>0$ and $v\left(m_{9} n\right)$ is the number of partitions of $\left(m_{9} n\right)$ into distinct parts $(a, 2-1),(b-1, b)(a, b=1,2,3 \ldots)$.

$$
w(m, n)=\operatorname{mij}_{x^{2} n(m, n)} p(x) y\left(m-x_{9} n \infty-x\right)_{0}
$$

where $W\left(m_{9} n\right)$ denotes the number of paxtitions of $\left(m_{9} n\right)$ into (not necesse arily distinct) parts $(a, a),(b, b=1),(c-2, c)(a, b, c=1,2,3 \ldots)$ and $y\left(m_{9} n\right)$ is the number of partitions of $\left(m_{9} n\right)$ into (not necessarily distinct) parts $(a, a-1),(b-1, b)(a, b=1,2,3 \ldots)_{0}$.

In 1953 Auluck [5] obtained an asymptotic formula for $p\left(n_{1}, n_{2}\right)$ wher $n_{2}$ is fixed and $n_{1}$ large. Nanda [35] shows this same result applies for fixed $n_{2}$ of order $n_{1}^{1 / 4}$ and large $n_{1}$ 。 Robertson [44] extended Nanda's method to asymptotic formula for the number of unestricted partitions of an sodimensional vector. Cheema [11] obtains some asymptotic results of $p\left(n_{1}, \ldots n_{s}\right)$ with restrictions and establishes a relation between vector partitions and the multiodimensional partio tions.

The problem of congruences, $i_{0} e_{0}$ to show $p\left(n_{1}, \ldots n_{s}\right) \equiv a$ $(\bmod m)$ has an infinite number of solutions for $a l l m_{8} a_{9}$ and fixed $s$, is an open problem even in the case $s=1$.

The problem of finding certain generating functions is still open. Cheeme [3] states the conjecture that the generating function for
bipartite plane partitions (with nonaascending order of magnitude in both directions) is

$$
\underset{\substack{k_{1} k_{2} \sum_{0}^{2}\left(1-x_{1} \\ k_{1}+k_{2}>0\right.}}{\left.k_{2} x_{2}\right)-\left(k_{1}+k_{2}\right) .}
$$

Wright [47] refers to a conjecture for the generating function of dedimensional partitions of $n$, namely

$$
R_{d}(x)=\prod_{k=1}^{\mathbb{D}}\left(1-x^{k}\right)^{\infty}\left(\begin{array}{c}
d+k_{k}=2
\end{array}\right)
$$

where $\binom{d+k_{m} 1}{k=1}$ takes the value 1 for $k=1$ and otherwise denotes the usual binomial coefficient. The proofs for $\mathrm{d}=1$ and 2 have already been alluded to, but it has been disproved for $d=3$ by Atkin et al. [3]. E. M. Wright [53] makes the following comment, "It is interesting to learn that $R_{3}(x)$ is not the generating function of $q(3, \infty n)$ and it would be of some interest to have a more plausible conjecture as to what is the correct generating function." He denotes the number of unrestricted 3dimensional partitions of $n$ by $q(3, \infty, n)$. C. The partition function $p_{r}(n)$

Another generalization has been to study the function $p_{r}(n)$ which is defined by the relation

$$
P^{r}(x)={ }_{k=1}^{\infty}\left(1 \infty x^{k}\right)^{r}={ }_{n=0}^{\infty} p_{r}(n) x^{n}
$$

Thus $p_{\infty=1}(n)=p(n)$ is just the unrestricted partitions of $n$.
K. G. Ramanathan, in 1950, proved congruence properties modulo powers of 5,7 and 11 for $p_{r}(n)$ similas to wiat had already been done for $\mathrm{p}(\mathrm{n})$. However, Atkin [2] in 1966 found an error in his lemma 4 on which his main theorem depends and unfortunately his results are incorrect. Atkin does prove a theorem for the congruence properties modulo 5 and 7
for $p_{-k}(n),(1<k<8)$.
The function $p_{r}(n)$ is very useful in obtaining elementary proofs for the congruences of $\mathrm{p}(\mathrm{n})$. In 1964 Gandhi [17] used it to obtain very simple proofs for $p(5 m+4) \equiv 0(\bmod 5)$ and $p(7 m+5)=0(\bmod 7)$. The author has used it in Chapter $V$ of this paper to develop a simple proof for $p(11 m+6)=0(\bmod 11)$.

The only applications of the theory of partitions which will be indicated in this paper will now be given as a quote from V. S. Nanda with reference given by Wright [52].

The close similarity between the basic problems in statism tical thermodynamics and the partition theory of numbers is now well recognized. In either case one is concerned with partitioning a large integer, under certain restrictions, which in effect means that the "Zustandsumme" of a thermom dymamic assembly is identical with the generating function of partitions appropriate to that assembly. ... Asymptotic expressions are deduced which constitute a generalization of the HardymRamanujan formula for $p(n)$ which corresponds to an assembly of linear oscillators.... It is remarkable that the Zustandsumme of an assembly of a variable number. of two dimensional oscillators is identical with the genco erating function of plane partitions. ... Furthere it is noticed that a study of twodinensional oscillator asseme bly is connected with the partitions of biepartite numbers. ...

## CHAPTER IV

## GENERAL DEFINITIONS AND THEOREMS OF PARTITIONS

## Partition Functions

A function which is defined on the natural numbers or positive rational integers is said to be an arithmetic function. Many arithmetic functions exist in number theory and the partition function to be diso cussed in this chapter is such a function.

Definition 4.1. A partition of the positive integer $n$ is a representam tion of n as a sum of positive integers referred to as the summands or parts. Sums which differ only in the order of summands are considered the same partition.

Definition 4.2. The number of partitions of the positive integer $n$ is the partition function $p(n)$.

Other partition functions of $n$ have been defined by placing various restrictions on the summands and/or the number of summands. Some of these will be introduced and illustrated here. There are different symeo bols in the literature for certain functions (as you have perhaps noticed in the previous chapter), but to avoid duplication of symbols from this point on the following definition will be adhered to.

Definition 4.3. The functions $p(n ; m), p_{A}(n), q(n), q^{e}(n)$ and $q^{0}(n)$ repo
resent the number of partitions of $n$ with summands not exceeding $m_{9}$ sum mands from the set $A$, mutually distinct summands, an even number of mutually distinct summands and an odd number of mutually distinct sum. mands, respectively.

To illustrate the partition functions, consider the following partitions of the number 5 .
(1) 5
(2) $4+1$
(3) $3+2$
(4) $3+1+1$
(5) $2+2+1$
(6) $2+1+1+1$
(7) $1+1+1+1+1$

There are a total of seven partitions and hence $p(5)=7$. The three partitions in (5) (7) are the only ones with summands not exceeding 2 and consequently $p(5 ; 2)=3$. The partitions in (1), (4) and (7) have odd summands, with the set of odd integers represented by $0_{9}$ we have $p_{0}(5)=3$. Since no partition has onily even $(E)$ summands, $p_{E}(5)=0$. The partitions with mutually distinct summands are (1), (2) and (3) so $\mathrm{q}(5)=3$. There are two partitions with an even number of mutually distinct summands and there is only one with an odd number of mutually distinct summands, thus $q^{e}(5)=2$ and $q^{0}(5)=1$.

An almost evident result relating the partition functions is given by the following theorems.
Theorem 4.4.
(a) $p(n, m)=p(n)$ if $n \leqslant m$,
(b) $p(n ; m) \leq p(n)$ for all $m \geq 1$ g
(c) $q(n)=q^{\theta}(n)+q^{0}(n)$,
(d) $p(n) \geq p_{E}(n)+p_{0}(n)$ and
(e) $p_{E}(2 n+1)=0$ 。

Proof: (a) follows since each summand of $n$ must be less than or equal to $n_{0}$ If it happens that $m<n_{9}$ then it is evident from the definition that the inequality will hold in (b), otherwise the equality will hold. The resuit in (c) follows since every partition with distinct sumnands must have either an even number or an odd number of summands. A partise tion of $n$ must be one of the three typess summands all even, all odd. or some even and some odd, thus (d) follows. Since no odd integer can be expressed as the sum of even positive integers the result (e) follows.

## Generating Functions

Power series are extremely useful in additive number theory because of the additive property in the laws of exponents. Much of the work in the theory of partitions has been done with the aid of power series. Certain functions represented by power series can be used to define the partition functions.

If a real valued function $F$ can be expressed in a power series $F(x)=n_{n=0}^{n_{0}^{m}} f(n) x^{n}=f(0)+f(1) x+f(2) x^{2}+\ldots+f(n) x^{n}+\ldots 0$. then the coefficient of $x^{n}$ is the function value of $f$ at $n_{0}$ Thus it is possible to use series to define an arithmetic function and it will be convenient to extend the domain of the function to include zero. Since the generating function (defined in Definition 4.6) for the partition functions will have constant terms equal $l_{\text {, }}$ it is convenient to make the following definnition.

Definition 4.5. $p(0)=p(0 ; m)=p_{A}(0)=q(0)=q^{\theta}(0)=q^{0}(0)=1$. That is, all partition functions are defined to be 1 for $n=0$ 。

Deitimition 4.6. Any function $F(x)=\sum_{n=0}^{\infty} f(n) x^{n}$ is called a genexating founction of $f(n)$.

The convergence of the series is not really significant in terms of defining the arithmetic function $f(n)$ since it is the coefficients which give the function values. Howerer, in most of the work convergence is needed and the series ropresenting the partition functions converge for all real $x$ numerically less than 1.

First a formal development of the generating functions will be given without regard to the question of convergence. The generating functions will be represented by the same letter but it will be capital. The proof will require Lemma 4.7.

Lemme 4s $20 p_{A}(n)$ is the mmber of distinct solutions of the diophantine equation

$$
\text { (4.1) } \quad k_{1} a_{1}+k_{2} a_{2}+\ldots+k_{i} a_{i}+\ldots \equiv n
$$

in positive integers $k_{i}$ and distinct elements $\alpha_{i}$ of $A_{0}$

Proof: Any solution of (4.1) is by definition a partition of $n_{9}$ since the value of $k_{i}$ indicates the number of times $a_{i}$ occurs as a sumand. Hence, the number of distinct solutions corresponds to the number of partitions of $n$ with summands that are elements of $A_{0} i_{0} e_{0} p_{A}(n)$.

Theorem 4.8. $P_{A}(x)=\prod_{a} \prod_{A}\left(1=x^{2}\right)^{-1}$ and $Q(x)={ }_{k} \underline{\underline{I}}_{1}\left(1+x^{k}\right)$ are generating functions for $p_{A}(n)$ and $q(n)$ respectively. Proof: $\left(1-x^{a}\right)^{-1}={ }_{k=0}^{\infty}\left(x^{a}\right)^{k} \quad$ (The interval of convergence will be
considered in Theorem 4.11). From this it follows that

$$
\begin{aligned}
p_{A}(x) & ={ }_{a \in A}\left(1-x^{2}\right)^{\infty 1} \\
& =\prod_{a \in A} \sum_{k=0}^{\infty} x^{a k} \\
& ={ }_{a \in A}^{\prod_{A}}\left(1+x^{2}+x^{2 a}+\ldots+x^{k a}+\ldots\right) \\
& ={ }_{n} \sum_{0}^{\infty} c_{n} x^{n}
\end{aligned}
$$

where $e_{n}$ is the number of distinct positive integral solutions of the diophantine equation (4.1). By Lemma 4.7, $c_{n}=p_{A}(n)$ and thus $p_{A}(x)$ is the generating function for $\mathrm{p}_{\mathrm{A}}(\mathrm{n})$. Similarly,

$$
\begin{aligned}
\mathbb{N}_{k}^{\infty}\left(1+x^{k}\right) & =(1+x)\left(1+x^{2}\right)\left(1+x^{3}\right) \ldots \\
& ={ }_{n} \sum_{n}^{\infty} d_{n} x^{n}
\end{aligned}
$$

where $d_{n}$ is the number of distinct solutions of the diophantine equation $1 k_{1}+2 k_{2}+3 k_{3}+\ldots=n$, where $k_{i}(i=1,2,3, \ldots)$ is 0 or 1. Hence, $d_{n}$ is the number of times that $n$ can be expressed as the sum of distinct positive integers, i.e. $q(n)$. Thus, $Q(x)$ is the generating function for $q(n)$ and the theorem is proved.

Other generating functions follow as a consequence of Theorem 4.8 .

Corollary 4.9.

(b) $P_{E}(x)={ }_{k=1}^{\stackrel{\infty}{\stackrel{N}{1}_{1}^{1}}}\left(1-x^{2 k}\right)^{\infty 1}={ }_{n=0}^{\infty} p_{E}(n) x^{n}{ }_{9}$
(c) $P_{0}(x)=\sum_{k=1}^{\infty}\left(1-x^{2 k-1}\right)^{-1}={ }_{n} \sum_{0}^{x} p_{0}(n) x^{n}$, and
(d) $P(x ; m)={ }_{k=1}^{m}\left(1-x^{k}\right)^{-1}={ }_{n=0}^{\infty} p(n ; m) x^{n}$.

That is, $P(x), P_{E}(x), P_{0}(x)$, and $P(x ; m)$ are generating fonctions for $p(n), p_{E}(n)$, and $p(n ; m)$ respectively.

Proof: This follows immediately from Theorem 4.8 where $A$ is the set of positive integers, even positive integers, odd positive integers, and positive integers not exceeding $m$.

The next theorem shows that the generating function $P(x)$ actually converges for all $x$ such that $|x|<1$. All the other generating funco tions converge for $|x|<1$ with similar proofs which will not be included here. This implies that they represent analytic functions at least inside the unit circle.

A convenient notation which is used throughoout this paper will be stated in the following definition

Definition 4.10. For all $x$ (particularly $x=0$ )

$$
\sum_{n=0}^{\infty} p(n) x^{n}=1+\sum_{n=1}^{\infty} p(n) x_{0}^{n}
$$

This definition applies for other partition functions as well.

Theorem 4, 110 [23] For $|x|<1, P(x)={ }_{k=1}^{N}\left(1-0 x^{k}\right)^{\infty 1}=\sum_{n=0}^{\infty} p(n) x_{0}^{n}{ }_{0}^{n}$
Proof: Let $z$ be a complex number such that $|z|=x<1$. Then

$$
\begin{aligned}
|P(z)| & \leq P(r) \\
& ={ }_{n=1}^{\mathbb{D}}\left(1 \propto x^{n}\right)^{\infty 1} \\
& ={ }_{n=1}^{N}\left(1+a_{n}\right)
\end{aligned}
$$

where $a_{n}=\sum_{k=1}^{\infty}\left(x^{n k}\right)$, since $\left(1-x^{n}\right)^{-1}=\sum_{k=0}^{\infty}\left(x^{n}\right)^{k}$ 。 But with $0<r<10$ the geometric series $a_{n}$ converges absolutely and has sum $\frac{r^{n}}{1-r^{n_{n}}}$ The product of absolutsly convergent series eonverges by Theorem 2.24 and thus.

$$
|P(z)| \leq \frac{\sum_{n=1}^{1}=1}{\left.1-\frac{r^{n}}{1-x^{n}}\right), 0<r<1_{2}}
$$

which converges by Theorem 2.28 since $\sum_{n=1}^{\infty} \frac{r^{n}}{1-r^{n}}$ converges absolutely for $0<r<1$. In view of Corollary 4.9(a) this completes the proof. A longer proof with less advanced analysis is given by Niven and Zuckerman [38].

It should be sbserved here that the convergence of the generating function is uniform for $|z| \leq 1-E$ (for arbitrarily small $G>0$ ). It can also be observed from the product representation of the generating function that it fails to converge on or outside the unit circle.

A simple application of the generating functions will be illusw trated in the proof of Theorem 4.12.

Theorem 4.12. The number of partitions of $n$ whose summands are odd inte. gers is equal to the number of partitions of $n$ with distinct summands. That is $p_{0}(n)=q(n)$.

Proof:8 It will only be necessary to show that they have the same gen orating functions since a given partition function is represented (or enumerated) by a unique series.

From Theorem 4.8 ,

$$
\begin{aligned}
Q(x) & =\prod_{k=1}^{\infty}\left(1+x^{k}\right) \\
& =(1+x)\left(1+x^{2}\right)\left(1+x^{3}\right) \ldots \circ\left(1+x^{k}\right) \ldots \ldots \\
& =\frac{1-x^{2}}{1-x} \frac{1 \infty x^{4}}{1-x^{2}} 1 \frac{1 \infty x^{6}}{1 \infty x^{3}} \cdots \frac{1 \infty x^{2 k}}{1 \infty x^{k}} \cdots
\end{aligned}
$$

Since the foctors in the numerators, $\left(1-x^{2 k}\right)$ for all kEN (natural numbers), also occur in the denominator leaving only the factors ( $1-x^{2 \mathrm{k} \infty} 1$ ) for $k \in N$ in the denominator, it follows that

$$
Q(x)={\underset{N}{=}}_{\infty}^{\infty}\left(1-x^{2 k-1}\right)^{-1}
$$

which is the generating function for $P_{0}(x)$ given in Corollaxy 4.9.
An interesting alternative proof of Theorem 4.12 which uses the base two representation of the natural numbers is given by Hardy and Wright [26].

The next theorem will be given not only to illustrate the use of generating functions in obtaining a relation between two partition functions, but also to illustrate a technique used by Euler of introm ducing a second variable. This theorem involves $p(n 0 x: m)$, the number of partitions of $n$ into $r$ summands with each summand greater than or equal to m, and $p(n ; x)$ given in Definition 4.3. This proof, with slightly different notationg is given by Haskell [27].

Theorem 4.13.

$$
\mathrm{p}\left(n_{g}, r_{;} m\right)=\mathrm{p}\left(n_{0} x m ; x\right)
$$

Proof: From Corollary $4.9(\mathrm{~d})$ the generating function of $p(n, r)$ is

$$
\begin{equation*}
{\underset{k=1}{\frac{r}{\#}}\left(1 \infty x^{k}\right)^{\infty 1}=\sum_{n=0}^{\infty} p(n, r) x^{n} . ~ . ~}_{n}^{n} \tag{1}
\end{equation*}
$$

The function $p(n i r: m)$, already known by MacMahon [32], is the coefficm cient of $a^{r} x^{n}$ in the exparsion of

$$
\begin{align*}
F(a: x: m) & ={ }_{j=0}^{\infty}\left(1-a x^{m+j}\right)^{-1}  \tag{2}\\
& ={ }_{r=0}^{\infty} \sum_{r}^{\infty}(x ; m) a^{s^{0}}, \text { where }
\end{align*}
$$

$$
\begin{equation*}
g_{0}(x ; m)=1 \text { and } g_{r}(x ; m)={ }_{n} \sum_{n=0}^{\infty} p(n ; x ; m) x^{n} . \tag{3}
\end{equation*}
$$

Replace a by ax in (2) to obtain

$$
\begin{aligned}
F(\operatorname{ax:x:m}) & =\frac{1}{\left(1-a x^{m+1}\right)\left(1 \infty a x^{m+2}\right)\left(1 \infty a x^{m+3}\right) \cdots} \\
& =\frac{\left(1-a x^{m}\right)}{\left(1 \infty a x^{m}\right)\left(1 \infty a x^{m+1}\right)\left(1 \infty a x^{m+2}\right) \cdots} \\
& =\left(1 \infty a x^{m}\right) F(a: x ; m)
\end{aligned}
$$

Thus

$$
F(a x ; x ; m)=\left(1-a x^{m}\right) F(a ; x ; m),
$$

or from (2),

$$
{ }_{r=0}^{\infty} g_{r}(x ; m) a^{r} x^{r}={ }_{r=0}^{\infty} g_{r}(x ; m) a^{r}-a x^{m}{ }_{r}{ }^{D}=0 g_{r}(x ; m) a^{r} .
$$

Equate coefficients of $a^{r}$ to obtain,

$$
x^{r} g_{r}(x ; m)=g_{r}(x ; m)-x^{m} g_{x-1}(x ; m) .
$$

Hence,

$$
g_{r}(x ; m)=\frac{x^{m}}{1-x^{r}} g_{r=1}(x ; m) .
$$

Thus $s_{8}$ with $g_{0}(x ; m)=1$, it follows that,

$$
\begin{aligned}
& g_{1}(x ; m)=\frac{x^{m}}{1-x^{9}} \\
& g_{2}(x ; m)=\frac{x^{m}}{1-x^{2}} \frac{x^{m}}{1-x}, \text { and by induction }
\end{aligned}
$$

(4)

$$
\begin{aligned}
g_{r}(x ; m) & =\frac{x^{m}}{1 \propto x} \frac{x^{m}}{1-x^{2}} \cdots \frac{x^{m}}{1-x^{m}} \\
& =\frac{x^{m m}}{(1-x)\left(1-x^{2}\right) \cdots\left(1-x^{r}\right)}
\end{aligned}
$$

Therefore, from (1) and (3), (4) becomes

$$
{ }_{n=0}^{E_{0}^{\infty}} p(n ; r ; m) x^{n}=x^{r m}{ }_{n=0}^{\infty} p(n ; r) x^{n} .
$$

Equate the coefficients to obtain the results of the theorem.

Theorems of Euler and Jacobi

Pexhaps the most useful theorems in the theory of partitions are Theorems 4015 and 4.16, due to Euler and Jacobi, respectively. Euler considered the function defined by the reciprocal of the generating function $P(x)$ which will be stated for reference purposes in the following definition.

Definition 4. $140 \quad[P(x)]^{-1}={ }_{k=1}^{\infty}\left(1-x^{k}\right)$ and denoted by $\mathbb{C}(x)$ 。
Euler was able to express this function in a series reprec sented in equation (4.2). This will be proved by the algebraic method of Shanks [45].

## Theorem 4:150 (Euler's identity)

$$
\begin{equation*}
T(x)={ }_{k=1}^{\sum_{1}}\left(1-x^{k}\right)={ }_{n=\infty}^{\infty}(-1)^{n} x^{n(3 n+1) / 2} \tag{4.2}
\end{equation*}
$$

Proof: First notice that the identity may be written in the form (4.3) $\sum_{k=1}^{\sum_{1}}\left(1-x^{k}\right)=1+\sum_{n=1}^{\infty}(-1)^{n}\left[x^{n(3 n-1) / 2}+x^{n(3 n+1) / 2}\right]$.

Let the partial products and partial sums of (4.3) be

$$
P_{0}=1, P_{n}={\underset{s=1}{n}}_{\#_{1}}\left(1-x^{s}\right)
$$

and

$$
S_{n}=1+{ }_{s} \sum_{1}^{n}(\infty 1)^{s}\left[x^{s(3 s-1) / 2}+x^{s(3 s+1) / 2}\right]
$$

It is important to observe that,

$$
\begin{equation*}
\frac{P_{n}}{P_{n-1}}=1 \infty x^{n} \tag{4.4}
\end{equation*}
$$

and

$$
\begin{equation*}
s_{n}-s_{n-1}=(-1)^{n}\left[x^{n(3 n-1) / 2}+x^{n(3 n+1) / 2}\right] \tag{4.5}
\end{equation*}
$$

It will first be shown by mathenatical induction that
(4.6) $\quad S_{n}=F_{n}$ where $F_{n}=\sum_{s=0}^{E_{5}}(m)^{s} \frac{P_{n}}{\mathcal{F}_{s}} x^{s n t s(s t 1) / 2}$ 。
i) If $n=i_{9}$ then

$$
\begin{aligned}
S_{1} & =1=\left(x+x^{2}\right) \\
& =(1-x)+x^{2}=F_{1} .
\end{aligned}
$$

Thus, (4.6) is true for $n=1$.
iif) Now it will be shown that $S_{k=1}=F_{k=1}$ implies $S_{k}=F_{k^{\circ}}$ From the definition of $F_{n}$ in (4.6), and detaching the last term of the summ
mation,

$$
F_{k}=\sum_{s=0}^{k-1}(\infty 1)^{s} \frac{P_{k}}{P_{s}} x^{s k+s(s+1) / 2}+(\infty 1)^{k} x^{k(3 k+1) / 2}
$$

Use (4.4) in the form $P_{k}=P_{k a 1}\left(1-x^{k}\right)$ to split the summation into two parts. This gives,

$$
\begin{aligned}
& F_{k}=\sum_{s=0}^{k}(-1)^{s} \frac{P_{k-1}}{P_{s}} x^{s k+s(s+1) / 2}+\sum_{r=0}^{k-1}(-1)^{r+1} \frac{P_{k_{m o 1}}}{P_{r}} x^{k+r k+r(r+1) / 2} \\
& +(-1)^{k} x^{k(3 k+1) / 2} \text { 。 }
\end{aligned}
$$

Now detach the first term, $s=0$, in the first summation and detach the last term, $r=k=1$, in the second summation to obtain,

$$
\begin{aligned}
F_{k}=\frac{P_{k}}{P_{0}}+\frac{k_{s} 1}{\sum_{s 1}(-1)^{s}} \frac{P_{k-1}}{P_{s}} x^{s k+s(s+1) / 2} & +\sum_{r=0}^{k_{n}^{2}}(-1)^{r+1} \frac{P_{k-1}}{P_{r}} x^{k(r+1)+r(r+1) / 2} \\
& +(-1)^{k}\left[x^{k(3 k-1) / 2}+x^{k(3 k+1) / 2}\right]
\end{aligned}
$$

Let $r=s=1$ in the second summation in order to recombine summations to gives
$F_{k}=\frac{P_{k}}{P_{0}}+\sum_{\sum_{=1}}^{k_{0}}(-1)^{s} \frac{P_{k=1}}{P_{s}}\left[x^{s k+s(s+1) / 2}+\frac{P_{s}}{P_{s-1}} x^{k s+s(s m 1) / 2}\right]$

$$
+(-1)^{k}\left[x^{k(3 k-1) / 2}+x^{k(3 k+1) / 2}\right]
$$

From (4.4), it follows that $\frac{P_{s}}{P_{S a l}}=1 \times x^{s}$. This substitution in the brackets of the surmation and including the first term in the summation for $s=0$ gives.

$$
\begin{aligned}
F_{k} & =\sum_{s=0}^{k \sum_{0}^{1}}(-1)^{s} \frac{P_{k-1}}{P_{s}} x^{s\left(k_{\infty} 1\right)+s(s+1) / 2}+(-1)^{k}\left[x^{k(3 k-1) / 2}+x^{k(3 k+1) / 2}\right] \\
& =F_{k-1}+\left(s_{k}-s_{k=1}\right)
\end{aligned}
$$

by the use of ( 4.5 ) with $n=k$. This can be written in the form,

$$
S_{k=1}-F_{k=1}=s_{k}-F_{k^{0}}
$$

Thus, if $S_{k=1}=F_{k=1}$, then $S_{k}=F_{k}$ and equation (4.6) follows by induces tion. Now to compare $F_{n}$ and $P_{n}$, we observe that the first term in
definition (4.6) of $F_{n}$ gives $P_{n}$. That is ${ }_{s}$
$F_{n}=P_{n}-\frac{P_{n}}{P_{1}} x^{n+1}+\ldots+(-1)^{s \frac{P_{n}}{P_{s}}} x^{s n+s(s+1) / 2}+\ldots+(-1)^{n(3 n+1) / 2}$. Since the degree of $P_{s}$ is $s(s+1) / 2$, it follows that all the terms of $F_{n}$ after the first are of degree $n+1$ or greater. This implies that all the terms of degree less than $n+1$ agree for both $F_{n}$ and $P_{n}$. Let $n \infty \infty$ and the series representation for both numbers of (4.3) are the same and the theorem is proved.

Hardy and Wright [26] have proved several theorems which use Euler's device of the introduction of a second parameter which Euler used in proving his identity (4.2). However, Hardy and Wright prove the identity (4.2) as a special case of Jacobi's theta formula (3.5). Since this formula belongs properly to the theory of elliptic functions, it will not be proven here. It can also be used to prove [26], as a special case, the very useful identity of Jacobi's.

Theorem 4.16. (Jacobi's identity)

$$
\begin{equation*}
\Phi^{3}(x)={ }_{k=1}^{\infty}\left(1-x^{k}\right)^{3}=\sum_{n=0}^{\infty}(-1)^{n}(2 n+1) x^{n(n+1) / 2} \tag{4.7}
\end{equation*}
$$

Proof: Can be found on page 285 of Hardy and Wright [26].

## Some Generalizations and Relations

Euler was the first to consider the reciprocal of the generating function for $p(n)$, namely $\mathbf{~}(x)$. Many have since considered the more general definition.

Definition 4.17. Define $p_{r}(n)$ for all integral $r$ and positive integral $n_{9}$ by the equation,

$$
\Phi^{r}(x)=\sum_{k=1}^{\infty}\left(1-x^{k}\right)^{r}=\sum_{n=0}^{\infty} p_{r}(n) x^{n}
$$

For convenience define $p_{r}(0)=1$ and $p_{r}(\infty n)=0$.

It is important for the reader to note that $p_{\infty 1}(n)$ is identical to $p(n)$, the ordinary partition function of $n_{9}$ i. $\theta$. the number of unrem stricted linear partitions of $n$. Another function closely related to $P_{r}(n)$ is Ramanujan's fiunction [16] which is of no particular interest here.

It is interesting to note that the only power series representation of $\bar{T}^{x}(x)$ are those for $x=1$ and 3 given by Fulex's inentsty (4.2) $2 n d$ Jacobi's identity (4.7) respectively. The function $p_{r}(n)$ for different values of $r_{\text {, }}$ is related to the koline partition function. The real significance of this function will be evident in Chapter V.

Definition 4.18. A keline partition of the positive integer $n$ is a representation of $n$ in the form

$$
\begin{equation*}
n=\sum_{i=1}^{k} \sum_{j=1}^{\infty} a_{i, j} \tag{4.8}
\end{equation*}
$$

where the ${ }^{2}, j$ (summands) are non negative integers which satisfy the conditions $a_{i, j} \geq a_{i, j+1}$ and $a_{i, j} \geq a_{i+1, j}$

The representation of $n$ in (4.8) is considered an urestricted koline partition. The reason for the conditions or $a_{i} j$ is simply for the convenience of arranging the summands in a derreasing order.

Definition 4.19. The number of kmine partitions of the positive integer $n$ is the koline partition function $t_{k}(n)$. For convenience we define $t_{k}(0)=1$ and $t_{k}(\infty n)=0$.

A koline partition of $n$ may be conveniently written down by axranging the sumands in $k$ rows (lines) with $a_{i, j}$ as the joth member of
i.th row. It will be convenient to omit zero summands and the plus signs. Thus, the three-line partitions of 4 are:

$$
\begin{aligned}
& 4,31,22,211, \\
& 3111, \\
& 3 \\
& 1, \\
& 2,1,11, \\
& 2, \\
& 2
\end{aligned}, 11,
$$

and evidently $t_{3}(4)=12$. It can also be observed that $p(4)=t_{1}(4)=5$, $t_{2}(4)=10$, and since there would only be one foureline partition of 4, $t_{4}(4)=13$.

Again the reader can notice that a onemine (linear) partition is identical to the ordinary partition and we have $p(n)=t_{1}(n)=p_{\infty}(n)$.

An interesting result which shows the relation between the number of two line partitions of $n$ and the ordinary unrestricted partitions of $n$ is given by Theorem 4.20.

Theorem 4.20. The number of solutions of $(4,8)$ with $k=2$ and with the additional restriction that $a_{i, j}>a_{i, j+1}\left(i_{i} e_{0}\right.$ strictly decreasing along rows) is $p(n)$.

Proof: A direct proof by combinatorial methods has been given by Sudler [46]. His references list a proof by Gordon who used the gener. ating function.

It was pointed out in Chapter III that there are several different proofs of the generating function for $t_{k}(n)$.

Theroem 4.21. The generating function for $t_{k}(n)$ is given by

$$
\prod_{m=1}^{\infty}\left(1 \infty x^{m}\right)^{m \min (m, k)}=\sum_{n=0}^{\infty} t_{k}(n) x^{n}
$$

Proof: A proof is given by Chaundy [10].
The plane partition function, $t(k)$ (sometimes denoted by $q(n)$ ), is the k mine partition function where $\mathrm{k} \propto \infty$. The generating function for plane partitions is given by Theorem 4.22.

$$
\text { Theorem 4.22. } \quad m_{1=1}^{\infty}\left(1-x^{m}\right)^{m m}={ }_{n=0}^{\infty} t(n) x^{n}
$$

Proof: A proof is given by Chaundy [10].
The remaining theorems in this chapter, except for Theorems 4.34 and. 4.35 , will be given not only to see the relation between $t_{k}(n)$ and $\mathrm{p}_{\mathrm{k}}(\mathrm{n})$, but also because they are needed in Chapter $V$.

Theorem 4.23. [12] $t_{2}(n)=p_{-2}(n)-p_{\infty}(n=1)$ for integral $n$ 。
Proof: The result is immediate for non positive integers $n$ by Definio tions 4.17 and 4.19. For positive $n_{9}$ we have, first by the use of Theorem 4.21 and later the use of Definition 4.17;

$$
\begin{aligned}
& \sum_{n=0}^{\infty} t_{2}(n) x^{n}=(1-x)^{-1}{ }_{m=2}^{\infty}\left(1-x^{m}\right)^{-2} \\
& =(1-x)(1-x)^{-2}{ }_{n}^{n}{ }^{n}=\left(1-x^{m}\right)^{-2} \\
& =(1-x){ }_{m=1}^{\mathbb{N}}\left(1-x^{m}\right)^{-2} \\
& =(1-x){ }_{n=0}^{\infty} p_{m}(n) x^{n} \\
& =\sum_{n=0}^{\infty} p_{\infty}(n) x^{n}{ }_{n} \sum_{n=0}^{\infty} p_{\infty}(n) x^{n+1} .
\end{aligned}
$$

Hence,

$$
{ }_{n=0}^{\infty} t_{2}(n) x^{n}={ }_{n=0}^{\infty}\left[p_{\infty}(n)-p_{-2}(n-1)\right] x^{n}
$$

Now to equate the coefficients of $x^{n}$ we obtain,

$$
t_{2}(n)=p_{\infty}(n)-p_{-2}(n-1) \text { and the theorem is proved. }
$$

Theorem 4.24. $\quad t_{3}(n)=p_{n-3}(n)-2 p_{0.3}(n-1)+2 p_{-3}(n-3)-p_{0}(n-4)$.

Proof: From Theorem 4.21 and later Definition 4.17,

$$
\begin{aligned}
\sum_{n=0}^{\infty} t_{3}(n) x^{n} & =\prod_{m=1}^{\infty}\left(1-x^{m}\right)^{-m i n}(m, 3) \\
& =\frac{1}{(1-x)} \frac{1}{\left(1-x^{2}\right)^{2}}{ }_{m=3}^{\infty}\left(1-x^{m}\right)^{-3} \\
& =\frac{(1-x)^{2}}{(1-x)^{3}} \frac{\left(1-x^{2}\right)}{\left(1-x^{2}\right)^{3}}{ }_{m=3}^{\infty}\left(1-x^{m}\right)^{-3} \\
& =(1-x)^{2}\left(1-x^{2}\right){ }_{m=1}^{\infty}\left(1-x^{m}\right)^{-3} \\
& =\left(1-2 x+2 x^{3}-x^{4}\right) \sum_{n=0}^{\infty} p_{3}(n) x^{n}
\end{aligned}
$$

Hence,

$$
\begin{aligned}
n_{n=0}^{\infty} t_{3}(n) x^{n}=\sum_{n=0}^{\infty}\left[p_{-3}(n)-2 p_{-3}(n-1)\right. & +2 p_{-3}(n-3) \\
& \left.-p_{-3}(n-4)\right] x^{n}
\end{aligned}
$$

Equate the coefficients of $x^{n}$ to obtain the results of the theorem.
Actually, as indicated by Cheema and Gordon [12], the technique used in Theorems 4.22 and 4.23 can be extended arbitrarily to give $p_{m k}(n)$ in terms of $t_{k}(n)$ and conversely. For example,

$$
\begin{aligned}
\sum_{n=0}^{\infty} t_{k}(n) x^{n} & =\prod_{m=1}^{\infty}\left(1 \propto x^{m}\right)^{\infty m i n}(m, k) \\
& =\prod_{m=1}^{k=1}\left(1-x^{m}\right)^{k \infty m} \prod_{m=1}^{N}\left(1-x^{m}\right)^{\infty k} \\
& =\sum_{n=0}^{w} a_{k}(n) x^{n} \sum_{n=0}^{\infty} p_{\infty k}(n) x^{n}
\end{aligned}
$$

where $v=v(k)$ will be determined by $k$ and $a_{k}(n)$ is determined by the finite product in equation (4.9).

$$
\begin{equation*}
{ }_{n}^{v} \underline{\underline{E}}_{0} a_{k}(n) x^{n}=\frac{k_{n}^{1}}{m=1}\left(1-x^{m}\right)^{k-m} \tag{4.9}
\end{equation*}
$$

Therefore we have,

$$
\sum_{n=0}^{\infty} t_{k}(n) x^{n}=\sum_{n=0}^{\infty}\left[\sum_{s=0}^{v} a_{k}(s) p_{\infty k}(n \infty s)\right] x^{n}
$$

Equate the coefficients of both members to obtain Theorem 4.25. Theorem 4.25. $t_{k}(n)=\sum_{s=0}^{V} a_{k}(s) p_{o k k}(n=s)$,
where y and $\mathrm{a}_{\mathrm{k}}(\mathrm{s})$ are given by equation (4.9).
Theorem 4.260 [13] $\mathrm{p}_{02}(n)={ }_{k=0}^{n} \mathrm{t}_{2}(k)$.
Proof\& From Theorems 4.21 and Definition 4.17, with $k=2$, we have,

$$
\begin{aligned}
\sum_{n=0}^{D} t_{2}(n) x^{n} & =(1-x) \prod_{n=1}^{n}\left(1-x^{m}\right)^{-2} \\
& =(1-x) \sum_{n=0}^{\infty} p_{m 2}^{\infty}(n) x^{n} .
\end{aligned}
$$

Thus,

$$
\begin{aligned}
{ }_{n=0}^{\infty} \sum_{\infty}^{\infty}(n) x^{n} & =\frac{1}{1-x}{ }_{n} \sum_{0}^{\infty} t_{2}(n) x^{n} \\
& ={ }_{k}^{\infty} \sum_{0}^{\infty} x^{k}{ }_{n=0}^{\sum_{n}} t_{2}(n) x^{n} \\
& ={ }_{n=0}^{\infty}\left[\sum_{k=0}^{n} t_{2}(n-k)\right] x^{n}
\end{aligned}
$$

Equate the coefficients of $x^{n}$ to obtain the results.
The proof of the next theorem can be simplified by use of the following lorma.

Lemma 4.27. $\quad \log \Phi(x)=\infty_{n=1}^{\infty} \sigma(n) x^{n} / n$.
Proof 8 From elementaxy analysis,

$$
\log (1 \propto y)=-y-y^{2} / 2-y^{3} / 3-\ldots-1 \geqq y<1 \text { 。 }
$$

and hence,

$$
\log \left(1-x^{k}\right)=-x^{k}=x^{2 k} / 2-x^{3 k} / 3-\ldots=-\sum_{m=1}^{\infty} x^{m k} / m_{0}
$$

Now from the definition of $\overline{\mathrm{\sigma}}(\mathrm{x})$, Definition 4.14 and some straighto forward manipulations we obtain,

$$
\begin{aligned}
\log \Phi(x) & =\log \sum_{k=1}^{H_{1}}\left(1+x^{k}\right) \\
& ={ }_{k=1}^{\infty} \log \left(1-x^{k}\right) \\
& =\sum_{k=1}^{\infty}\left[\sum_{m} \sum_{1}^{\infty} x^{m k} / m\right]
\end{aligned}
$$

$$
\begin{aligned}
& =-\sum_{k=1}^{\infty}\left[x^{k}+x^{2 k} / 2+x^{3 k} / 3+\ldots+x^{m k} / m+\ldots\right] \\
& =-\sum_{n=1}^{\infty}\left[r \sum_{n} 1 / r\right] x^{n} \\
& =-\sum_{n=1}^{\infty}\left[\sum_{d \mid n} 1 / d\right] x^{n} \\
& =-\sum_{n=1}^{\infty}\left[1 / n \sum_{n \mid n} n / d\right] x^{n} \\
& =-_{n} \sum_{1}^{\infty}\left[1 / n \sum_{d \mid n} d\right] x^{n} \\
& =-\sum_{n=1}^{\infty} \sigma(n) / n x^{n}
\end{aligned}
$$

and consequently,

$$
\log \sigma(x)=-\sum_{n=1}^{\infty} \sigma(n) / n x^{n}
$$

Theorem 4.28.

$$
p_{r}(n)=-r / n{ }_{j=1}^{n} \sigma(j) p_{r}(n-j) .
$$

Proof: Take the logarithm of each member of,

$$
\pi^{r}(x)=\sum_{n=0}^{\infty} p_{r}(n) x^{n}
$$

to obtain,

$$
r \log \Phi(x)=\log \sum_{n=0}^{\infty} p_{r}(n) x^{n}
$$

Substitution for log $\mathbf{~ ( x )}$ from Lemma 4.27 yields,

$$
-r_{n} \sum_{n=1}^{\infty} \sigma(n) x^{n} / n=\log \sum_{n=0}^{\infty} p_{r}(n) x^{n} .
$$

Differentiate each side with respect to x and then multiply both membears by $\sum_{n=0}^{\infty} p_{r}(n) x^{n}$ to obtain,
$-r{ }_{n} \sum_{n}^{\infty} \sigma(n) x^{n-1}{ }_{n=0}^{\infty} p_{r}(n) x^{n}={ }_{n} \sum_{0}^{\infty} n p_{r}(n) x^{n-1}$
or

$$
-r \sum_{n=1}^{\infty} \sum_{j=1}^{n} \sigma(j) p_{r}(n-j) x^{n-1}=\sum_{n=0}^{\infty} n p_{r}(n) x^{n-1} .
$$

Equate the coefficients of $x^{n-1}$ to obtain,

$$
-r \sum_{j=1}^{n} \sigma(j) p_{r}(n-j)=n p_{r}(n)
$$

$$
p_{r}(n)=-r / n \sum_{j=1}^{n} \sigma(j) p_{r}(n-j) .
$$

The more common relation is obtained by letting $r=-1$ and recall. ing $p_{-1}(n)=p(n)$ to yield Corollary 4.29.

Corollary 4.29. $p(n)=1 / n \sum_{j=1}^{n} \sigma(j) p(n-j)$.
This result is interesting in that it relates the arithmetic function, $\sigma(n)$, of multiplicative number theory and the partition function, $p(n)$, of additive number theory.

It will be more convenient to use the recursion formula, of Corole lary 4.29, in Theorem 6.3, if it is put in a slightly different form. Theorem 4.30.

$$
n p(n)=\sum_{m=1}^{n} \sum_{k=1}^{n} m p(n-k m) .
$$

Proof: From Corollary 4.29, after multiplying both members by $n$ and then applying the definition for $\sigma(j)$, we obtain,

$$
\begin{aligned}
n p(n) & =\sum_{j=1}^{n} \sigma(j) p(n-j) \\
& =\sum_{j=1}^{n} p(n-j) \sum_{m \mid j}^{m} m .
\end{aligned}
$$

Now replace j by km so that,

$$
\begin{aligned}
\sum_{j=1}^{n} p(n \times j) \sum_{m \mid j} m & =\sum_{m=1}^{n} \sum_{k=1}^{n / m} p(n-k m) m \\
& =\sum_{m=1}^{n} \sum_{k=1}^{n} m p(n-k m)
\end{aligned}
$$

and the theorem is proved.
A similar recursion formula for the plane partition function, $t(n)$, can also be given.

Theorem 4.31. [27] $n t(n)={ }_{j=0}^{n-1} t(j) \sigma_{2}(n-j)$.
Proof: Let the $\mathcal{( n )}$ divisors of $n$, refer to Definition 2.19, be repe
resented as followss $n=d_{1}^{n}>d_{2}^{n}>\ldots>d_{\tau(n)-1}^{n}>d_{\tau(n)}^{n}=1$. Take the natural logarithm of both members of Theorem 4.21, the generating function of $t(n)$, and carry out the following manipulations:

$$
\begin{aligned}
& \sum_{n=0}^{\infty} t(n) x^{n}=\prod_{n=1}^{l n}\left(1-x^{n}\right)^{-n} \\
& \ln \left(\sum_{n=0}^{\infty} t(n) x^{n}\right)=-\sum_{n=1}^{\infty} n \ln \left(1-x^{n}\right) \\
& =\sum_{n=1}^{\infty} j_{j=1}^{\infty} \frac{n x^{n j}}{j} \\
& =\left(x+x^{2} / 2+x^{3} / 3+x^{4} / 4+\ldots+x^{j} / j+\ldots\right)+2\left(x^{2}+x^{4} / 2+\ldots\right. \\
& \left.+x^{2 j} / j+\ldots 0\right)+3\left(x^{3}+x^{6} / 2+\ldots+x^{3 j} / j+\ldots\right)+\ldots \\
& +n\left(x^{n}+x^{2 n} / 2+\ldots+x^{n j} / j+\ldots\right)+\ldots \\
& =x+(1 / 2+2 \cdot 1) x^{2}+(1 / 3+3 \cdot 1) x^{3}+(1 / 4+2 \cdot 1 / 2+4 \cdot 1) x^{4}+\ldots \\
& \left.+\left(1 / n+d_{\tau(n)}^{n}\right)_{1} \cdot 1 / d_{2}^{n}+d_{\tau(n)-2}^{n} \cdot 1 / d_{3}^{n}+\ldots+n \cdot 1\right) x^{n}+\ldots \\
& =x+\frac{\left(1+2^{2}\right)}{2} x^{2}+\frac{\left(1+3^{2}\right)}{3} x^{3}+\frac{\left(1+2^{2}+4^{2}\right)}{4} x^{4}+\ldots \\
& +\frac{\left[1+\left(d_{\tau(n)_{\infty 1}}^{n}\right)^{2}+\left(d_{\tau(n)-2}^{n}\right)^{2}+\ldots+n^{2}\right]}{n} x^{n}+\ldots \\
& =\sum_{n=1}^{\infty} \frac{\sigma_{2}(n)}{n} x^{n} .
\end{aligned}
$$

Now take the derivative with respect to x of both members, then multia ply by $x$ and $n=0, t(n) x^{n}$ to obtain,

$$
\frac{\sum_{n=1}^{\infty} n t(n) x^{n}}{\sum_{n=0}^{\infty} t(n) x^{n}}=\sum_{n=1}^{\infty} \sigma_{2}(n) x^{n}
$$

and hence,

$$
\begin{aligned}
\sum_{n=1}^{\infty} n t(n) x^{n} & ={ }_{n=0}^{\infty} t(n) x^{n} \sum_{n=1}^{\infty} \sigma_{2}(n) x^{n} \\
& ={ }_{n=1}^{\infty}\left(\sum_{j=0}^{n=1} t(j) \sigma_{2}(n-j)\right) x^{n} .
\end{aligned}
$$

Equate the coefficients of $\mathrm{x}^{\mathrm{n}}$ which completes the proof.
Let $\left(n_{1}, n_{2}, \ldots, n_{s}\right)$ be a nononegative smevector, i.e. an ordered smtuple of non-negative integers.

Definition 4.32. A vector partition of a vector will mean a represente tion as a sum of nonozero vectors called parts or summands. Sums which differ only in the order of parts are regarded as the same partitiono

Definition 4.33. The number of vector partitions of the vector $\left(n_{1}, y_{2}, g_{0} 00, n_{s}\right)$ is the vector partition function $p\left(n_{1}, n_{2}, \ldots \ldots{ }_{9} n_{s}\right)_{0}$ We again define $p(0,0, \ldots, 0)=1$.

To illustrate, consider the following partitions of (2,1):

$$
\begin{aligned}
(2,1) & =(2,1) \\
& =(2,0)+(0,1) \\
& =(1,1)+(1,0) \\
& =(1,0)+(1,0)+(0,1)
\end{aligned}
$$

and consequentily $p(2,1)=4$.
The generating function for the unrestricted vector partition funco tion was first known by MacMahon [33].

Theorem 4. 340 The generating function for $p\left(n_{1}, n_{2}, 000 n_{s}\right)$ is given by $(409) k_{i} \mathbb{M}_{0}\left(1-x_{1}^{k_{1}} x_{2}^{k_{2}} \ldots x_{s}^{k_{s}}\right)^{-1}$

$$
=n_{n_{1}}^{\sum_{0}^{\infty}} p\left(n_{1}, x_{2}, \ldots \ldots, n_{s}\right) x_{1}^{n_{1}} x_{2}^{n_{2}} \ldots x_{s}^{n_{s}}
$$

where $k_{1}+k_{2}+00+k_{s}>0$ and $n_{1}=n_{1} n_{2}, \ldots, n_{s}$

A recuxision formula for the vector partition, similar to Theorem 4.30 for ordinary partitions and Theorem 4.31 for plane partitions, was ovtained by Cheema [11] and is given in the following theorem.

Theorem 4.350 $n_{1} p\left(n_{1}, n_{2,009} n_{s}\right)$

$$
=k_{1} \sum_{0}^{\infty}\left(\sum_{1}\left(k_{1}, \ldots, k_{s}\right) s_{1} / t\right) p\left(n_{1} \cdots k_{1}, \ldots o n_{s} \operatorname{mok} k_{\mathbb{S}}\right)_{0}
$$

Proof: Take the logarithm of each member of (4.9) and simplify to obtain,

$$
\begin{aligned}
& \log n_{i} \sum_{i}^{\infty} p\left(n_{1} \ldots, n_{s}\right) x_{1}^{n_{1}} \ldots x_{s}^{n}=\log k_{i=0}^{n_{i}=0}\left(1 \ldots x_{1}^{k_{1}} \ldots x_{s}^{k_{s}}\right)^{\infty 1} \\
& =k_{i} \sum_{0} \log \left(1-x_{1}^{k_{1}} \ldots x_{s}^{k_{s}}\right)^{-1} \\
& =-k_{i} \sum_{m 0} \log \left(1=x_{1}^{k_{1}} \ldots x_{s}^{k}\right) \\
& =n_{n} k_{i=0} \frac{\left(x_{1}^{k} 1 \ldots x_{s}^{k}\right)^{n}}{n}
\end{aligned}
$$

where $\left(k_{1}, \ldots \ldots k_{s}\right) \neq(0, \ldots, 0)$. Hence,

$$
\log n_{n_{1}} \sum_{0}^{\infty} p\left(n_{1}, \ldots, n_{s}\right) x_{1}^{n_{1}} x_{2}^{n_{2}} \ldots x_{s}^{n}=n_{n, k_{1} \sum_{0} \frac{x_{1}^{n k_{1}} \ldots x_{s}^{n k}}{n} x_{s}^{n}}^{n}
$$

Now take the partial derivative with respect to $x_{1}$ of each member to obtain,
$n_{1} \sum_{i=1} n_{1} p\left(n_{1}, 000,0, n_{s}\right) x_{1}^{n_{1}-1} x_{2}^{n_{2}} \ldots x_{s}^{n}$
$n_{i} \sum_{i} 0 p\left(n_{1} \not \ldots \ldots, n_{s}\right) x_{1}^{n_{1}} x_{2}^{n_{2}} \ldots x_{s}^{n_{s}}$
which yields, after multiplying by $x_{1}$ and the denominator.

$$
\begin{aligned}
& n_{1} \sum_{0} n_{1} p\left(n_{1}, \ldots \ldots 9 n_{s}\right) x_{1}^{n_{1}} x_{2}^{n_{2}} \ldots x_{s}^{n_{s}} \\
& =\left(n_{1} \sum_{i=0} p\left(n_{1} \ldots \ldots, n_{s}\right) x_{1}^{n_{1}} \ldots x_{s}^{n}\right)\left(n_{9} k_{i} \sum_{i=0} k_{1} x_{1}^{n k_{1}} \ldots \ldots x_{s}^{n k}\right)
\end{aligned}
$$

Equate the coefficients and the theorem is proved.
One may perhaps most easily use the recursive formulae given in Theorems $4.25,4.28$ and 4.31 to compute $t_{r}(n), p_{r}(n)$ and $t(n)$ respece tively. Values for $t_{1}(n)=p_{-1}(n)=p(n), t_{2}(n), t_{3}(n), t_{5}(n)$, $t(n)$, and $p_{a 2}(n)$ are given for $n \leqq 34$ in appendix $A$. Haskell [27]. to my
knowledge, has the only printed table for $p_{m}(n), t_{5}(n)$ and $t(n)$ for all values of $n<299$. His values for $t_{k}(n)(k=2,3,5$ and 25) and $t(n)$ were computed by Lippman on the IBM 7072 computer at the Unzversity of Arizona in 1963. Values for $p_{\infty}(n)$ were computed on the IBM 1620 at California State Polytechnic College, San Luis Obsispo by Messrs. Kay and Arndt.

## CHAPTER V

## CONGRUENCE PROPERTIES

$$
\text { Congruences of } p(n) \text { and } p_{f}(n)
$$

The purpose of this chapter is to investigate arithmetic proper ties of the partition functions. For example, it would be good to krow iff $n$ ars be determined for which $p(n)$ is even, odd, a multiple of 5 , a matiple of 7o etc.

The first congruences to be considered are the wollaknown Famanuc jen's congruences 8

$$
\begin{align*}
& p(5 m+4)=0(\bmod 5)  \tag{5.9}\\
& p(7 m+5)=0(\bmod 7) \text { and } \\
& p(11 m+6)=0(\bmod 11)
\end{align*}
$$

The proofis of (5.1) and (5.2) have been much easier than the proot 01 (5.3). The proof of (5.3) has required much more adrenced 2nalysis requiring complex integration and a modular transformation which of corrse will require the convergence of the serips used. Gardhe [17] hes given a remariably simple proof of (5.1) and (5.2) which is a special case of a congrvence for $p_{r}(n)$. The author will give this proof for (5.1) and then apply this method, thus giving a simple proofo to (5.3).

Before proving the congruences it will be necessary to prove sene preliminary theorems which have been developed by Gandhi [16].

Theorem 5, If $10 / n=m / t,(m, t)=1$, then $p_{r}(n)=0(\bmod m)_{2}$ foro
integral values of $r$.

Proof: Substitute $\mathrm{m} / \mathrm{t}$ in place of $\mathrm{r} / \mathrm{n}$ in Theorem 4.28 to obtain,

$$
p_{r}(n)=-m / t \sum_{j=1}^{\infty} \sigma(j) p(n-j)
$$

Since $m / t \equiv 0(\bmod m)$, the theorem follows,
It will be convenient to consider $r= \pm R$ ( $R$ a prime) in Theorem 5.1. Also, if $n$ and $R$ are coprime, we have the following corollaxy.

Corollary 5.2. If $R$ is a prime and coprime with $n$, then

$$
p_{ \pm R}(n) \equiv 0(\bmod R)
$$

Theorem 5.3. If $R$ is a prime, then $p_{k R}(m R) \equiv p_{k}(m)(\bmod R)$, for integral values of $k$.

Proof: From Theorems 2.11 and 2.12, it follows, for all integral $k$ and prime R,

$$
\left[(1-x)^{R}\right]^{k} \equiv\left[\left(1-x^{R}\right)\right]^{k}(\bmod R) .
$$

Now replacing x by $\mathrm{x}^{\mathrm{m}}$ for any positive integer m ,

$$
\left(1-x^{m}\right)^{R k} \equiv\left(1-x^{m R}\right)^{k}(\bmod R)
$$

Hence,

$$
\prod_{m=1}^{m}\left(1-x^{m}\right)^{R k} \equiv \prod_{m=1}^{N}\left(1-x^{m R}\right)^{k}(\bmod R)
$$

But, by Definition 4.17, this is equivalent to;

$$
\sum_{n=0}^{\infty} p_{k R}(n) x^{n} \equiv{ }_{n=0}^{\infty} p_{k}(n) x^{R n}(\bmod R)
$$

Now compare the coefficients of $x^{\mathrm{Rm}}$ and use Definition 2.7 to obtain,

$$
p_{k R}(m R) \equiv p_{k}(m)(\bmod R)
$$

and the theorem is proved.

Theorem 5.4. [17] If $R$ is a prime, then

$$
p_{-(R-4)}(m R+t) \equiv 0(\bmod R),
$$

where $t \frac{1}{f} i(i+1) / 2+j(3 j-1) / 2(\bmod R)$ for any $i$ and $j$ except $i \equiv(\mathrm{R}-1) / 2(\bmod R)$.

Proof: From Definition 4.17 of $p_{r}(n)$, Euler's identity (4.2) and Jacobi's identity (4.7), ${ }_{n=0}^{\infty} p_{-(R-4)}(n) x^{n}={ }_{k=1}^{\infty}\left(1-x^{k}\right)^{-(R-4)}$

$$
\begin{aligned}
& ={ }_{x=0}^{\infty} P_{-R}(n) x^{n}{ }_{i} \sum_{0}^{\infty}(-1)^{i}(2 i+1) x^{i(i+1) / 2} \\
& \sum_{j=1}^{\infty}(-1)^{j}{ }_{x}{ }^{j(3 j-1) / 2} .
\end{aligned}
$$

But, from Corollary 5.2 and Theorem 5.3 with $k=-1$, respectively.

$$
\begin{aligned}
& { }_{n=0}^{\infty} p_{o R}(n) x^{n} \equiv{ }_{n=0}^{\infty} p_{m R}(R n) x^{R n}(\bmod R) \\
& =\sum_{n=0}^{n} p_{-1}(n) x^{R n}(\bmod R) .
\end{aligned}
$$

Therefore it follows (note that $p_{-1}(n)=p(n)$ ) that, ${ }_{n}^{\infty} \sum_{0}^{\infty} p_{0}(R-4)(n) x^{n} \equiv{ }_{n=0}^{\infty} p(n) x^{R n}{ }_{i=0}^{\infty}(-1)^{i}(2 i+1) x^{i(i+1) / 2}$

$$
{ }_{j=\infty}^{\infty}(-1)^{j} x^{j(3 j-1) / 2}(\bmod R)_{0}
$$

08
 where

$$
u=R n+i(i+1) / 2+j(3 j-1) / 2 .
$$

Now $p_{-\left(R_{m} 4\right)}(n)$ is divisible by $R$ for all values of $n$ for which $x^{n}$ doss not occur in the right member of (1); or, if it does occur but its coeffe icient is divisible by R. The coefficient of $x^{u}$ in the right member of (1) will be divisible by $R$ if $2 j+1$ is divisible by $R$ or equivalently, (2)

$$
i \equiv(R-1) / 2(\bmod R) .
$$

Thus，one can conclude $p_{0}\left(R_{0}\right)^{(n)}$ will be divisible by $R$ for those Falues of $n=m R+t \neq R n+i(i+1) / 2+j(3 j \infty 1) / 2$ for all in and which do not satisfy（2）．This is to say $p_{\infty}\left(\mathrm{R}_{\infty} 4\right)(\mathrm{mR}+\mathrm{t})$ ） 0 （mod R ）for all $t$ such that $t i(i+1) / 2+j(3 j=1) / 2(\bmod R$ for all 1 and $j$ with the restroiction i $\frac{1}{6}(\operatorname{Rol}) / 2(\bmod A)$ ．This completes the proof．

Corol2ayy 5．50 $\quad p(5 m+4)=0(\bmod 5)$.

Proof：Let $R=5$ in Theorem 5．4．Since $(5 m 1) / 2=2$ ，consider all土造 $2(\bmod 5)$ ．The only possible least residues of $i(2+1) / 2(\bmod 5)$ are 0 and 1．The least residues for $j(3 j \operatorname{lon}) / 2(\bmod 5)$ ase 0,1 and 2． Therefore，the only possible least residues for $i(i+1) / 2+j(3 j \omega 1) / 2$ are 0 1， 2 and 3 ，and hence $t=4 \frac{1}{1}(i+1) / 2+j(3 j \operatorname{lom}) / 2(\bmod 5)$ and the corgruence（5．1）follows．

The proof of congruence（5．2）is similar and is also given by Gandis［17］．The author would like to use the same method to prove the congruence（5．3）．To shorten the proof，a lemma will be stated without proot which is given by Winquist［49］．

Lemme 5．6．$k_{k=1}^{\underline{L}}\left(1-x^{k}\right)^{10}={ }_{i=0}^{\infty}(-1)^{i+j}(21+1)(6 j+1)$

$$
[(3 i+1)(3 i+2) / 2-3 j(3 j+1) / 2] x^{3 i(i+1) / 2+j(3 j+1) / 2}
$$

Pheorem 5．7．If if is a prime，then

$$
p_{\infty}\left(R_{\infty} 10\right)(m R+t)=0(\bmod R)
$$

where $t 3 i(i+1) / 2+j(3 j+1) / 2(\bmod R)$ ，for all 1 and $j$ axcept
i $(\operatorname{Roc} 1) / 2(\bmod R)$ and $j=(5 R-1) / 6(\bmod R)$ 。

Proofs From Definition 4.17 and Lemma 5．6．


$$
\begin{aligned}
& ={ }_{n=0}^{\infty} p_{\alpha R}(n) x^{n}{ }_{i} \sum_{j=0}^{\infty}(-1)^{i+j}(2 i+1)(6 j+1) \\
& j=-\infty \\
& {[(3 i+1) / 2-3 j(3 j+1) / 2] x^{3 i(i+1) / 2+j(3 j+1) / 2} \text { 。 }}
\end{aligned}
$$

But,

$$
{ }_{n=0}^{\infty} p_{\infty R}(n) x^{n} \equiv{ }_{s=0}^{\infty} p(s) x^{s R}(\bmod R),
$$

by Theorem 5.3 and Corollary 5.2. Therefore,

where $u=s R+3 i(i+1) / 2+j(3 j+1) / 2$. Now $p_{\infty}(R-10)(n)$ is divisible by $R$ for all values of a for which $\mathrm{x}^{\mathrm{n}}$ does not occur in the wight member of (1): or, if it does occur but its coefficient is divisible by $R_{0}$ The coefficient of $x^{a}$ in the right member of (1) will be divisibie by $R$, for example, if $2 i+1=0(\bmod R)$ or if $6 j+1=0(\bmod R)$ or equivalentlys

$$
\begin{equation*}
i=(\operatorname{Ro} 1) / 2(\bmod R) \text { or } j \overline{\text { in }}(5 R-1) / 6(\bmod R) \text {. } \tag{2}
\end{equation*}
$$

Thus. $p_{\text {e }}(\text { Relo } 10)^{(n)}$ will be divisible by $R$ for those walues of $n=n=4$ f SR $+3 i(i+1) / 2+j(3 j+1) / 2$ for all $i$ and $j$ which do not satisfiy (2). Therefore, $\left.P_{c}(\operatorname{Rol} 10)^{(m R}+t\right)$ mo $0(\bmod R)$ for all $t$ such that,
 $(\bmod R)$ and $j(5 R-1) / 6(\bmod R)$ and the theorem is proved.

Coxol19xy 5.8. $\quad p(11 m+6)=0(\bmod 11)$.
Proof: Let $R=11$ in Theorem 5.7. Since (11m1)/2=5 and (55-1)/6=90 consider all $i$ and $j$ such that $i \frac{1}{6} 5(\bmod 11)$ and $j \frac{1}{6} 9(\bmod 11)$. For these values of $i$ and $j$, the lea,st residues of $3 i(i+1) / 2+j(3 j+1) / 2$
(mod 11) are $0,1,2,3,4,5,7,8,9$ and 10. Hence, for $t=6$ and $R=11$, the result (5.3) follows.

Other congruences for $p_{r}(n)$, of no real significance for this paper, are given by Gandhi [16].

$$
\text { Congruences of } t(n) \text { and } t_{k}(n)
$$

Several congruences will now be developed for the kuline partition fonction, $t_{k}(n)$, for $k=2,3,4,5,6,7$ and 8 . These results are basically due to Cheema and Gordon [12] and Gandhit [18].

Theorem 5.9. $\quad t_{2}(5 n+3) \equiv t_{2}(5 n+4) \equiv 0(\bmod 5)$.
Proofs From Definition 4.17 of $p_{3}(n)$ and Jacobi's identity (4.7),
(1)

$$
\begin{aligned}
\sum_{n=0}^{\infty} p_{3}(n) x^{n} & ={ }_{n=1}^{\mathbb{D}}\left(1-x^{m}\right)^{3} \\
& ={ }_{j=0}^{\infty}(-1)^{j}(2 j+1) x^{j(j+1) / 2} .
\end{aligned}
$$

But, $2 j+1=0(\bmod 5)$ for $j \equiv 2(\bmod 5)$. Hence, if $j=2(\bmod 5)$, then the only residues for $j(j+1) / 2(\bmod 5)$ are 0 and 1 . Therefore, by como paring coefficionts in (1),

$$
\begin{equation*}
p_{3}(n)=0(\bmod 5) \text { for } n=2,3,054(\bmod 5) \tag{2}
\end{equation*}
$$



$$
\begin{aligned}
& { }_{n=0}^{\infty} \sum_{m}^{\infty}(n) x^{n}={ }_{n} \sum_{0}^{\infty} p_{\infty}(n) x^{n}{ }_{x=0}^{\infty} p_{3}(n) x^{n} \\
& ={ }_{n=0}^{\infty}\left[\sum_{j=0}^{n} p_{05}(j) p_{3}\left(n_{0-j}\right)\right] x^{n} .
\end{aligned}
$$

Equate the coefficients to obtain,

$$
\begin{equation*}
p_{-2}(n)=\sum_{j=0}^{n} p_{-5}(j) p_{3}(n-j) . \tag{3}
\end{equation*}
$$

From Corollary $5.2, p_{-5}(j) \equiv 0(\bmod 5)$ for all $j$ 有 $0(\bmod 5)$.
Thus, for $n=2,3$, or $4(\bmod 5)$, it follows that each term in the right
member of (3) is divisible by 5 and hences.
(5.4) $\quad p_{\infty}(n)=0(\bmod 5) \cos n=2,3 \operatorname{or} 4(\bmod 5)$.

Hence, if $n=3$ or $4(\bmod 5)$, then $p_{m}(n)=p_{\cos }(n-1)=0(\bmod 5)$.
 that $t_{2}(n)=0(\bmod 5)$ for $n=3$ or $4(\bmod 5)$ and the theorem is proved.

Theorem 5,10. If $n=2,3$ or $4(\bmod 5)$, then $k t_{2}(k)=0(\bmod 5)$ 。

Proof: From Theorem 4.26,

$$
p_{\infty}(n)=\sum_{k=0}^{n} t_{2}(k)_{0}
$$

But, $p_{-2}(n) \equiv 0(\bmod 5)$ for $n=2.3$ ar $4(\bmod 5)$ from equation (5.4) and the theorem follows.

The next theorem states that $p(n)_{0} t_{2}(2 n 8)$ and $t_{2}(2 n+1)$ have the same parity. That is, for all values of $n$ such that $p(x)$ is even, it follows that $t_{2}(2 n)$ and $t_{2}(2 n+1)$ are also oven and the values of for for which $p(n)$ is odd are the values for which $t_{2}(2 n)$ and $t_{2}(2 n+1)$ are odd.

Theorem 5.11.

$$
p(n)=t_{2}(2 n)=t_{2}(2 n+1)(\bmod 2)
$$

Proof: Replace $n$ by $2 n$ and $2 n+1$ respectively in the results of Theorem 4023 to obtain:
(1)

$$
\begin{aligned}
& t_{2}(2 n)=p_{\infty}(2 n)=p_{\infty}(2 n-1) \text { and } \\
& t_{2}(2 n+1)=p_{\infty}(2 n+1)-p_{\infty}(2 n)
\end{aligned}
$$

(2)

But, from Theorem 5.3 with $R=2$ and $k=-1$.

$$
p_{-2}(2 n)=p_{-1}(n)(\bmod 2)
$$

Alsos from Corollary 5.2 with $k=2$, since $2 n+1$ and $2 n-1$ are odd,

$$
p_{\infty 2}(2 n-1)=p_{\infty}(2 x+1)=0(\bmod 2) .
$$

Therefore, it follows from (1) and (2) thats:

$$
t_{2}(2 n)=p_{c-1}(n)(\bmod 2) \text { and }
$$

$$
t_{2}(2 n+1) \equiv-p_{-2}(2 n)=p_{-1}(n)(\bmod 2)
$$

But, since $p_{-1}(n)=p(n), t_{2}(2 n) \equiv p(n) \equiv t_{2}(2 n+1)$ (mod 2) which proves the theorem.

There is no convenient way of determining which values of $n$ will make $p(n)$ even or odd. However, with the restriction that summands of the partitions be unique, the problem becomes easy.

Theorem 5.12. If $n$ is a pentagonal number, i.e. of the form $j(3 j \neq 1) / 2$, then $q(n)$ is odd. For $n$ not of this type, $q(n)$ is even.

Proof: From Definition 4.3, Theorem 4.8 and Euler's identity (4.2),

$$
\begin{aligned}
\sum_{n=0}^{\infty} q(n) x^{n} & =\prod_{k=1}^{\infty}\left(1-x^{k}\right) \\
& ={ }_{n=-\infty}^{\infty}(-1)^{n} x^{n(3 n+1) / 2}
\end{aligned}
$$

Another form of Euler's series is $j_{j=0}^{\infty}(-1)^{j} x^{j(3 j+1) / 2}$ when gives,

$$
\begin{aligned}
\sum_{n=0}^{\infty} q(n) x^{n} & ={ }_{j=0}^{\infty}(-1)^{j} x^{j(3 j \pm 1) / 2} \\
& \equiv \sum_{j=0}^{\infty} x^{j(3 j \neq 1) / 2}(\bmod 2)
\end{aligned}
$$

and the theorem follows.

Theorem 5.13. $\quad t_{3}(3 n+2)=0(\bmod 3)$.

Proof: Replace $n$ by $3 x+2$ in the results of Theorem 4.24 to obtains
(1) $t_{3}(3 n+2)=p_{-3}(3 n+2)-2 p_{-3}(3 n+1)+2 p_{-3}(3 n-1)-p_{-3}(3 n-2)$.

But, with $R=3$ in Corollary 5.2,
(2) $p_{\infty}(3 n+2)=p_{-3}(3 n+1)=p_{-3}(3 n-1)=p_{-3}(3 n-2)=0(\bmod 3)$.

The results of (2) used in (1) gives the result of the theorem.

Theorem 5.14. $\quad t_{3}(3 n+3)=t_{3}(3 n+4)(\bmod 3)$.

Proof: Replace $n$ by $3 n+1$ and $3 n+3$ respectively in the results of Theorem 4.24 to obtain:
(1) $t_{3}(3 n+1)=p_{-3}(3 n+1)=2 p_{-3}(3 n)+2 p_{-\infty}(3 n-2)-p_{m}(3 n-3)$ and
(2) $t_{3}(3 n+3)=p_{-3}(3 n+3)-2 p_{-3}(3 n+2)+2 p_{-3}(3 n)-p_{-3}(3 n-1)$.

But, from Corollary 5.2 with $R=3$,
(3) $p_{\infty}(3 n+1)=p_{-3}(3 n-2)=p_{-3}(3 n+2)=p_{-3}(3 n-1) \equiv 0(\bmod 3)$.

Also, from Theorem 5.3,
(4) $p_{-3}(3 n)=p_{\infty}(n), p_{-3}(3 n+3)=p_{-1}(n+1)$ and $p_{-3}(3 n \infty 3)=p_{-1}(n-1)$ with each congruence (mod 3). Therefore, from (1) and (2), with (3) and (4):
(5) $t_{3}(3 n+1) \equiv-2 p_{\infty 1}(n) \propto p_{\infty 1}(n-1) \equiv p_{\infty 1}(n)-p_{\infty}(n-1)(\bmod 3)$ and
(6) $t_{3}(3 n+3)=p_{\infty 1}(n+1)+2 p_{\infty=1}(n) \equiv p_{\infty 1}(n+1) \infty p_{\infty 1}(n)(\bmod 3)$.

Replace $n$ by $n+1$ in (5) which gives,
(7) $t_{3}(3 n+4)=p_{\infty}(n+1)=p_{\infty}(n)(\bmod 3)$.

Since the right member of (6) and (7) are the same, the theorem follows. Gandhi [18] has stated the following congruences conearning $t_{k}{ }^{8}$

$$
\begin{aligned}
& t_{4}(4 n)=t_{4}(4 n+1)=t_{4}(4 n+2)(\bmod 2), \\
& t_{4}(4 n+3)=0(\bmod 2) \\
& t_{5}(5 n+1)=t_{5}(5 n+3)(\bmod 5) \text { and } \\
& t_{5}(5 n+2)=t_{5}(5 n+4)(\bmod 5) .
\end{aligned}
$$

Gandhi claims he has congruences for $t_{k}(k=6,7,8$ and 9) which will soon be published. The author hasn't seen any in print and includes, in the next three theorems, some congruences for $t_{6} t_{7}$ and $t_{8}$.

Theorem 5.15. $t_{6}(6 n+1)+t_{6}(6 n+3)=t_{6}(6 n+2)+t_{6}(6 n+4)(\bmod 3)$.

Proof:8 From Theorem 4025 with $k=6$.

$$
\begin{equation*}
t_{6}(n)=\sum_{s=0}^{Y} a_{6}(s) p_{-6}\left(n_{\infty} s\right) \tag{1}
\end{equation*}
$$

where
(2)

$$
\sum_{s=0}^{v} a_{6}(s) x^{s}=\prod_{m=1}^{5}\left(1 \propto x^{m}\right)^{G_{m} m}
$$

After computing $a_{6}(s)(s=1,2, \ldots, 35)(\bmod 3)$ in equation (2) and subo stituting into (1), it follows that:
(3) $t_{6}(n)=p_{06}(n)+p_{0.6}(n-1)+p_{-6}\left(n_{-3}\right)-p_{-6}\left(n_{0} 4\right)-p_{-6}\left(n_{0} 6\right)$

$$
\begin{aligned}
& +p_{-6}\left(n_{-} 7\right)+p_{-6}\left(n_{-} 8\right)=p_{-6}\left(n_{-9}\right)=p_{-6}(n-10)+p_{-6}(n-11) \\
& +p_{\infty}\left(n_{-13}\right) p_{-6}(n-14)-p_{-6}\left(n_{-1} 16\right)-p_{-6}\left(n_{\infty} 17\right)-p_{\infty}(n-18) \\
& =p_{06}\left(n_{-21}\right)+p_{\infty} 6^{\left(n_{-2} 22\right)}+p_{\infty}\left(n_{-24}\right)=p_{\infty}\left(n_{-25}\right)-p_{06}\left(n_{-\infty} 26\right) \\
& +p_{\infty}\left(n_{-2} 27\right)+p_{\infty} 6(n-28)-p_{0}(n-29)=p_{-6}(n-31)+p_{\infty}(n-32) \\
& +p_{-6}\left(n_{-3} 34\right)+p_{-6}(n-35)(\bmod 3) .
\end{aligned}
$$

Now replace $n$ by $6 x+1,6 n+2,6 n+3$ and $6 n+4$ respectively in (3) to obtain, after applying Theorems 5.1 and 5.3.
(4) $t_{6}(6 n+1)=p_{-2}(2 n) \propto p_{\infty}\left(2 n_{\infty} 1\right)+p_{\infty}(2 n-2)-p_{\infty}\left(2 n_{\infty} 3\right)+p_{\infty-2}\left(2 n_{\infty} 4\right)$

$$
\begin{aligned}
& =p_{-2}(2 n-6)+p_{-2}(2 n-7)-p_{-\infty}(2 n-8)+p_{-2}(2 n-9) \\
& =p_{-2}(2 n-10)+p_{-2}(2 n-11)(\bmod 3)
\end{aligned}
$$

(5) $t_{6}(6 n+2)=p_{\infty}(2 n-2)+p_{\infty}(2 n-3)-p_{-2}(2 n-4)-p_{\infty}(2 n-8)$

$$
=p_{-2}(2 n=9)+p_{=2}(2 n-10)+p_{-2}(2 n-11)(\bmod 3)
$$

(6) $t_{6}\left(6 n+3=p_{m}(2 n+1)+p_{\infty 2}(2 n)-p_{-2}(2 n-1)=p_{\infty} 2^{(2 n-2)}-p_{\infty}(2 n-6)\right.$

$$
+p_{-2}\left(2 n_{m} 7\right)+p_{-2}\left(2 \ln _{m} 8\right)(\bmod 3) \text { and }
$$

(7) $t_{6}(6 n+4)=p_{-2}(2 n+1)-p_{-2}(2 n)+p_{-2}(2 n-1)=p_{-2}(2 n-2)+p_{-2}(2 n-3)$

$$
-p_{-2}(2 n-4)+p_{-2}(2 n-6)=p_{\infty}(2 n-7)+p_{\infty}(2 n-8)
$$

$-\mathrm{p}_{-2}(2 n-9)+\mathrm{p}_{-2}(2 \mathrm{n}-10)(\bmod 3)$.
The theorem follows by comparing the sum of equations (4) and (6) with the sum of equations (5) and (7).

Theorem 5.16. $\quad t_{7}(7 n+2)+t_{7}(7 n+3) \equiv t_{7}(7 n+4)+t_{7}(7 n+5)(\bmod 7)$.
Proof: The use of Theorem 4.24 with $k=7$ gives 57 terms for $t_{\eta}(n)$. After replacing $n$ by $7 \mathrm{n}+2,7 \mathrm{n}+3,7 \mathrm{n}+4$ and $7 \mathrm{n}+5$ respectively and then using Corollary 5.2 and Theorem 5.3 gives:
(1) $t_{7}(7 n+2) \equiv 3 p(n)+3 p(n-1)+p(n-3)+2 p(n-4)-p(n-5)+2 p(n-6)$
$-3 \mathrm{p}(\mathrm{n}-7)(\bmod 7)$,
(2) $t_{7}(7 n+3) \equiv-p(n)+3 p(n-1)-3 p(n-2)-p(n-3)-2 p(n-4)-3 p(n-5)$
$-p(n-6)+p(n-7)(\bmod 7)$,
(3) $t_{7}(7 n+4) \equiv-p(n)+p(n-1)+3 p(n-2)+2 p(n-3)+p\left(n_{\infty} 4\right)+3 p(n-5)$
$-3 p(n-6)+p(n-7)(\bmod 7)$ and
(4) $t_{p}(7 n+5) \equiv 3 p(n-2 p(n-1)+p(n-2)-2 p(n-3)-p(n-4)-3 p(n-6)$
$-3 p(n-7)(\bmod 7)$.
Since the sum of equations (1) and (2) is the same as the sum of equaco tions (3) and (4), the theorem follows.

Theorem 5.17. (a) $t_{8}(8 n) \equiv t_{8}(8 n+4)(\bmod 2)$ and
(b) $\mathrm{t}_{8}(8 n+5) \equiv \mathrm{t}_{8}(8 n+6) \equiv \mathrm{t}_{8}(8 n+7) \equiv 0(\bmod 2)$.

Proof: From Theorem 4.25 with $k=8$,
(1)

$$
\mathrm{t}_{8}(n)=\stackrel{V}{s}=0_{V}^{=} a_{8}(s) p_{-8}(n-s),
$$

where
(2)

$$
\begin{aligned}
\sum_{s=0}^{v} a_{8}(s) x^{s}= & \prod_{m=1}\left(1-x^{m}\right)^{8 m} \\
\equiv & 1+x+x^{2}+x^{4}+x^{8}+x^{11}+x^{12}+x^{16}+x^{17} \\
& +x^{20}+x^{25}+x^{27}+x^{33}+x^{34}+x^{35}+x^{41}+x^{43}
\end{aligned}
$$

$$
\begin{aligned}
& +x^{49}+x^{50}+x^{51}+x^{57}+x^{59}+x^{64}+x^{67} \\
& +x^{68}+x^{72}+x^{73}+x^{76}+x^{80}+x^{82}+x^{83} \\
& +x^{84}(\bmod 2) .
\end{aligned}
$$

After substituting the values of $\mathrm{a}_{8}(\mathrm{~s})(\mathrm{s}=0,1, \ldots, 84)$ into equation (1), replacing $n$ by $8 n, 8 n+4,8 n+5,8 n+6$ and $8 n+7$, respectively, and observing from Theorem 5.1 that $p_{\infty}(n)=(\bmod 2)$ only if 8 divides $n_{0}$ it follows that:
(3) $\mathrm{t}_{8}(8 \mathrm{n}) \approx \mathrm{p}_{\infty}(8 \mathrm{n})+\mathrm{p}_{\mathrm{m}}\left(8 n_{m} 8\right)+\mathrm{p}_{\mathrm{m}}\left(8 \mathrm{n}_{\mathrm{m}} 16\right)+\mathrm{p}_{\mathrm{m}} 8\left(8 \mathrm{n}_{\infty} 64\right)+\mathrm{p}_{\infty}\left(8 \mathrm{n}_{\mathrm{m}} 72\right)$

$$
+\mathrm{p}_{\infty 8}\left(8 \mathrm{n}_{\infty} 80\right)(\bmod 2),
$$

(4) $\mathrm{t}_{8}(8 \mathrm{n}+4) \equiv \mathrm{p}_{\infty}(8 \mathrm{n})+\mathrm{p}_{\infty}\left(8 n_{m} 8\right)+\mathrm{p}_{\infty}\left(8 \mathrm{n}_{\mathrm{m}} 16\right)+\mathrm{p}_{-8}\left(8 \mathrm{n}_{\infty} 64\right)$

$$
+\mathrm{p}_{-8}\left(8 n_{-72}\right)+\mathrm{p}_{-8}(8 n-80)(\bmod 2)
$$

(5) $\quad t_{8}(8 n+5)=0(\bmod 2)_{9}$
(6)

$$
t_{8}(8 n+6) \equiv 0(\bmod 2) \text { and }
$$

(7)

$$
t_{8}(8 n+7)=0(\bmod 2) .
$$

Fart (a) follows from (3) and (4), part (b) follows from (5), (6) and (7) and the theorem is proved.

# CHAPTER VI 

## ASYMPTOTIC PROPERTIES

## Introduction

Chapter $V$ dealt with the arithmetic properties of $p(n)$ and other more general functions. This chapter is concerned with the behavior of the partition function for large values of $n$. It is obvious that $p(n)$ increases rapidly as $n$ increases, but just how fast. Since the recuro sion formulae will be of no use for large $n$, the problem is how to determine $p(n)$ for large $n$.

It is apparently beyond the present resources of mathematics to give a simple expression for $p(n)$, hence all one can hope for is a sime ple function $f$ which approximates $p(n)$ for large $n$. That is, it would be desirable to find a function $f$ such that,

$$
p(n)=f(n)+r(n)
$$

where $f$ would be as simple a function as possible and $x$ would approach zero as $n$ gets large. This is to say, with reference to Definitions 2.21 and 2.23 respectively, that,

$$
p(n) \sim f(n) \text { or } p(n)=f(n)[1+o(1)]
$$

It might first be of interest to get some idea of the relative size of $p(n)$ and the function values of some well-knowf functions for large n. This has been done by Ayoub [6] with the functions $n^{c} 1$ and $\exp \left(c_{2} n\right)$ with results given in Theorem 6.2. To facilitate the proof, however, one wast first look at the generating function of $p(n)$,

$$
\begin{equation*}
P(x)=\prod_{k=1}^{\prod_{1}}\left(1-x^{k}\right)^{-1}=\sum_{n=0} p(n) x^{n}, \text { for }|x|<1 \text {. } \tag{6.1}
\end{equation*}
$$

According to the Tauberian Theorem 2.31 and the equation (6.1), since $p(n) \geq 0$ and the series in (6.1) converges for $|x|<1$, it follows that the order of magnitude of $p(n)$ will determine the behavior of $P(x)$ in the neighborhood of $x=1$ and conversely, the behavior of $P(x)$ as $x-1$ yields information concerning $p(n)$. A result concerning $P(x)$ which will be needed for Theorem 6.2 will now be given.

$$
\text { Lemme 6.1. } \quad \log P(x) \sim \frac{\pi^{2}}{6(1-x)}, \text { as } x-1
$$

Proof: Take the logarithm of $P(x)$ in equation (6.1) to obtain,

$$
\begin{aligned}
\log P(x) & =\log k_{k=1}^{\sum}\left(1-x^{k}\right)^{-1} \\
& =k_{k=1}^{\sum_{1}} \log \left(1-x^{k}\right)^{-1} \\
& ={ }_{k}^{\sum}=1 \quad \sum_{n=1}^{E}\left(x^{k}\right)^{m} / m \\
& ={ }_{n=1}^{\sum} \quad k_{k=1}^{E}\left(x^{m}\right)^{k} / m .
\end{aligned}
$$

But with $|x|<1$, hence $\left|x^{m}\right|<1$, the geometric series $\left(x^{m}\right)^{k}$ has a sum which gives,

$$
\begin{equation*}
\log P(x)=\frac{\sum_{n=1}}{n_{m}^{m}} \frac{x^{m}}{m\left(1-x^{m}\right)} . \tag{1}
\end{equation*}
$$

Also, with $0<x<1$, hence $0<x^{k}<1$ for $k=1,2, \ldots, \operatorname{m-1}$ and $x^{m_{m} 1}<x^{m-2}<\ldots<x<1$, it follows that,

$$
m x^{m=1}<1+x+\ldots+x^{m=1}<m .
$$

Multiply each member by (1-x) to obtain,

$$
\operatorname{mx}^{m-1}(1-x)<1-x^{m}<m(1 m x)
$$

or

$$
\frac{1}{m(1-x)}<\frac{1}{1-x^{m}}<\frac{1}{\operatorname{mx}^{m-1}(1-x)} .
$$

Now from equation (1),

$$
\begin{equation*}
\frac{1}{1 \infty x} \sum_{m=1}^{\infty} x^{m} / m^{2}<\log P(x)<\frac{1}{\ln X} \sum_{m=1}^{\infty} x / m^{2} \tag{2}
\end{equation*}
$$

But, from Theorem 2.32,

$$
\operatorname{Iim}_{x \rightarrow 1} \sum_{m=1}^{\infty} x^{m} / m^{2}=\pi^{2} / 6
$$

Therefore, after dividing all members of (2) by the left member and letting $x=1$, it follows that,

$$
\log P(x) \sim \frac{\pi^{2}}{6(1-x)}
$$

and the lemma is proved.

Theorem 6.2. For n sufficiently large,
(1) $n^{c} 1<p(n)<\exp \left(c_{2} n\right),\left(c_{1}, c_{2} \geq 1\right.$ are arbitrary constants).

Proof: Let (1) be replaced by the two equivalent inequalities:

$$
\begin{equation*}
n^{c_{1}}<p(n) \text { and } \tag{2}
\end{equation*}
$$

(3)

$$
p(n)<\exp \left(c_{2} n\right)
$$

Assume $p(n)=n^{c} 1$. Then for $x=e^{-y}$,

$$
P(x)=n_{n=0}^{\infty} n^{c} 1 x^{n}=n_{n=1}^{\infty} n_{3}^{c} 1 e^{\infty n y}
$$

But.

$$
n_{n=1}^{\infty} n^{c_{1}} e^{\infty n y} \sim \int_{0}^{\infty} t^{c_{1}} e^{\infty t y} d \dot{m}=\frac{\Gamma\left(c_{1}+1\right)}{y^{c_{1}+1}}
$$

Since $y=-\log x(1 \infty x)$ as $x$, it follows that,

$$
P(x) \sim \frac{\Gamma\left(c_{1}+1\right)}{(1-x)^{c_{1}+1}}
$$

which implies that,

$$
\log P(x)=\log \Gamma\left(c_{1}+1\right)-\left(c_{1}+1\right) \log (1 \cos )+o(1)
$$

This contradicts Lemma 6.1, since,

Therefore, inequality (2) follows.
To prove inequality (3), assume $p(n)=\operatorname{exc}\left(c_{2} n\right)$. Then there exists a constant $d$ such that $|d|<1$, namely $d=\exp \left(\left(100_{2}\right) n\right.$, for which $\sum_{n=0}^{\infty} \exp \left(c_{2} n\right)(d)^{n}$ diverges. This contradicts equation (6.1) since that series converges for all $|x|<1$. This proves inequality (3) and hence the theorem.

In the light of Theorem 6.2, one might conjecture that $p(n)=$ $\exp \left(a n^{b}\right)$, for the appropriate constants $a$ and $b$, yet to be determined. In order to estimate $a$ and $b$; let $p(n)=\exp \left(a n^{b}\right)$ and $x=e^{\infty y}$. Then the series,

$$
{ }_{n}^{\infty} p(n) x^{n}=\sum_{n=0}^{\infty} \exp \left(a n^{b}-n y\right)
$$

has its largest term when the derivative is zero, i.e. abn ${ }^{b o d}$ a $y=0$. This gives $n=[y /(a b)]^{1 /(b o s)}$ and for this $n_{\text {, }}$ the term which will determine the order of magnitude of $g(x)$, is

$$
\begin{aligned}
& \exp \left(a[y /(a b)]^{b /(b-1)}-y[y /(a b)]^{1 /(b-1)}\right) \\
= & \exp \left(a^{1 /(1-b)} b^{b /(1 \infty b)} y^{b /(1-b)} \infty a^{1 /(1 \infty b)} b^{1 /(1-b)} y^{b /(b-1)}\right)
\end{aligned}
$$

Now, as $\mathrm{x}-1, \mathrm{y}=-\log \mathrm{x} \sim 1-\mathrm{x}$ and therefore,

$$
\begin{array}{r}
P(x) \propto \exp \left(a^{1 /(1 \infty b)_{b} b /(1 \infty b)}(1 \infty x)^{b /(1-b)} \infty a^{1 /(1 \infty b)} b^{1 /(1 \infty b)}\right. \\
(1 \infty x) b /(10 b))
\end{array}
$$

To choose a and b so this agrees with the result ( 6.2 ), one may select $b=1 / 2$ and $a=\pi \sqrt{2 / 3}$. Hence, assume $p(n)$, for large $n_{2}$ is approxeo imately $\exp (\pi \sqrt{2 n / 3})$. Theorem 6.3 is a very similar result.

Asymptotic Formula for log $p(n)$

Theorem 6.3. [6] (Haxdy and Ramanujan's asymptotic formula for log p(r) (6.3)

$$
\log p(n) \sim \pi \sqrt{2 n / 3}
$$

Proofs. The theorem follows from the two inequalities:

$$
\begin{equation*}
p(n)<\exp (\pi \sqrt{2 n / 3}) \tag{1}
\end{equation*}
$$

and for every $\in>O_{0}$, there exists a constant $A_{\epsilon}$ such that,

$$
\begin{equation*}
p(n)>\left(1 / A_{\epsilon}\right) \exp \left[\left(a_{\infty} \epsilon\right) \sqrt{n}\right] . \tag{2}
\end{equation*}
$$

This is seen by combining the inequalities (1) and (2), dividing by $\pi \sqrt{2 n / 3}$ and then letting $n \rightarrow \infty$ to obtain,

$$
1-\epsilon /(\pi \sqrt{2 / 3}) \leqq \lim _{n \rightarrow \infty} \frac{\log \circ(n)}{\pi \sqrt{2 n / 3}} \leqq 1 .
$$

By Definition 2.21 of asymptotic, the result follows.
Now to prove inequality (1) by induction on $n$ :
(i) $p(1)=1<\exp (\pi \sqrt{2 / 3})$.
(ii) Suppose that for all $m<n, p(m)<\exp (\pi \sqrt{2 m / 3})$. Now from Theorem 4.28,

$$
\begin{aligned}
n p(n) & =\sum_{m=1}^{n} \sum_{k=1}^{n} m p(n \times k m) \\
& <\sum_{m=1}^{n} \sum_{k=1}^{n} m \exp (\pi \sqrt{2(n+k m) / 3}) \\
& =\sum_{m=1}^{n} \quad k_{k=1}^{n} m \exp (\pi \sqrt{2 n / 3} \sqrt{1-k m / n})
\end{aligned}
$$

sunce $(10 x)^{2} \leqslant 1-a x_{0}$ it follows that,

$$
\begin{aligned}
n p(n) & <\sum_{m=1}^{n} \sum_{k=1}^{n} m \exp \left[T h \sqrt{2 n / 3}\left(1 \infty \frac{k x}{2 n}\right)\right] \\
& <\exp (\pi \sqrt{2 n / 3}) \sum_{k=1}^{n} \sum_{m=1}^{\infty} m \exp \left(\frac{\infty k m m}{\sqrt{6 n}}\right)
\end{aligned}
$$

From the fact that,

$$
\sum_{m}^{\infty} n e^{\infty m x}=\frac{1}{4 \sinh ^{2} x / 2}<1 / x^{2} \text {, for } x<0,
$$

which can easily be verified, it follows with $x=k \pi / \sqrt{6 n}$ that.

$$
n \mathrm{p}(n)<\exp (\pi \sqrt{2 n} / 3) \sum_{k=1}^{n} 6 n /(k \pi)^{2}
$$

$$
\begin{aligned}
& <\exp (\pi \sqrt{2 n / 3}) 6 n / \pi^{2} \sum_{k=1}^{\infty} 1 / k^{2} \\
& =\exp (\pi \sqrt{2 n / 3})\left(6 n / \pi^{2}\right)\left(\pi^{2} / 6\right) \\
& =n \exp (\pi \sqrt{2 n / 3})
\end{aligned}
$$

Division by $n$ gives,

$$
\mathrm{p}(n)<\exp (\pi \sqrt{2 n / 3})
$$

and by induction, inequality (1) holds for all $n$. The proof of inequaw lity (2) is similar and will be omitted.

The result of the theorem is not as significant as one might hope since an asymptotic property of $\log p(n)$ does not give very accurate results concerning $p(n)$. For example with the results of Theorem 6.3 , one could just as well have:

$$
\begin{aligned}
& p(n) \curvearrowright n^{1000} \exp (\pi \sqrt{2 n / 3}) \\
& p(n) \curvearrowright n^{\infty 1000} \exp (\pi \sqrt{2 n / 3}) \\
& \text { Asymptotic Formula for } p(n)
\end{aligned}
$$

The next step in the development of trying to evaluate $p(n)$ or at least approximate it, is to prove the asymptotic formula (6.4). only a sketch of the proof will be given. For a complete proofo the reader can refer to Hardy and Ramanujan [25].

Theorem 6.4. (Hardy and Ramanujan's asymptotic formula for $p(n))_{0}$

$$
\begin{equation*}
p(n) \approx \frac{1}{4 n \sqrt{3}} \exp (\pi \sqrt{2 n / 3}) \tag{6.4}
\end{equation*}
$$

The proofs given for Theorem 6.4 requires much more advanced matho ematies than for any of the previous results. In order to prove this theorem, at least to our present knowledge, it will require the theory
of analytic functions, in particular Cauchy"s integral (6.5), and the theory of modular functions, in particular (6.6).

Cauchy's integral Theorem 2.40 can be applied to the generating function (6.1) in a natural way. Clearly $P(x)$ is analytic inside the unit eircle with center at the origin. Thus, since

$$
\begin{aligned}
\frac{P(x)}{x^{n+1}}= & \sum_{k=0}^{\infty} p(k) x^{k-n-1} \\
= & p(0) x^{\infty n-1}+p(1) x^{\infty n}+\ldots+p(n) x^{\infty-1} \\
& +p(n+1)+p(n+2) x+\ldots,
\end{aligned}
$$

it follows that $p(n)$ is the residue at $x=0$ of the function $\frac{p(x)}{x^{n+1}}$. Now, from Cauchy's Theorem 2.40,

$$
\begin{equation*}
p(n)=\frac{1}{2 \pi i} \int_{C} \frac{P(x)}{x^{n+1}} d x \tag{6.5}
\end{equation*}
$$

where $C$ is a simple closed contour enclosing the origin and lying entirely inside the unit circle. The difficulty now comes. of course, in evaluating the integral.

The reason for the difficulty is that,

$$
P(x)=\frac{1}{10 x 10 x^{2}} \frac{1}{1-x^{3}} \cdots \frac{1}{1 \infty x^{k}} \cdots
$$

has zero denominators in every factor when $x=1$, every second when $x=-1$, every third when $x=\exp (2 \pi i / 3)$, and in general every koth when $x=\exp (2 \pi i h / k),(h, k)=1$. Hence, $x=\exp (2 \pi i h / k)$ for every rational number is an essential signularity of $P(x)$. However, since the rational points are dense, any irrational point will have singularities arbice trarily close to it and therefore will itself be a singularity. Therem fore, all points on the circle are singular points and there is no
possibility of integrating across the singularities.
The difficulty seemed unsurmountable until G. H. Hardy recognized that, quote, "P(x) belongs to a class of functions called elliptic modu. lex functions whose properties have been intensively studied and whose behaviox is wellmknown." Riemann, Dedekind and others have studied the important modular function,

$$
\begin{equation*}
h(t)=\exp (\pi i t / 12){ }_{n=1}^{\sum_{i}^{1}}\left(1_{\infty} e^{2 \pi i n t}\right) \tag{6,6}
\end{equation*}
$$

which is very nearly the reciprocal of $P(x)$. To be exact, if one lets $x=e^{2 \pi i t}, \operatorname{Im}(t)>0$ to give $|x|<1$, then from (6.1) and (6.6),

$$
h(t)=\frac{\exp (\pi i t / 12)}{P\left(e^{2 \pi i n t}\right)} .
$$

Now, the 'heaviest' singularity of $P(x)$ occurs at $x=1$. Hence, suppose that the greatest contribution to the integral of (6.5) would come at $x=1$. In fact, if $f(n)$ is the contribution to $p(n)$ from the point * = 1, one might expect (as it turns out) that the contribution from $x=1$ is $O(\sqrt{f(n)})$ and so on. Therefore, one would like to find a funce tion $g(x)$ which is analytic at all points of the unit circle except Fs 1 , and has there a singularity of a type as near as possible to that of the singularity of $P(x)$. Cauchy"s theorem would then be applied to Pog instead of $P$ 。

A function $g$ can be found from the properties of the modular funca tion $h(t)$. The substitution $x=e^{-2 \pi t}, \operatorname{Re}(t)>0$ to give $|x|<1$, into (6.6) gives.

$$
\begin{align*}
P\left(e^{-2 \pi t}\right) & =\sqrt{t} \exp [\pi(1 / t-t) / 12] P[\exp (-2 \pi / t)] \\
& =g(t) P[\exp (-2 \pi / t) \tag{6,7}
\end{align*}
$$

where $g(t)=\sqrt{t} \exp [\pi(1 / t-t) / 12]$ is the desired function. Sinee $P[\exp (\infty \pi / t)]=\sum_{n=0}^{\infty} p(n) \exp (\infty 2 \pi m / t)$ approaches 1 very rapidly as $t \rightarrow 0_{0}$ i. $\theta$ 。 $x \rightarrow 1$, it follows that $P\left(e^{-2 \pi t}\right) \rightarrow g(t)$ as $t \rightarrow 0$.

The first approsimation will now be found by choosing the contour
 foplane with a radius of $|x|=r_{0}^{0}<1$ but extremely close to 10 Now make the transformation, $x=e^{\infty-2 \pi t}$, where $t=u+i v, u>0$. Then $t=c \frac{1}{2 \pi}(\operatorname{In} x+i p)$, so that $C_{0}$ is mapped onto the line $I_{0}$ in the to planes $u_{0}=\frac{1}{2 \pi} \ln x_{0}$ with endpoints $t_{0}=u_{0}+i / 2$ and $t_{1}=u_{0}=1 / 2$ as sketched belows



Substitution of $x=e^{-2 \pi t}$ into (6.5) with $C=C_{0}$ gives,

$$
\begin{aligned}
p(n) & =\frac{1}{2 \pi} \int_{L} P\left(e^{-2 \pi t}\right) e^{2 \pi t(n+1)} e^{-2 \pi t}(\infty 2 \pi) d t \\
& =-\frac{1}{i} \int_{L} P\left(e^{-2 \pi t}\right) e^{2 \pi n t} d t .
\end{aligned}
$$

Now the integral is dirided into two parts by the identity,

$$
P\left(e^{\infty 2 \pi t}\right)=g(t)+P\left(e^{\infty 2 \pi t}\right) \infty g(t)
$$

so that.

$$
\begin{equation*}
p(n)=\infty \frac{1}{i} \int L g(t) e^{2 \pi m t} d t=\frac{1}{i} \int\left[P\left(e^{-2 \pi t}\right)-g(t)\right] d t_{0} \tag{6,8}
\end{equation*}
$$

where the first integral will contribute the proncipal part and the
second integral will be investigated only to determine its magnitude. The evaluation of (6.8), still very difficult and long, is given by Ayoub [6] to be,

$$
\begin{equation*}
p(n)=\frac{1}{2 \pi \sqrt{2}} \frac{d}{d n} e^{a \lambda_{n} / \lambda_{n}}+0\left[\exp \left(5 a \lambda_{n} / 8\right)\right] \tag{6.9}
\end{equation*}
$$

where $\lambda_{n}=\sqrt{n-1 / 24}, a=\pi \sqrt{2 / 3}$ and 0 refers to $n \rightarrow \infty$. The asymptotic result ( 6.4 ) can now be obtained if we carry out the differentiation to obtains

$$
\begin{aligned}
p(n) & =\frac{1}{2 \pi \sqrt{2}} \frac{e^{a \lambda_{n}(a / 2)-e^{a \lambda_{n}}\left[1 /\left(2 \lambda_{n}\right)\right]}}{\lambda_{n}^{2}}+0\left[\exp \left(5 a \lambda_{n} / 8\right)\right] \\
& =\frac{a}{4 \pi \sqrt{2}} \frac{e^{a \lambda_{n}}}{n-1 / 24}\left(1-\frac{1}{a \lambda_{n}}\right)+0\left[\exp \left(5 \lambda_{n} / 8\right)\right] \\
& =\frac{1}{4 \sqrt{3}} \frac{e_{n} \lambda_{n}}{n_{n=1} 1 / 24}\left(1-\frac{1}{a \lambda_{n}}\right)+0\left[\exp \left(5 a \lambda_{n} / 8\right)\right]
\end{aligned}
$$

Now, as $n \rightarrow \infty$, at $_{n} \rightarrow \infty, n_{n} 1 / 24 \rightarrow n$,

$$
p(n) \sim \frac{1}{4 n \sqrt{3}} \exp (\pi \sqrt{2 n / 3})
$$

The next step is to consider the singular point at $x=\infty 1$ and to subtract from $P(x)$ a second auxiliary function related to this point as $g(x)$ is to $x=1$. Similar developments by Hardy and Ramanujan gave,

$$
p(n)=\frac{1}{2 \pi \sqrt{2}} \frac{d}{d n} e^{a \lambda_{n / 1} \lambda_{n}}+\frac{(-1)^{n}}{2 \pi} \frac{d}{d n} \frac{e^{a A_{n} / 2}}{A_{n}}+O\left(e^{n / n}\right)^{n}
$$

where $D>\frac{1}{3}$ a. One might also notice that in equation (6.9) : $5 a \lambda_{n} / 8>\frac{1}{2} a \sqrt{n}$. Therefore, since the accuracy is improving, Hardy and Ramanujan [25] continued the process with the rational singulare ities and were able to obtain the more precise results given in (3.9) so that $p(n)$ is, for sufficiently large values of $n$, the integer neare est the value of the first term in the right member of (3.9).

It was later shown, however, that the series in (3.9) was divergento Rademacher simplified and perfected the original analysis of Hardy and Ramanujan to obtain a convergent series representation of $p(r)$.

$$
\text { Convergent Series Representation of } p(n)
$$

Rademacher [42] proved the convergent series representation of $p(n)$ given in the next theorem.

Theorem 6.5.

$$
p(n)=\frac{1}{\pi \sqrt{2}} k_{k}^{\infty} A_{k}(n) \sqrt{k} \frac{d}{d n} \frac{\sinh \pi / k \sqrt{2 / 3 A_{n}}}{A_{n}}
$$

where,

$$
\begin{align*}
& \lambda_{n}=\sqrt{n=1 / 24}, \quad A_{k}(n)=\underset{(h, k)=1}{0 \sum_{h, k}} W_{h, k} \exp (-2 \pi i n n / k),  \tag{6.10}\\
& W_{h_{g} k}=\exp [\pi i S(h, k)] \text { and }, \\
& S(h, k)={ }_{u=1}^{k=1}\left(\frac{u}{k}-\frac{1}{2}\right)\left(\begin{array}{l}
h u \\
k \\
k
\end{array} \infty\left[\begin{array}{l}
h u \\
k
\end{array}\right]-\frac{1}{\frac{1}{2}}\right) \text { (Brackets refex to }
\end{align*}
$$

the bracket function).

In 1938, L. R. Ford discovered some geometric properties of the Faxey sequences to be defined in Definition 6.1 below. Ford represented each Farey fraction by a circle, now called ${ }^{\circ}$ Ford circles", given in Definition 6.3. This permitted Rademacher to replace his previous path of integration, done by dissecting the circle into "Farey ares", by the new path along the Ford circles. It is this method which we shall briefly outline. The reader may furnish the missing details and proofs or find them in Rademacher's lecture notes [41]. Ayoub [6] also gives a proofo due to J. Vo Uspensky, which differs very little from Rademacherts proof.

First the substitution $x=\theta^{2 \pi i t} \operatorname{Im}(t)>O_{0}$ is made in the
integral $(6.5)$ to obtaing

$$
\begin{equation*}
p(n)=\int_{i}^{i+1} P\left(e^{2 \pi i t}\right) e^{-2 \pi i n t} d t \tag{6.11}
\end{equation*}
$$

where the path of integration can be any curve in the upper half＝plane connecting the points $i$ and i＋1．Now，to determine a convenient path， it will be necessary to discuss the Farey sequences and Ford circles．

Definition 6．1．By a Farey sequence $F_{n}$ of order $n_{0}$ is meant the set of all fractions $h / k$ with $0 \leqslant h \leqq k,(h, k)=1,1<k \leqq n$ and arranged in ascending order of magnitude．For example，the Farey sequences $F_{n}{ }^{2}$ $n=1,2,3$ and 4 ares

$$
\begin{gathered}
0 / 1,1 / 1 \\
0 / 1,1 / 2,1 / 1 \\
0 / 1,1 / 3,1 / 2,2 / 3,1 / 1 \\
0 / 1,1 / 4,1 / 3,1 / 2,2 / 3,3 / 4,1 / 1
\end{gathered}
$$

Farey sequences have many interesting properties．oniy those properties needed to prove the necessary results of the Ford cireles will now be stated with proofs found in［41］． Properties
（1．a）If $h / k$ and $h^{0} / k^{0}$ are two successive fractions in $E_{n}{ }^{2}$ then $k+k^{0}>n_{0}$
（2．2）If $h / k$ and $h^{\prime \prime} / k^{0}$ are two successive fractions in $F_{n}$ ，then $k \neq k^{n}$ 。
（3．a）If $h / k$ and $h^{\prime} / k^{\prime}$ are two successive fractions in $F_{n}$ ，then $h^{0} k \propto h k^{0}=1 。$

Definition 6．2．The mediant $u$ of $h / k$ and $h / k '$ ，two successive fraco tions in $F_{n^{2}}$ is $u=\left(h+h^{1}\right) /\left(k+k^{p}\right)$ ．Observe that $h / k<v<h^{0} / k^{0}$ 。

Definition 6.3. Let $h / k$ be a fraction in $F_{n}$ Considex the complex two plane and suppose that there is a circle $C_{h, k}$ with center at the point $\sigma_{h} k=h / k+i /\left(2 k^{2}\right)$ and radius $1 /\left(2 k^{2}\right)$. Such a cirole is called a Ford circle.

The Ford circles corresponding to the Farey sequence $F_{n}$ have the following properties which can be found in [41].

Propertiess
(1.b) All the circles are tangent to the real axis.
(2.b) No two circles intersect.
(3.b) Two circles $C_{h, k}$ and $C_{h}{ }^{\prime}{ }_{9} k^{\prime}$ are tangent if and onily if $\mathrm{h} / \mathrm{k}$ and $h^{\prime} / k^{\prime}$ are neighbors in some Farey sequence of the same order.

The Ford circles corresponding to $\mathrm{F}_{4}$ are illustrated in Fig. 1.


Fig. 1.
Now consider any foixed positive integer $N(l a t e r$ we let $\mathbb{N} \rightarrow$ ) and the Foxd circles corresponding to $\mathrm{F}_{\mathrm{N}}$. By property (3.b), consecutive circles are tangent. The points of tangency divide each circle into
upper and lower aros. For the circle $C_{h, k}$, denote the points of tane gency by $h / k+S^{\prime}$ and $h / k+S^{\prime \prime}$ and the upper arce by $g_{h, k^{\circ}}$ For $\mathbb{N}=4$, the points $A$ and $B$ in Fig. 1 illustrate $1 / 4+S^{\circ}$ and $1 / 4+S^{\prime \prime}$ with the upper arc of $A B$ corresponding to $g_{1,4^{\circ}}$

Let the path of integration, $P_{N}$, for the integral in ( 6,11 ) be the row of ares $g_{h, k}$ starting at the point $i$ and ending at the point inf. Because of the periodicity of the integrand, that part of the are of $\mathrm{g}_{0,1}$ to the left of the imaginary axis is replaced by the part of $\mathrm{g}_{1,1}$ to the left of the line $\operatorname{Re}(t)=1$. The heavy Iine in Fig. i illustrates the path $P_{4^{*}}$. The integral (6.11) now becomes,

$$
\begin{equation*}
p(n)=\sum_{\substack{0 \leqq h<k<N \\(h, k)=1}} \int_{g_{h, k}} P\left(e^{2 \pi i t}\right) e^{\infty 2 \pi i n t} d t, \tag{6.12}
\end{equation*}
$$

where $g_{h, k}$ runs clockwise from $h / k+S_{h, k}^{\prime}$ to $h / k+S_{h, ~}^{\prime \prime} k^{0}$
Now the change of variable $t=h / k+S$ in each integral gives,

$$
\begin{equation*}
\mathrm{p}(n)=\Sigma \int_{S_{h, k}^{\prime}}^{S_{h, k}^{\prime \prime}} P\left(e^{2 \pi i(h / k+S)}\right) e^{\infty} 2 \pi i n(h / k+S) d S \tag{6.13}
\end{equation*}
$$

where the summation here and henceforth will be over all $h$ and $k$ such that: $0 \leqq h<k \leqq N$ and $(h, k)=1$, except where otherwise indicated. This transformation had the effect of transforming each of the circles so that the new centers are at the points $i /\left(2 k^{2}\right)$. Now, to transform the circles to the circle $K$ with radius $1 / 2$ and center at the point $1 / 2$, let $s=i z / k^{2}$. The integral (6.13) now becomes. (6.14) $p(n)=\Sigma i / k^{2} e^{-2 \pi i n h / k} \int_{z, k}^{2 n} h, k\left(e^{2 \pi i\left(h / k+i z / k^{2}\right)}\right) e^{2 \pi n / k / k^{2} d q u}$ where $z_{h, k}^{\prime}$ and $z_{h, k}^{\prime \prime}$ are the images of $S_{h, k}^{b}$ and $S_{h, k}^{\prime \prime}$ respectively. The path of integration is illustrated in Fig. 2.


Fig. 2.
Now apply to $P$ the functional equation derived from the theory of the elliptic modular functions by Hardy and Ramanujan [25]:

$$
\begin{equation*}
P(x)=W_{h_{0} k} G_{k}(z) P\left(x^{\prime}\right)_{9} \tag{6.14}
\end{equation*}
$$

where $x=\exp \left[2 \pi i\left(h / k+i z / k^{2}\right)\right], x^{\prime}=\exp [2 \pi i(h / k+i / 2)]$, bh ${ }^{\circ}=1$ $(\operatorname{nod} k), W_{h, k}$ is given in (6.10) and $G_{k}(z)=\sqrt{z} \exp \left(\frac{\pi}{12 z}-\frac{\pi 2}{12 k^{2}}\right)$. The integral in (6.13) now becomes,
(6.25) $p(n)=\Sigma i k^{\infty 5 / 2} A_{k}(n) \int_{\sum_{h}, k}^{2^{\prime \prime}, k} G_{k}(z) P\left(e^{2 \pi i h^{\gamma} / k-2 \pi / z}\right) e^{2 \pi n g / k^{2}} d w_{g}$ where $A_{k}(n)$ is defined in (6.10).

Divide each integral into two integrals by the identity,

$$
G_{k}(z) P\left(x^{0}\right)=G_{k}(z)\left[P\left(x^{0}\right)-1\right]+G_{k}(z)
$$

to obtaing
(6.16) $\quad p\left(n_{1}\right)=\Sigma i k^{\infty / 2} A_{k}(n) I_{h_{9} k}^{1}+\sum i k^{-5 / 2} A_{k}(n) I_{h_{2} k^{9}}{ }^{90}$
where

$$
\begin{aligned}
I_{h_{9} k}^{\prime} & =\int_{z_{h, k}^{2}}^{2_{h}^{n 0} k} G_{k}(z) e^{2 \pi m z / k^{2}} d z \text { and } \\
I_{h_{g} k}^{n \prime} & =\int_{z_{h_{g} k} k}^{2_{h}^{n 0} k} G_{k}(z)\left[P\left(e^{2 \pi i h^{\prime} / k-2 \pi / z}\right)-1\right] e^{2 \pi n z / k^{2}} d z_{9}
\end{aligned}
$$

where the path of integration is an are of the circle K in the clock wise (negative) direction.

Estimation of $I_{h, k}{ }^{\text {me }}$ found by replacting the arc $z^{\prime}$ to $z^{\prime \prime}$ by the chord (integrand is analytic away from the origin), and using the propo
erties of Ford circles gives,

$$
\left|I_{h, k}^{\prime \prime}\right| \Sigma C(k / N)^{3 / 2},
$$

where $C$ is a constant which depends on the fixed integer $n_{0}$
Now the second sum in $(6.16)$ can be estimated for size to show that it is less than or equal to $C / N^{1 / 2}$ which gives,

$$
\begin{equation*}
p(n)=\sum i k^{\infty 5 / 2} A_{k}(n) I_{h, k}^{1}+0\left(N^{-1 / 2}\right) \tag{6.17}
\end{equation*}
$$

The evaluation of $I_{h, k}^{\prime}$ is carried out by using the entire circle ${ }^{\prime}$ as follows:
(6.18) $I_{h, k}^{\prime}=\int_{K} G_{k}(z) e^{2 \pi n z / k^{2}} d z=\int_{0}^{z_{h}^{p}, k} G_{k}(z) e^{2 m \pi / k^{2}} d z$

$$
-\int_{z_{h, k}^{\prime \prime}}^{0} G_{k}(z) e^{2 n \pi z / k^{2}} d z
$$

where $K$ is traversed in a clockwise direction. The last two integrals in (6.18) can be written as,

$$
\begin{equation*}
\int_{h_{h, k}^{\prime}}^{z_{h}^{21} k} G_{k}(z) e^{2 n \pi r z / k^{2}} d z_{0} \tag{6.19}
\end{equation*}
$$

As before, it can be show that the integral in (6.19) is of order $0(\mathrm{k} / \mathrm{N})^{3 / 2}$ and also $0\left(\Sigma \mathrm{k}^{\infty 5 / 2}(\mathrm{k} / \mathrm{N})^{3 / 2}\right)=0\left(N^{\infty / 2}\right)$. Substitution of this result into (6.17) gives,
$(6.20) \mathrm{p}(\mathrm{n})=\mathrm{i} \sum A_{k}(\mathrm{n}) k^{-5 / 2} \int_{K} G_{k}(z) e^{2 \pi n z / k^{2}} d z+0\left(N^{-1 / 2}\right)_{0}$
Notice that the summands are independent of $\mathbb{N}$. Let $\mathbb{N} \rightarrow \infty$ in (6.20) to obtain the infinite seriess

$$
\begin{equation*}
p(n)=i \sum_{k=1}^{E_{k}} A_{k}(n) k^{\infty / 2} \int_{k} G_{k}(z) e^{2 \pi n z / k^{2}} d z \tag{6.21}
\end{equation*}
$$

It is now possible to evaluate the integral in (6.21) by the use of the substitution $w=1 / z$ and application of Bessel functions to yield the result of the theorem.

The techniques of Rademacher have been used to obtain series repo resentations of other partition functions. In paxticular, Haskell [27].
and independently Wright, have obtained series representations for $\mathrm{p}_{\infty} \mathrm{k}(\mathrm{n})$ which includes Rademacher's for $\mathrm{p}(\mathrm{n})$ as a special case.

## CHAPTER VII

## SUMMARY

The purpose of this thesis is given in Chapter Io Briefly, it is to introduce to the advanced undergraduate student the xather unfamiliar but important theory of partitions of a number which involves the nume berotheoretic partition function, $p(n)$ e After giving the necessary background in Chapter II, the origin and a brief historical development is given in Chapter III. The introduction, including basic definitions and theorems of partition theory, is given in Chapter IV.

One of the major problems, to determine the congruence properties of the partition functions, is considered in Chapter V. Several conn gruences are obtained. A simple proof of the congruence $p(11 n+6)=0$ ( $\bmod 11$ ) is given. Except for a proof in 1969 by Winquist [49], this is the only proof to the author's knowledge which has not required the nore advanced analysis, including modular functions, which is needed and used in Chapter VI.

Congruences are also obtained for the keline partition function, $t_{k}(n)$, for $k=1,2,3,4,5,6,7$ and 8 . The congruences for $t_{6}(n)$, $t_{7}(n)$ and $t_{8}(n)$ are found by the method of Cheema [12] which, to the author's knowledge, have never appeared in print.

Chapter VI, requixing more advanced analysis and mathematical maturity, gives a brief development of the asymptotic and series repreo sentation of $p(n)$ which were found by Hardy and Ramanujan [25] in 1918
and Rademacher [42] in 1937, respectively.
An interesting problem for further study would be an attempt to solve the conjecture posed by Morris Newman [36] in 1960.

Conjecture, $p(n)$ fills all residue classes modulo $m$ infinitely of ten that is, that if $r$ is any integer such that $0 \leqq x \leqq m_{\infty} 1_{s}$ then the cono gruence $p(n)=r(\bmod m)$ has infinitely many solutions in nononegative integers $n$.

The known congruences of Ramanujan's conjecture already give a partial answer for all powers of 5 and 7 , for $11,11^{2}$ and $11^{3}$. Newmars [36], in an attempt to prove the conjecture, has shown the conjecture to be true for $m=5$ and 13 .

Another interesting problem is to determine the (asymptotic) densies ty, if it exists, of the integers $n$ such that $m$ divides $p(n)$ for a given mo For example, the congruence $p(5 m+4)=0(\bmod m)$ implies that 5 divides $p(n)$ for infinitely many $n$. Newman [37] showed that,

$$
\lim _{x \rightarrow \infty} \frac{s(x)}{x}>\frac{1}{5}+\frac{2}{5.19^{4}}
$$

where.

$$
s(x)=n \leq x ; p(n) \sum_{0} 0(\bmod 5) .
$$

Whether the limit exists, hence the density, still seems a difficult question.

The need for an explicit generating function for the dodimendional partition function, more fully explained in Chaptor III, is certainly a challenge to anyone capable of even coming up with a worthy conjecture.
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## APPENDIX

## A Table of Partitions

The following table gives the values of $p(n), t_{2}(n), t_{3}(n), t_{5}(n)$, $t(n)$ and $p_{\infty}(n)$ for all $n \leqslant 34$. These values can easily be computed from the recursion formalae of Chapter IV.

A more complete table for $p(n)$, values for $n \leqq 600$, is given by Gupta [21,22]. The values of $t_{k}(n)$ for $k=2,3,5,25, t(n)$ and $p_{c}{ }_{2}(n)$ for all n $\leqslant 299$ are given by Haskell [27].

## A TABLE OF PARTITIONS

| n | $p(n)$ | $t_{2}(n)$ | $t_{3}(n)$ | $t_{5}(n)$ | $t(n)$ | $p_{-2}(n)$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 1 | 1 | 1 | 1 | 1 | 2 |
| 2 | 2 | 3 | 3 | 3 | 3 | 5 |
| 3 | 3 | 5 | 6 | 6 | 6 | 40 |
| 4 | 5 | 10 | 12 | 13 | 13 | 20 |
| 5 | 7 | 16 | 21 | 24 | 24 | 36 |
| 6 | 11. | 29 | 40 | 47 | 48 | 65 |
| 7 | 15 | 45 | 67 | 83 | 86 | 110 |
| 8 | 22 | 75 | 117 | 152 | 160 | 185 |
| 9 | 30 | 115 | 193 | 263 | 282 | 300 |
| 10 | 42 | 181 | 319 | 457 | 500 | 481 |
| 11 | 56 | 271 | 510 | 768 | 859 | 752 |
| 12 | 77 | 413 | 818 | 1292 | 1479 | 1165 |
| 13 | 101 | 605 | 1274 | 2118 | 2485 | 1770 |
| 14 | 135 | 895 | 1983 | 3462 | 4167 | 2665 |
| 15 | 176 | 1291 | 3032 | 5564 | 6879 | 3956 |
| 16 | 231 | 1866 | 4610 | 8888 | 11297 | 5822 |
| 17 | 297 | 2648 | 6915 | 14016 | 18334 | 8470 |
| 18 | 385 | 3760 | 10324 | 21937 | 29601 | 12230 |
| 19 | 490 | 5260 | 15235 | 34081 | 47330 | 17490 |
| 20 | $62 ?$ | 7352 | 22371 | 52552 | 75278 | 24842 |
| 21. | 792 | 10160 | 32554 | 80331 | 118794 | 35002 |
| 22 | 1002 | 14008 | 47119 | 122078 | 186475 | 49010 |
| 23 | 1255 | 19140 | 67689 | 184161 | 290783 | 68150 |
| 24 | 1575 | 26085 | 96763 | 276303 | 451194 | 94235 |
| 25 | 1958 | 35277 | 137404 | 411870 | 696033 | 129512 |
| 26 | 2436 | 47575 | 194211 | 610818 | 1068745 | 177087 |
| 2 ? | 3010 | 63753 | 272939 | 900721 | 1632658 | 240840 |
| 28 | 3718 | 85175 | 381872 | 1321848 | 24.83234 | 326015 |
| 29 | 4565 | 113175 | 531576 | 1929981 | 3759612 | 439190 |
| 30 | 5604 | 149938 | 736923 | 2805338 | 5668963 | 589128 |
| 31 | 6842 | 197686 | 1016904 | 4058812 | 8512309 | 786814 |
| 32 | 8349 | 259891 | 1397853 | 5847966 | 12733429 | 1046705 |
| 33 | 10143 | 340225 | 1913561 | 8390097 | 18974973 | 1386930 |
| 34 | 12310 | 444135 | 2610023 | 11990531 | 28175955 | 1831065 |

VITA ${ }^{\text {h }}$<br>Jesse D Krehbiel<br>Candidate for the Degree of<br>Doctor of Education

## Thesis: AN INTRODUCTION TO THE THEORY OF PARTITIONS

Major Fields Higher Education Minor Fields Mathematics
Biographicals
Personal Data: Born in Hutchinson, Kansas, February 17. 1931. the son of Dawid and Anna Krehbiel.

Educations Graduated from Castleton Rural High School, Castieton, Kansas in May 1948; received the Bachelor of Arts degree from Bethel College, North Newton, Kansas, in May 1952 with a major in Mathematics; received the Master of Science degree from Iowa State University in 1956, with a major in Mathenm atics; attended Wichita State University during the academic year 1958w1959: attended Kansas University during the summers of 1961 and 1962; completed requirements for the Doctox of Education degree at Oklahoma State University in May, 1970.

Professional experiences Served as a graduate assistant in mathem atics at Iowe State University during the academic year 1952-1953 and again in 1955 1956; served in a State Mental Institution at Fort Wayne. Indiana in Iieu of Armed Forces, 195301955: Instructor of mathematics at Keokuk Senior High School and Community College, Keokuk, Iowa, 1956.1957; Instructor of mathematics at Wichita State Uniwersity, Wichita, Kansas 1957-1961; assistant professor of mathematies and department chairman at McPherson College, McPherson, Kansas, 1961-1962; associate professor and department chairm man at McPherson College, 1962*: was on leave from McPherson College, 196501967: served as a graduate assistant in mathens atics at Oklahoma State University, Stillwater, Oklahoma, 1965-1967: taught in a Secondary Science Training Program at Bethany College; Lindsborg, Kansas, summer 1968.

Organizations Member of Mathematical Association of America and Sㄱ Mu Epsilon。


[^0]:    $0 \quad 0 \quad 0.0000$

