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Abstract: In online social networks like Twitter, the users usually get inundated with the 

continuous stream of short messages or tweets. This problem can be handled using 

classification. Classification is a supervised data mining technique which involves 

assigning a label to a set of unlabeled objects.  A conventional approach for classifying 

text or tweets is to extract features from the linguistic content posted by the users.  A 

recurrent problem in classification is feature selection, that is, to decide the best set of 

features for making a particular classification decision among the infinite possible 

different sets of features.  This process usually involves heuristic approaches that require 

manual feature selection by experts, which involves guesswork, prior information about 

the dataset and a great deal of tweaking and experimental validation. To address this 

problem we propose and employ a non-heuristic machine learning approach which will 

automatically decide the feature set for a classification task. Our analysis shows that our 

automated feature selection process for Twitter content classification performs on par 

with current state-of-the-art approaches which incorporate painstaking, time-consuming 

human effort to manually and heuristically select a feature set.  This approach will 

improve the timeliness and accessibility of data mining social media data streams. 
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CHAPTER 1 

 

INTRODUCTION 

Emergence of Online Social Networks and increasing popularity of it has been phenomenal. 

Online social networks provide people with an open platform to share information and opinions 

on diverse topics. Twitter is a micro-blogging service, which has gained popularity as one of the 

prominent news source and information dissemination agent over last few years. The content on 

Twitter can provide rich information, however the users may get inundated by the raw 

information on Twitter. This problem can be handled using classification.  For any classification 

task on Twitter there exists a conventional approach of manually extracting features from the 

linguistic content posted by the users. This approach normally includes heuristic methodologies 

that oblige manual feature selection that is to decide the optimal set of features from the infinite 

set of features. Experts device several approaches to select the most informative features that 

involves lot of guess work, prior information of the data. 

The aim of this research is to automate the feature selection process for Twitter content 

classification. We propose and incorporate a non-heuristic machine learning approach which will 

automatically decide best set of features for a classification task. Our experimental results show 

that classification made by automating the feature selection process does not hamper the 

classification accuracy and it is on par with any classification task which involves explicit 

selection of features. 
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1.1 Classification 

Classification is a supervised data mining technique which involves assigning a category to a set 

of instances. Based on the number of categories or the classes, classification can be divided into 

two major types. 

 Binary classification 

 Multiclass classification 

Binary classification is the simplest type of classification problem. In binary classification the 

target attributes has only two possible values, whereas multiclass problem deals with 

classification of instances into more than two possible values. Unlike binary classification, 

multiclass classification is an intricate technique.  

Simple applications for classification are. 

 Classifying an e-mail as Spam or Not-Spam. 

 Classifying a fruit as Mango, Apple, and Banana etc. 

 

1.2 Machine learning 

Machine learning deals with the construction and study of systems that can learn from data, rather 

than following only explicitly programmed instructions [1].  An algorithm which implements 

classification is known as a classifier. There are two different models through which a classifier 

can be trained. They are. 

 Generative model 

 Discriminative model 



  

3 

 

 A generative model learns the joint probability distribution 𝑝(𝑥, 𝑦) and a discriminative model 

learns the conditional probability distribution 𝑝(𝑦|𝑥). A generative approach models how the data 

was generated in order to categorize an instance; it makes a prediction based on the knowledge 

gained. A discriminative model on the other hand, does not attempt to model the generation 

process. It simply categorizes a given instance based on learning the differences between two 

categories.  

An example application for a generative and discriminative model is in speech recognition 

problem, where the system attempts to identify the language someone is speaking [3]. 

 The generative approach is to learn each language and determine as to which language 

the speech belongs to. 

 The discriminative approach is to learn enough linguistic differences between the two 

languages to identify which is being spoken. 

 

1.3 Text Classification 

Text Classification is an area where classification algorithms are applied to text documents, 

identifying the target class for a particular document based on the content available in the 

documents. [2] Classifying a corpus of documents into different categories like Science Fiction, 

Comedy, Fantasy etc. based on the document vocabulary is one such application. Classifying a 

movie as good or bad based on the reviews posted by several users on online social networks is 

another application of text classification. 

For a classifier to learn how to classify any text, it needs to attain some knowledge and make 

prediction based on the knowledge gained. To make this possible we provide two sets of inputs 

given to a classifier, training and testing data. Training data is labelled manually and is given as 
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an input to the classifier. The ultimate goal is to learn knowledge from the training data and 

predict the target classes of the test data based on the knowledge gained. The size and choice of 

the training and testing data plays a major role in building a good classifier.  

 

1.4 Text Representation 

The most common and proven technique for text and image classification is a simple “Bag of 

words” model. The bag of words model is a simplified representation of text as a bag (multiset) of 

words, disregarding grammar and word order but keeping multiplicity intact. Figure 1 is a simple 

example which shows the bag of words representation. 

𝐷𝑜𝑐𝑢𝑚𝑒𝑛𝑡𝑠 =  [
′𝑅𝑜𝑔𝑒𝑟 𝑝𝑙𝑎𝑦𝑠 𝑡𝑒𝑛𝑛𝑖𝑠 𝑏𝑒𝑡𝑡𝑒𝑟 𝑡ℎ𝑎𝑛 𝑁𝑜𝑣𝑎𝑘′

′𝑁𝑎𝑑𝑎𝑙 𝑝𝑙𝑎𝑦𝑠 𝑡𝑒𝑛𝑛𝑖𝑠 𝑏𝑒𝑡𝑡𝑒𝑟 𝑡ℎ𝑎𝑛 𝑅𝑜𝑔𝑒𝑟′
] 

 

Figure 1 Bag of words representation 

 

A bag of words approach is highly dependent on the term frequencies. It is a proven approach if 

we have a huge amount of content in the documents. However, the documents we consider in this 

research work are tweets. 
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1.5 Online Social Networks 

Online social networks have become extremely popular in the recent past. About two thirds of the 

global population now uses online social networks. Almost 10% of the total amount of time spent 

online is devoted to social networks and blogging [4]. Social networks like Facebook and Twitter 

are already replacing email and search engines as the primary interface to the Internet. This trend 

is likely to continue, as such networks seek to personalize the web experience [5]. The content 

posted on social networks is most recent, frequent and updated. This is one obvious reason we 

chose online social network platform for our research. 

 

1.6 Overview of Twitter 

Twitter is a social networking application which allows users to share their perspectives or 

insights on diverse topics. It helps people to collaborate and socialize with other people all over 

the world. However, the intuitive messages known as tweets, posted by users to express their 

view, are constrained just to 140 characters. This constraint forces the user to limit his/her views 

to only few words. In a Twitter network follower is a person who subscribes to a user’s. Trends 

are the latest topics which are ongoing and being discussed by the majority of users. Usually, 

trending topics starts with # and are generically termed as hashtags (e.g., #ebola). Hashtags in 

general indicate the main theme of discussions. Despite the fact that, Twitter is considered as a 

social networking application it is comparable to a daily chronicle in which users post their 

perspectives on a current trending topic. On Twitter, tweets are presented to the user in a 

sequential order. Figure 2 gives us an overview of the user space of a Twitter user. This format of 

presentation is useful to the user since the most recent tweets from the user's followers are rich in 

recent news which is by and large more interesting than tweets about an event that occurred a 

quite a while prior. 
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Figure 2 Overview of Twitter 

The real downside of this approach is that tweets arrive at a rapid rate. Just displaying tweets in a 

sequential order may be too overwhelming to the user. Likewise, if the user follows many streams 

out of whom a couple of  people tweet at a rapid rate compared to others, the dominant stream 

takes a great deal of the user’s space. Consequently, tweets from the lesser dominant sources may 

be lost in the staggering tweet stream. Figure 3 illustrates how the user’s get inundated by 

continuous stream of tweets. The whole user space is occupied by a single user reporting current 

news. Hence, there is a need to separate the tweets into different categories and present such 

categories to the user. 
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Figure 3 Tweets with same category 
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CHAPTER 2 

 

REVIEW OF LITERATURE 

2.1 Related Work 

A number of recent papers have addressed the classification of text posted on social networks. [6] 

is the first paper to classify users based on their posts’ linguistic content. The paper deals with 

binary classification problems like classifying a user’s gender based on the content posted or 

determining the political orientation using domain specific features. They extracted some features 

from tweets like SMILEYS (which represent the list of emoticons in a tweet), PUZZLED 

PUNCT (which represent the combination of characters like '?' and '!') and several other explicitly 

handpicked features and then classify a user's gender based on their usage of these features in 

their language. Another heuristic work [7] built upon the earlier work and introduced more 

categories such as political orientation, ethnicity and whether or not a person is a Starbuck’s fan. 

They built a probabilistic model to extract features based on the user's linguistic style which rely 

on heuristics such as the use of words like 'dude' or 'lmao' to discriminate between young and old 

people, usage of expression 'health care' which they use to discriminate between democrats and 

republicans. [8] is another work in which the authors broadly divide all the tweets into five 

classes and classify the content based on domain-specific features, such as the presence of word- 

shortenings and slang, time-event phrases, opinionated words, emphasis words, currency and 

percentage signs, and the presence of “@username”. [9] Defines a set of features associated to 

Twitter tweets, users, topics and propagation of retweets in order to automatically classify news 
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events on Twitter as credible or not credible, so as to detect misinformation or false rumors. They 

show the effectiveness of user and sentiment-based features to this end.  

Some of the works like [10] use external knowledge bases like Wikipedia for the classification 

task. It matches any context posted with the content available in Wikipedia and categorizes it to 

classes which are defined in Wikipedia. [11] makes use of a similar approach in which they 

characterize Twitter content based on the co-occurrence of keywords and then compare to 

similarity measures relying on WordNet synonyms. Yerva et al. [12] classify tweets to identify if 

they are related to corporate companies or not based on company profiles built using web sources.  

A lot of research has also been done on sentiment classification of the Twitter content. Go et al. 

[13] introduced an approach for automatically classifying the sentiment of tweets with emoticons 

using distant supervised learning. The authors in [14] also classify the tweets into positive or 

negative based on POS (Parts of Speech) specific polarity features. 

 

2.2 Existing Approaches 

All the existing approaches employ a heuristic approach for classification i.e. they rely on some 

guess work and great deal of experimental validation for feature selection.  They mostly depend 

on a user’s linguistic style for feature selection. Most of the intuitive works handpick features like 

emoticons, repeated words, presence of punctuation or presence of particular word. However, this 

is an ad-hoc scheme and is confined only to one particular domain. Selecting features in this 

fashion does not generalize to additional classification tasks, and requires brainstorming to come 

up with a feature set. 

A few other works rely on external meta-information like Wikipedia, WordNet, web searches etc. 

The use of meta-information like Wikipedia, WordNet may again create another problem called 
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the curse of dimensionality [16].  When the feature list becomes exclusively huge, data becomes 

difficult to visualize and the premise for classification is lost. Hence, there is a need to viably 

prune features and decrease the feature list size to an ideal value. Additionally, there may be a 

few enthusiastic and insignificant features that debase the performance of a classifier.  
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CHAPTER 3 

 

TECHNICAL OVERVIEW 

There is a need for an approach which is self-reliant, non-heuristic, non-ad-hoc and does not 

depend on manual intervention for feature selection. We demonstrate a system that automates the 

classification of Twitter content, and in particular the feature selection process, while maintaining 

the consideration of accuracy, speed and minimizing the feature set. For our experiments we 

arbitrarily created 13 diverse generic classes for tweet categorization. They are arts, books, 

business, deals, fashion, food, health, politics, religion, science, technology, sports and news. 

These classes are just an example; users can create their own categories. Our system can provide 

suggestions for users based on the current trends globally and locally. To classify this Twitter 

content into their predefined and user defined classes, we demonstrate a text classification 

algorithm based on a Bag-of-Words model that automatically selects features based on the TF-

IDF (Term Frequency – Inverse Document Frequency) weights for the corresponding bag of 

words. Figure 4 gives an overview of our model. 
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Figure 4 Proposed Model 

A training tweet dataset is labelled manually and given as an input to a classifier. The classifier 

thus learns from the feature vector obtained from the tokenized explicitly labelled tweet data. A 

set of test data is now given as input to the classifier to identify the target classes for the input 

tweets.   Thus, the classifier tries to predict the target class based on the historical/training data 

from which it learnt.
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CHAPTER 4 

 

METHODOLOGY 

4.1 Data Collection 

We downloaded all our tweets using a crawler which can pull tweets from the active Twitter 

stream. We manually labelled all the tweets based on their content into one of the pre-determined 

classes.  We also include a user defined class for any topic of user's choice. For example, if a user 

is interested in tweets related to “ebola”, it is more beneficial to create a separate class called 

“ebola” rather than have many ebola related tweets in any other categories. By doing so, non-

ebola related tweets get more visibility in other categories. Figure 5 (i) and 5 (ii) show example 

tweets from the training data we use for our experiments. We downloaded 13340 tweets from the 

Twitter stream for our experiments. 

 

(ii) Data related to Sports 
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(ii) Data related to Science & Tech 

Figure 5 Training Data (i) Data related to Sports (ii) Data related to Science & Tech 

 

 

4.2 Feature Selection 

Feature selection or selecting a subset of relevant features for building robust models is our 

primary research problem. There prevails a heuristic approach of selecting the subset of features 

manually or explicitly.  For our experiments we built the feature set as a Bag-of-Words model 

taking into account all the text available in the tweets. We did not select any features manually. 

The set of features in the feature set include the punctuations, stop words, URLs, emoticons etc. 

which all other works either ignore or eliminate. Our feature set is a list of all the unsanitized data 

tokenized into a bag of words. This feature set is given as an input to a vectorizer. Figure 6 is a 

word cloud representing all the data we downloaded for our experiments. 

 

Figure 6 Word Cloud of features 
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4.3 Feature Extraction 

According to [15] feature extraction is a process that extracts a set of new features from the 

original set of features. In our feature extraction process the Bag-of-Words set is vectorized, i.e. 

the textual information is converted to a Vector Space Model (VSM). We use a TF-IDF 

vectorizer for our classification task. The TF-IDF vectorizer is mostly used in information 

retrieval activity to find the importance of a search term. TF-IDF is composed of two terms TF 

and IDF. TF stand for term frequency which measures how frequently a term appears in a tweet. 

IDF stands for inverse document frequency which is used to measure how important a term is. 

Both are combined i.e. TF.IDF to compute a weight. This weight is a statistical measure used to 

evaluate how important a word is to a tweet in a collection or corpus. The importance increases 

proportionally to the number of times a word appears in the tweet but is offset by the frequency of 

the word in the corpus. We have: 

𝐼𝐷𝐹(𝑡) = 1 + log
𝑇𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑡𝑤𝑒𝑒𝑡𝑠

𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑡𝑤𝑒𝑒𝑡𝑠 𝑤𝑖𝑡ℎ 𝑡𝑒𝑟𝑚 𝑡 𝑖𝑛 𝑖𝑡
 

A simple example to explain how TF-IDF works is as follows.  

Say we have two tweets in a corpus of tweets/documents. 

𝐷𝑜𝑐𝑢𝑚𝑒𝑛𝑡𝑠 =  [
′𝐼 𝑙𝑖𝑘𝑒 𝑑𝑎𝑡𝑎𝑏𝑎𝑠𝑒𝑠′

′𝐼 ℎ𝑎𝑡𝑒 ℎ𝑎𝑡𝑒 𝑑𝑎𝑡𝑎𝑏𝑎𝑠𝑒𝑠′
] 

The term frequency (TF) for the tweets would be as follows: 

[
(′𝐼′, 1), (′𝑙𝑖𝑘𝑒′, 1), (′𝑑𝑎𝑡𝑎𝑏𝑎𝑠𝑒𝑠′, 1)

(′𝐼′, 1) (′ℎ𝑎𝑡𝑒′, 2) (′𝑑𝑎𝑡𝑎𝑏𝑎𝑠𝑒𝑠′, 1)
] 

The vocabulary vector is 

[𝐼, ℎ𝑎𝑡𝑒, 𝑙𝑖𝑘𝑒, 𝑑𝑎𝑡𝑎𝑏𝑎𝑠𝑒𝑠] 

The TF vector for first tweet is 

[1 0 1 1] 

TF vector for second tweet is 
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[1 2 0 1] 

The master tweet term (TF) matrix is  

[[1 0 1 1], [1 2 0 1]] 

 

In reality each tweet will be of different size. On a large tweet the frequency of the terms will be 

much higher than the smaller ones. Hence we need to normalize the tweet based on its size. To 

normalize a vector is the same as calculating the unit vector and is denoted by 𝑣. The definition of 

a unit vector 𝑣 is: 

𝑣 =
�⃗�

‖�⃗�‖
 

Where 𝑣 is the unit vector, or the normalized vector and ‖�⃗�‖ is the norm (magnitude, length) of 

the vector 𝑣. ‖�⃗�‖ is defined given by the formula: 

‖�⃗�‖ = √𝑣1
2 + 𝑣2

2 + 𝑣3
2 … 𝑣𝑛

2 

Our vectors here are: 

[[1 0 1 1], [1 2 0 1]] 

In order to get its unit vector we plug this vector into definition of unit vector to evaluate it. 

𝑣 =
[[1 0 1 1], [1 2 0 1]]

√12 + 02 + 12 + 12 √12 + 22 + 02 + 12
 

And we get, 

[[0.57735027 0 0.57735027 0.57735027], [0.40824829 0.81649658 0 0.40824829]] 

We then compute IDF. When we compute TF all the terms are considered equally important. In 

fact certain terms that occur too frequently like ‘I’ in our example have little power in 

determining the relevance. We need a way to weigh down the effects of too frequently occurring 

terms like ‘The’, ‘I’, symbols, URLs, conjunctions and keywords etc. The major notion being the 

terms that occur less in the tweet can be more relevant. We need a way to weigh up the effects of 
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less frequently occurring terms. IDF helps us to solve this problem. By computing the IDF for our 

vocabulary vector using the formula we get the following vector. 

[1.386294 1.098612 1.098612 1.386294] 

It is evident from the vector the weight for the term ‘I’ which does not infer much information 

and is repeated in both the tweets has been weighed down using IDF. Thus IDF reduces the 

impact of common terms that occur with multiple categories. 

The corresponding TF-IDF weights would be as follows: 

[[0.6185789 0 0.48884832 0.61685789], [0.4707717 0.74615549 0 0.4707717]] 

Thus, we see TF-IDF weight for the word ‘hate’ is highest which means that the word “hate” is 

the most distinguishing feature between these two tweets. By the end of feature extraction we 

have a set of features represented in a vector format with corresponding TF-IDF weights. We put 

a threshold for the TF-IDF weights ignoring the words which have TF-IDF weights lower than 

the threshold. We experimented using different thresholds and found 0.50 to be optimum 

threshold for best results.  

 

4.4 Tweet Classification 

A classifier is trained with the feature vector built using feature extraction. An algorithm that 

implement classification, especially in a concrete implementation is known as classifier. There 

are several state-of-the-art classification algorithms. We perform our experiments using three 

state-of-the-art machine learning algorithms. Namely: 

 Multinomial Naïve Bayes Algorithm [17] 

 Linear SVC Algorithm [18] 

 Logistic Regression (Maxent) [19] 

 The trained classifier is then used on a test data set to check the classification accuracy. The 

results of our experiments, which we show in our next section, were encouraging. 
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CHAPTER 5 

 

EXPERIMENTAL RESULTS 

5.1 Non-Heuristic Classifier: 

The data sets used in these experiments are tweets from Twitter. We only considered those tweets 

that can be labeled into one our pre-determined classes. All our experiments were run using 

scikit-learn implementation. We vectorize all the features obtained using TF-IDF vectorizer and 

use these features to build classifiers. Three classification algorithms namely Multinomial Naive 

Bayes, Support Vector Machine (SVM) and Logistic Regression are used on the training data. 

Precision, recall and f1-score are the basic measures used in evaluating classification algorithms. 

Recall is the ratio of the number of relevant records retrieved to the total number of relevant 

records from the data available. It is in general expressed as percentage. Precision is the ratio of 

the number of relevant records retrieved to the total number of irrelevant and relevant records 

retrieved from the data available. It is usually expressed as a percentage. Precision and recall are 

defined as: 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑡𝑟𝑢𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠

𝑡𝑟𝑢𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠 + 𝑓𝑎𝑙𝑠𝑒 𝑝𝑜𝑠𝑡𝑖𝑣𝑒𝑠
 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑡𝑟𝑢𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠

𝑡𝑟𝑢𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠 + 𝑓𝑎𝑙𝑠𝑒 𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒𝑠
 

F1-score is the simple harmonic mean of precision and recall. Other related measure used in 

classification is Accuracy. Accuracy is defined as: 
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𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑡𝑟𝑢𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠 + 𝑡𝑟𝑢𝑒 𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒𝑠

𝑡𝑟𝑢𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠 + 𝑡𝑟𝑢𝑒 𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒𝑠 + 𝑓𝑎𝑙𝑠𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠 + 𝑓𝑎𝑙𝑠𝑒 𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒𝑠
 

From our experiments we could see very good precision, recall and f1-score by all the three 

classifiers. The SVM classifier outperforms the other two classifiers performance. Figure 7 shows 

a detailed classification scores for each classifiers. 

 

(i) Naïve Bayesian Classifier 

 

(ii) Linear SVC Classifier 
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(iii) Maxent Classifier 

Figure 7 Classification Scores for each classifier (i) Naïve Bayesian Classifier (ii) 

Linear Classifier (ii) Maxent Classifier 

Figure 8 shows the accuracy scores for each classifier. The Linear SVC model had an accuracy 

score of almost 0.9265. The Maxent classifier falls short by a slight margin with an accuracy 

score 0.9261. 

 

Figure 8 Accuracy Scores for each classifier 

5.2 Non-Heuristic Classifier vs Heuristic Classifier: 

We also compare our results with the existing approaches. Figure 9 shows the classification 

scores for their experiments and Figure 10 shows the classification score obtained from our 
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approach. We manually downloaded tweets pertaining to the said categories and ran our 

experiments using the non-heuristic approach. 

 

 

Figure 9 Classification Scores for existing approach [7] 

 

 

Figure 10 Classification Scores for our approach 
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We could perceive from our experiments that the classifications scores for existing and our 

approach were more or less equivalent. Comparison of the Accuracy score for classification for 

another existing approach and our approach is shown in Figure 11. 

 

Figure 11 Accuracy Score for our approach (Linear SVC) vs Existing Approach [8] 

Thus, our analysis shows that automated feature selection process for Twitter content 

classification performs on par with current state-of-the-art approaches which incorporate 

painstaking, time-consuming human effort to manually and heuristically select a feature set. 
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CHAPTER 6 

 

CONCLUSION AND FUTURE WORK 

The work described in this paper is a step towards efficient classification of tweets. Current 

techniques employ a heuristic and manual approach to select linguistic features for any Twitter 

classification problems, which requires both manual effort and time. Hence, the traditional 

approach of handpicking linguistic features is time consuming and requires a lot of guess work. 

Some existing works on classification of microblogs integrate text with meta-data from other data 

sources, for example, Wikipedia and WordNet. Automatic text classification and hidden topic 

extraction approaches perform well when there is meta-data or when the context of the short text 

is extended with knowledge extracted utilizing substantial data. Yet these approaches oblige 

online querying, which is time-consuming and is unfit for real-time applications. When features 

from external knowledge are used to enhance the feature set, complex algorithms are required to 

precisely prune the feature set. These approaches eliminate the problem of data sparseness; 

however they create a new problem of the curse of dimensionality [16]. Hence efficient ways are 

required to improve the accuracy of classification by using minimal set of features to represent 

the tweets. 

A “Perfect classifier” does not exist. It is always a tradeoff between a few factors that are 

application dependent. In any case, the fundamental objectives of all classifiers are the same, 

higher accuracy and better speed. In this research, we have tried to achieve both of these 

objectives; however there is a scope for great deal of improvement. We intend to utilize our 
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methodology with a multi-label classifier effectively. Further analysis is required to effectively 

integrate a multi-label classifier with our system online. Despite the fact that our research 

concentrates only on Twitter data, there is a need to adapt this approach to function admirably on 

all other Social Network data. We would like to concoct a non-specific system that can perform 

reliably well on diverse type of short microblogs. There is a lot of scope to process tweets to 

capture better information; crawling the tiny URLs is one such approach. We currently do not 

crawl URLs. We envision building an online classifier which will classify Social Networks 

content robustly with high speed and precision and with minimal set of features. 
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