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Abstract: In this thesis, I present the design and construction of several experimental
parts, e.g., a spin-flip Zeeman slower, a fast feedback circuit, and some magnetic field
driving circuits. An efficient method of optimizing the slower with our simulation
program is explained. I also demonstrate how the efficiency of a slower strongly
depends on a few of its intrinsic parameters, such as the intensity of the slowing
laser beam and the length of each section in the slower. These findings lead to
a simple three-step procedure of designing an optimal Zeeman slower for neutral
atoms, especially for those atomic species with high initial velocities, for example
lithium atoms.

In addition, we experimentally study spin dynamics of a sodium antiferromagnetic
spinor condensate as a result of spin-dependent interactions c and microwave dressing
field interactions characterized by the net quadratic Zeeman effect qnet. In contrast
to magnetic fields, microwave dressing fields enable us to access both negative and
positive values of qnet. We find an experimental signature to determine the sign of
qnet, and observe harmonic spin population oscillations at every qnet except near each
separatrix in phase space where spin oscillation period diverges. No spin domains
and spatial modes are observed in our system. Our data in the negative qnet region
exactly resembles what is predicted to occur in a ferromagnetic spinor condensate in
the positive qnet region. This observation agrees with an important prediction de-
rived from the mean-field theory: spin dynamics in spin-1 condensates substantially
depends on the sign of qnet/c. This work may be the first to use only one atomic
species to reveal mean-field spin dynamics, especially the remarkably different rela-
tionship between each separatrix and the magnetization, of spin-1 antiferromagnetic
and ferromagnetic spinor condensates.

Furthermore, we experimentally demonstrate that spin dynamics and the phase dia-
gram of spinor condensates can be conveniently tuned by a two-dimensional optical
lattice. Spin population oscillations and a lattice-tuned separatrix in phase space are
observed in every lattice where a substantial superfluid fraction exists. In a suffi-
ciently deep lattice, we observe a phase transition from a longitudinal polar phase to
a broken-axisymmetry phase in steady states of lattice-confined spinor condensates.
The steady states are found to depend sigmoidally on the lattice depth and expo-
nentially on the magnetic field. we also introduce a phenomenological model that
semi-quantitatively describes our data without adjustable parameters.

In addition, I will discuss immediate applications of spinor BECs in quantum infor-
mation science.
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CHAPTER I

INTRODUCTION

1.1 Bose-Einstein condensate

Atomic Bose-Einstein condensates (BECs) are gases which are so cold that all the atoms

have a single collective wavefunction for their spatial degrees of freedom (Einstein, 1925).

The first theoretical model of a BEC state was introduced by Satyendra Nath Bose and

Albert Einstein in 1925 when they discussed the quantum statistics of photons. They ex-

tended the similar idea to matters and proposed that identical bosonic particles or atoms

would fall into their lowest energy quantum state and form a new state of matter. In other

words, when the atom temperature is below a critical temperature, atoms may undergo a

phase transition from a thermal gas to a BEC, in which large fraction of bosons occupy the

lowest energy state. However, it took almost seven decades for the scientific community

to overcome numerous experimental challenges associated with bringing atoms to an ultra-

cold temperature. In 1995, a Colorado group led by Eric Cornell and Carl Wieman and

another group led by Wolfgang Ketterle at MIT successfully produced scalar BECs with

neutral alkali metal atoms (Anderson et al., 1995; Davis et al., 1995; Bradley et al., 1995).

This experimental breakthrough was awarded a Nobel prize in physics six years later, be-

cause it provides a revolutionary method to observe microscopic quantum phenomena in a

macroscopic scale.

In the last twenty years, BECs have been realized in many different atomic species in-
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cluding alkali metal atoms and alkali earth atoms, e.g., 87Rb (Anderson et al., 1995),

23Na (Davis et al., 1995), 7Li (Bradley et al., 1995), 1H (Fried et al., 1998), 85Rb (Cor-

nish et al., 2000), 41K (Modugno et al., 2001), 133Cs (Weber et al., 2003), 174Yb (Takasu

et al., 2003), 52Cr (Griesmaier et al., 2005), 39K (Roati et al., 2007), 170Yb (Fukuhara

et al., 2007), 40Ca (Kraft et al., 2009), 84Sr (Stellmer et al., 2009; de Escobar et al., 2009),

86Sr (Stellmer et al., 2010), 164Dy (Lu et al., 2011), and 168Er (Aikawa et al., 2012). Multi-

component BECs have also been achieved and studied (Modugno et al., 2002; Thalhammer

et al., 2008; Lercher et al., 2011; McCarron et al., 2011). Different methods were invented

to bring atoms to an ultra-cold temperature of tens of nanoKelvin. Several widely used

techniques are laser cooling, polarization gradient cooling, sympathetic cooling, and evap-

orative cooling in either an optical dipole trap or magnetic traps (Jiang et al., 2013). BEC

research has grown rapidly with BEC systems being applied to a wide range of research ar-

eas, such as condensed matter physics, quantum state engineering, atomic collision physics,

and precision measurements.

1.2 Spinor Bose-Einstein condensates

The first BEC was realized and trapped in a magnetic field (Anderson et al., 1995; Davis

et al., 1995; Bradley et al., 1995) with the spin of the atoms being aligned along the local

magnetic field. This kind of BECs are called scalar BECs, in which the spin degree of

freedom of the atoms is frozen. An important improvement was made in 1998 by Wolfgang

Ketterle’s group at MIT via confining cold atoms in an optical dipole trap (ODT) (Stamper-

Kurn et al., 1998). ODTs can form almost identical trapping potentials for all spin states,

so the spin degree of freedom of atoms is released. This new trapping method has opened

a door for investigating interesting properties of spinor condensates, which have multiple

spin components and possess a vector order parameter.

Compared to scalar BECs, the key benefit of spinor BECs is thus the additional spin de-

gree of freedom. Together with Feshbach resonances and optical lattices which tune the

interatomic interactions, spinor BECs constitute a fascinating collective quantum system
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offering an unprecedented degree of control over such parameters as spin, temperature, and

the dimensionality of the system (Stamper-Kurn and Ueda, 2013; Kawaguchi and Ueda,

2012). Spinor BECs in optical lattices have been considered as a highly controllable play-

ground for studying many-body physics, simulating mesoscopic magnetism, and generating

massive entanglement and spin-squeezing.

Numerous theoretical and experimental studies have been carried out in spinor condensates

of both 87Rb (Matthews et al., 1998; Hall et al., 1998a,b) and 23Na (Stenger et al., 1998;

Ho, 1998; Ohmi and Machida, 1998) atoms. F=1 spinor BECs have been applied to study

antiferromagnetic interactions with 23Na atoms and ferromagnetic interactions with 87Rb

atoms. Due to the interplay of the spin-dependent interaction and the quadratic Zeeman en-

ergy, coherent interconversions (among two |F = 1,mF = 0⟩ atoms, one |F = 1,mF = +1⟩

atom, and one |F = 1,mF = −1⟩ atom) lead to spin mixing dynamics or spin popula-

tion oscillations. These spin population oscillations are harmonic except near a separatrix

in phase space where the oscillation period diverges. The separatrix sets a boundary be-

tween the interaction-dominated region and the Zeeman-energy-dominated region (Stamper-

Kurn and Ueda, 2013; Zhao et al., 2014b). These were observed experimentally in both

23Na (Liu et al., 2009b,a; Black et al., 2007; Jiang et al., 2013) and 87Rb (Chang et al.,

2005a; Kuwamoto et al., 2004; Kronjäger et al., 2006; Schmaljohann et al., 2004) spinor

BEC systems. Quantum phase transitions have also been observed in the ground states of

F = 1 spinor condensates of both 23Na (Stenger et al., 1998; Miesner et al., 1999; Bookjans

et al., 2011; Jacob et al., 2012; Jiang et al., 2014) and 87Rb (Chang et al., 2005b; Guz-

man et al., 2011) atoms. Theoretical predictions of ground-states of spinor condensates

have also been made (Zhang et al., 2003). Other interesting phenomena observed in spinor

BECs include spin textures which shows spatial variations in the spin of atoms, spontaneous

symmetry breaking, topological excitations and defects as a consequence of the symmetry

breaking (Sadler et al., 2006; Choi et al., 2012; Leslie et al., 2009a; yoon Choi et al., 2012).

It is worth noting that spinor BECs provide opportunities to entangle a large collection of

atoms at once, e.g., spin-squeezing more than 103 atoms have been realized (Hamley et al.,

2012; Gerving et al., 2012; Riedel et al., 2010; Gross et al., 2011; Chen et al., 2011; Takano
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et al., 2009). In contrast, only a few particles have been entangled using ion trapping (Meyer

et al., 2001; Monz et al., 2011). A coherent spin-state is an unentangled state with all spins

aligned in the same direction, while the spin degrees of freedom of atoms become entangled

in spin-squeezed states. Spin-squeezing has attracted much attention for its potential to

enhance the performance of quantum computation, the security of quantum communication,

and the precision of quantum measurements. Another advantage of our Na system is the

negligible two-body losses which may lead to larger spin-squeezing than that in the Rb

system. Theoretical work also shows that it is possible to manipulate the phase-space

topology and dynamics of the Na system in ways not possible in the Rb system. While

the Rb system is becoming well studied in a number of research groups, the Na system

remains less explored and only a handful of groups worldwide are even capable of performing

experimental studies on it.

1.3 Optical lattices

Naturally, in crystals, electrons move within periodical potentials formed by atom arrays.

A pair of counter-propagating laser beams can also form a periodical potential, which may

simulate potentials in crystals. This artificial lattice is called an optical lattice. The optical

lattice is a versatile technique to enhance interatomic interactions and control the mobility

of atoms (Markus Greiner and Bloch, 2002; Jaksch et al., 1998; Fisher et al., 1989). Atoms

held in shallow lattices can tunnel freely among lattice sites and form a superfluid (SF)

phase. The tunneling rate is suppressed while the on-site atom-atom interaction increases

in deeper lattices. This may result in a transition from a SF phase to a Mott-insulator

(MI) phase at a critical lattice depth, which has been confirmed in various scalar BEC

systems (Markus Greiner and Bloch, 2002; Jaksch et al., 1998; Fisher et al., 1989; Xu et al.,

2006).

In contrast to scalar BECs, spinor BECs have unique advantages due to an additional spin

degree of freedom. For example, because of the existence of the spin dependent interactions,

the predicted SF-MI phase transition points should be shifted in lattice-trapped antiferro-
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magnetic spinor BECs, and the order of some SF-MI transitions may also change. One of

the important predictions is that the SF-MI transition may be first or second order around

the tip of each Mott lobe for an even or odd occupation number, respectively (Stamper-Kurn

and Ueda, 2013; Batrouni et al., 2009). In addition, richer spin dynamics are predicted in

lattice-trapped ferromagnetic 87Rb spinor BECs (Becker et al., 2010; Widera et al., 2005;

Pedersen et al., 2014; Widera et al., 2006) and antiferromagnetic 23Na spinor BECs (Zhao

et al., 2015). Spinor BECs in optical lattices thus allow us to systematically study, ver-

ify, and optimize condensed matter models (Stamper-Kurn and Ueda, 2013; Kawaguchi

and Ueda, 2012; Mahmud and Tiesinga, 2013). These may lead to many immediate ap-

plications, such as constructing a novel quantum-phase-revival spectroscopy driven by a

competition between spin-dependent interaction and spin-independent interaction, under-

standing quantum magnetism system and mesoscopic magnetism, and realizing massive

entanglement (Stamper-Kurn and Ueda, 2013; Mahmud and Tiesinga, 2013).

1.4 Outline

When I joined our group in the fall of 2011, we just finished the construction of a sodium

Magneto-Optical Trap (MOT). My early time in our lab was working on optimizing our

MOT and realizing our first BEC. I was in charge of the design and construction of the

spin-flip Zeeman slower, fast feedback circuits, and some other circuits.

In Chapter II of this thesis, I will first briefly describe our spinor BEC apparatus and the

BEC production procedures. Then I will give a detailed explanation on a project led by

me, the design and optimization of the Zeeman slower and its control circuits.

Chapter III will discuss the spin dynamics of spinor BECs. I’ll start from the Hamiltonian

of spinor BECs in Section 3.1. Sections 3.2 to 3.4 will discuss the magnetic field induced

Zeeman energy, the microwave dressing field induced Zeeman energy, spin-dependent inter-

action energy, and spin independent interaction energy, respectively. Section 3.5 will review

the single spatial mode approximation (SMA) and solve the Hamiltonian by using this ap-
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proximation. The spin dynamics and ground states predicted by SMA will also be discussed

in this section. Our experimental setup and procedures will be discussed in Sections 3.6

and 3.7, respectively. Our recent experimental studies on the spin-mixing dynamics of a

F=1 sodium spinor condensate tuned by a microwave dressing field will be discussed in the

last section of this chapter.

Chapter IV will discuss spinor condensates in a two-dimensional optical lattice. It will start

from the basic theory of the optical lattice potential in Section 4.1. The band structure

will be discussed under an approximation, by ignoring interatomic interactions in Section

4.2. We will review the Bose-Hubbard model in Section 4.3. Section 4.4 will explain our

experimental procedures for constructing our 2d optical lattices and how to adiabatically

load spinor condensate into the optical lattice. In the last two sections, our experimental

results on spin-mixing dynamics and steady states of lattice-confined antiferromagnetic

spinor BECs will be discussed, respectively.

In the last chapter, Chapter V, I will discuss immediate applications of spinor BECs in

quantum information science. For example, implement the first ultra-precise magnetometer

of micron spatial resolution and femto-tesla field sensitivity with spin-squeezed sodium

BECs. Precise magnetometers have made it possible to image vortex dynamics in two-

dimensional superconducting films, map geomagnetic anomalies, and sense the magnetic

field of the brain. Our idea is to apply the proven optical measurement methods of atomic

magnetometry (Liu et al., 2009b; Budker and Romalis, 2007), but replace the hot atomic

vapor at 500 Kelvin with ultracold BECs at 100 nanoKelvin. Thermal diffusions that limit

the sensitivity of hot-vapor magnetometers are frozen out at BEC temperatures. Spin

noise in conventional magnetometers will be suppressed by spin-squeezing. This would

improve the field sensitivity of the spinor-BEC-based magnetometer beyond the shot-noise

limit. This spinor-BEC-based magnetometer would also be upgraded to a precise magnetic

scanning microscope via spatially scanning optical traps.

Some parts of this thesis have been published. Chapter II is based on Refs. (Zhao et al.,

2014a) and (Jiang et al., 2013). Chapter III is based on Refs. (Zhao et al., 2014b) and (Jiang
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et al., 2014). Chapter IV is based on Ref. (Zhao et al., 2015). Reprints of these published

papers are included in the appendixes.
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CHAPTER II

CONSTRUCT AND OPTIMIZE THE BEC APPARATUS

This chapter describes our sodium spinor BEC apparatus, and our procedures to construct

and optimize our spin-flip Zeeman slower and its fast servo circuits. Two papers related to

these topics were published:

• L. Zhao, J. Jiang, Y. Liu, Optimizing a spin-flip Zeeman slower, arXiv:1401.7181.

Included in Appendix A.

• J. Jiang, L. Zhao, M. Webb, N. Jiang, H. Yang, and Y. Liu, Simple and efficient all-

optical production of spinor condensates, Phys. Rev. A 88, 033620 (2013). Included

in Appendix E.

Our experimental sodium BEC apparatus consists of numerous optical, vacuum, magnetic,

and electronic parts. It took nine undergraduate and graduate students three years to

construct the entire apparatus. I was in charge of several parts: a spin-flip Zeeman slower,

a fast feedback circuit with which even a cheap power supply can be applied to rapidly and

simply control various magnetic coils in a BEC apparatus. In addition, I also designed and

constructed control circuits for varies magnetic field coils and some signal buffer circuits. In

this chapter, I will present the design and construction of these parts. An efficient method of

optimizing the slower with our simulation program and by monitoring the number of atoms

trapped in a magneto-optical trap (MOT) is also explained. In addition, I will demonstrate

how the efficiency of a slower strongly depends on a few of its intrinsic parameters, such as

the intensity of the slowing laser beam and the length of each section in the slower. These
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findings lead to a simple three-step procedure of designing an optimal Zeeman slower for

neutral atoms, especially for those atomic species with high initial velocities, for example

lithium atoms.

Before I introduce these constructions and optimizations, in the first section of this chapter,

I’ll give an overview of our sodium BEC system.

2.1 Our sodium spinor BEC apparatus

The vacuum apparatus of our sodium spinor BEC system is divided into three vacuum

chambers, i.e., an atomic oven chamber, an intermediate chamber, and a main chamber, as

shown in Fig. 2.1. A differential pumping tube and a gate valve is placed between each two

adjoined chambers. This two-step differential pumping bring us a ∼ 10−12 torr ultra-high

vacuum, which leads long BEC life time and high stability due to low background collisions

or less heating. Another advantage of this three-chamber design is that it allows us refill

sodium metals and get the vacuum pressures back to the ∼ 10−12 torr range within 24

hours.

Our Zeeman slower is located between the intermediate chamber and the main chamber.

Hot atoms from the sodium oven are slowed down by the slower and then enter the main

  Zeeman Slower

  Ion
Pump

   Main
Chamber

 Gate
Valve

  Ion
Pump

 Gate
Valve

  Ion
Pump

Turbo
Pump

Sodium
  Oven

Differential pumping tubes
(inside the vacuum, not directly visible)

Figure 2.1: Schematic of our sodium spinor BEC apparatus.
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Figure 2.2: Schematic of the crossed ODT setup around the main chamber.

chamber. The design of our Zeeman slower will be introduced in the next section. The

slowed atoms are then be captured by a magneto-optical trap (MOT) located in the main

chamber. The MOT is constructed with six cooling beams and a pair of 24-turn water chilled

anti-Helmholtz coils. Each MOT cooling beam is detuned by δcooling = −20 MHz from the

cycling transition, has a power of 6 mW, and combines with one 3.5 mW MOT repumping

beam in a single-mode fiber. Every MOT repumping beam is detuned by δrepump = −5 MHz

from the |F = 1⟩ to |F′ = 2⟩ transition. The MOT’s maximum capture velocity vc is thus

∼ 50 m/s. After 8.5 s of MOT loading, we use polarization gradient cooling process to cool

3× 108 atoms to 40 µK efficiently. The atoms are then depump to F = 1 hyperfine states

by extinguish repumping beams shortly before cooling beams.

The final cooling from MOT to BEC is using an all optical design in our system. During

the MOT loading and polarization gradient cooling processes, a crossed optical dipole trap

10



(ODT) is kept at a moderate power. This power is chosen to balance two competing

ODT-induced effects (Jiang et al., 2013). First, high ODT power improves MOT to ODT

transfer efficiency if the ODT beams do not interact with the MOT. However, non-negligible

ac Stark shifts due to the ODT beams impair the MOT cooling capability. For the detail

analyses of this scheme, please refer to Ref. (Jiang et al., 2013). The ODT is constructed

by two far-detuned linear polarized high-power inferred beams at 1064 nm. Our two ODT

beams are near orthogonal in the horizontal plane as shown in Fig. 2.2. The beam waists

at their intersection point is 33 µm. The ODT beams are delivered through a single-mode

polarization-maintaining fiber to polish the beam mode and minimize pointing fluctuations.

This design brings a long lifetime of 8 s and a large collision rate after atoms are transferred

from the MOT into the tightly focused crossed ODT. These are essential for all-optical BEC

approaches.

After an optimized 6 s forced evaporative cooling process, a pure F=1 BEC of 1.0 × 105

sodium atoms is created. The spin healing length and the Thomas-Fermi radii of a typical

condensate studied in this thesis are 13 µm and (6.1, 6.1, 4.3) µm, respectively. Atoms in

the F=1 BEC can be fully polarized to the |F = 1,mF = −1⟩ state by applying a weak

magnetic field gradient during the first half of the forced evaporation. By this method, a

BEC purified in |F = 1,mF = −1⟩ state is prepared. Procedures for each experiment after

this preparation stage will be respectively introduced in the related chapter.

2.2 An optimized spin-flip Zeeman slower

Laser cooling and trapping neutral atoms with a magneto-optical trap (MOT) has be-

come an important step in a successful production of ultracold quantum gases (Metcalf

and van der Straten, 1999). To improve the capture efficiency of a MOT, a number of

slowers were invented to slow hot atoms before they overlap with the MOT (Ketterle et al.,

1993; Metcalf and van der Straten, 1999; Durfee, 1999; Phillips and Metcalf, 1982; Naik,

2006; Gibble et al., 1992). Atoms and a resonant laser beam counter propagate in a slower.

The longitudinal velocity and corresponding Doppler shift of these atoms decrease after

11
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Figure 2.3: Schematic of our spin-flip Zeeman slower. The first layer of the decreasing field
coils has 188 turns and its length is 0.54 m. The second layer is 0.51 m long and wrapped on
the surface of the first layer. Similarly, the following layers are wrapped on the surface of its
corresponding previous layer. The increasing field section has five layers and is constructed
in a similar way. All axes are not to scale.

they absorb resonant photons. After a few such absorptions, these slowed atoms are no

longer resonant with the laser beam and thus cannot be further slowed down. In order to

continuously slow atoms along the laser beam path, one can vary the laser frequency accord-

ingly as with the frequency chirp method (Wallis and Ertmer, 1988) or by using broadband

lasers (Zhu et al., 1991). Another widely-used method is to compensate differences in the

Doppler shift with a spatially varying magnetic field generated by a Zeeman slower while

keeping the laser frequency unchanged (Metcalf and van der Straten, 1999; Durfee, 1999;

Phillips and Metcalf, 1982; Marti et al., 2010; Cheiney et al., 2011; Bell et al., 2010; Naik,

2006; Dedman et al., 2004; Lison et al., 1999). Our BEC system is using the Zeeman slower

design.

2.2.1 The design of our spin-flip Zeeman slower

Our multi-layer slower has three different sections along the x axis (i.e., a decreasing field

section, a spin-flip section, and an increasing field section), as shown in Fig. 2.3. Com-

pared with the single-layer Zeeman slower with variable pitch coils (Bell et al., 2010), this

12



multi-layer design provides us enormous flexibilities in creating large enough magnetic field

strength B for slowing atoms with high initial velocities (e.g., sodium and lithium atoms).

The first section of our Zeeman slower produces a magnetic field with decreasing magnetic

field strength B. We choose B ∼ 650 Gauss at the entrance of the slower, so the slowing

beam only needs to be red-detuned by δ of a few hundred MHz from the D2 line of 23Na

atoms. This frequency detuning is easily achieved with an acousto-optic modulator, but is

still large enough to avoid perturbing the MOT. The spin-flip section is simply a bellow

to maintain B = 0 for atoms to be fully re-polarized and also to damp out mechanical

vibrations generated by vacuum pumps. The increasing field section creates a magnetic

field with increasing B but in the opposite direction to that of the decreasing field section,

which ensures the magnetic field quickly dies off outside the slower. This slower can thus

be placed close to the MOT, which results in more atoms being captured.

Our multi-layer spin-flip Zeeman slower surrounds a stainless steel tube that measures

22.5 mm inner diameter and 25.5 mm outer diameter, which is similar to the design of

Ref. (Naik, 2006). The first layer of our decreasing field coil has 188 turns, and the second

layer is wrapped on the surface of the first layer. Similarly, the following layers are wrapped

on the surface of its corresponding previous layer. The increasing field coil is constructed in

a similar way with five layers. To precisely adjust magnetic field strength inside the slower,

all layers are divided into four groups, and different layers in each group are connected

in series and controlled by one DC power supply with our fast feedback circuit. The fast

feedback circuit will be discussed in Section 2.3.

2.2.2 Optimizing a spin-flip Zeeman slower

When neutral atoms pass through the Zeeman slower, only those atoms with a longitudi-

nal velocity v(x) = −[2πδ + µB(x)/~]/k are resonant with the slowing beam and can be

slowed. Here µ is the magnetic moment, ~ is the reduced Planck’s constant, k and δ are the

wavevector and frequency detuning of the laser beam, respectively. The actual deceleration
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mance of our optimized Zeeman slower (dash-dotted blue line), with δ = −512 MHz and η
in decreasing and increasing sections being set at 0.65. Atoms propagate along the positive
x-axis direction. The MOT center locates at 0.45 m, where residual magnetic fields created
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as = ηamax in the slower is thus given by

dB(x)

dx
= −as

~k
µv

= ηamax
~k2

µ[2πδ + µB(x)/~]
, (2.1)

where η is a safe factor to account for magnetic field imperfections in a given slower and the

finite intensity of the slowing laser beam, and amax = ~kΓ/2M is the maximal achievable

deceleration. M and Γ are the mass and the natural linewidth of the atoms, respectively.

Our largest MOT is achieved when we match B(x) inside the slower as precisely as possible

to a prediction derived from Eq. 2.1 with η being set at 0.65 in decreasing- and increasing-

field sections and vf = 40 m/s, as shown in Fig. 2.4. Here vf is the velocity of atoms at the

end of the slower. N , the number of atoms in a MOT, can also be boosted by a larger atomic

flux with a hotter atomic oven. However, this is generally not a favorable method due to

two reasons. First, a hotter oven generates atoms with higher initial average velocities,
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but a slower can only handle entering atoms of a certain maximum velocity. Second, alkali

metals’ consumption rates sharply increase with the oven temperature.

We find that convenient parameters to adjust are slowing beam’s intensity I and frequency

detuning δ, electric current i in each magnetic coil, and the length of each section of the

slower. These parameters, however, cannot be optimized independently since there is a

strong correlation among them. In order to efficiently optimize the slower, we developed

a computer program to simulate B(x) and compared the simulation results to the actual

magnetic field strengths in the slower under many different conditions (e.g., at various

values of i). The actual magnetic field strengths were measured with a precise Hall probe

before the slower was connected to the vacuum apparatus. The agreements between the

simulation results and the measurements are good, i.e., the discrepancies are < 5 %. This

simulation program can thus mimic the actual performance of a Zeeman slower and provide

a reasonable tuning range for each aforementioned parameter, which allows for efficiently

optimizing the slower.

One common way to evaluate a slower’s performance is from knowing the exact number

of atoms whose velocities are smaller than vc with a costly resonant laser. In the next

four subsections, we show that a convenient detection method of optimizing a slower is to

monitor the number of atoms captured in the MOT, i.e., more atoms trapped in a given

MOT setup indicate a better performance of the slower.

Intensity of the slowing beam

Figure 2.5 shows that the MOT capture efficiency strongly depends on the slowing beam

power P , i.e., N increases with P and then stays at its peak value Nmax when P is higher

than a critical value. This can be understood from the relationship between the safe factor

η of a slower and the slowing beam intensity I. Based on Ref. (Lison et al., 1999), the safe
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I0/Is = 2.5. Thesolid line is a fit based on Eq. 2.3 with η in decreasing- and increasing-field
sections being set at 0.65. Inset: ηp as a function of P for our apparatus.

factor ηlaser at a finite I can be expressed as,

ηlaser =
I/Is

1 + I/Is + [2πδ+µB/~+kv
Γ/2 ]2

≤ ηmax
laser =

I/Is
1 + I/Is

, (2.2)

where Is is the saturation intensity of neutral atoms, e.g., it is 6.26 mW/cm2 for sodium

atoms. Eq. 2.2 implies that the safe factor of any optimal Zeeman slower has an upper

limit, ηmax
laser, as long as the slowing beam intensity is fixed. In other words, a bigger η in

the decreasing- or increasing-field section does not always lead to a more efficient Zeeman

slower if I is given.

For a Gaussian slowing beam with a width W , its intensity I can be expressed as I(r) =

I0 · e−
2r2

W2 . Here r is the distance away from the slowing beam center and I0 = 2P/(πW 2)
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is the beam intensity at r = 0. N can be given by,

N(P ) =
Nmax

πR2
0

∫ R0

0
H [ηmax

laser(r)− η] 2πrdr

=
Nmax

R2
0/2

∫ R0

0
H

[
P · exp(− 2r2

W 2 )
π
2W

2Is + P · exp(− 2r2

W 2 )
− η

]
rdr . (2.3)

Here H[r] is a unit step function of r to account for the fact that atoms can be efficiently

slowed only when η ≤ ηmax
laser(r), and R0 is the radius of the atomic beam. Figure 2.5 shows

that our data taken with η = 0.65 in decreasing- and increasing-field sections can be well

fitted by Eq. 2.3 and N saturates at P ≥ 70 mW. This indicates that 70 mW is the minimum

power to achieve η = 0.65 for our apparatus. We can thus define a ηp, the preferred η in

decreasing- and increasing-field sections at a given P , and derive its expression from Eq. 2.3

as follows,

ηp = P · exp(−2R2
0

W 2
)/[
π

2
W 2Is + P · exp(−2R2

0

W 2
)] . (2.4)

The predicted ηp as a function of P for our apparatus is shown in the inset in Fig. 2.5,

which implies P sharply increases with ηp and is infinitely large at ηp = 1. Therefore, the

first step in designing an optimal Zeeman slower is to determine ηp from Eq. 2.4 based on

the available slowing beam power.

The decreasing field section

To focus on the decreasing-field section, our data shown in this subsection are taken with

η being set at 0.65 in the increasing-field section, a fixed distance between the atomic oven

and the MOT center to maintain a fixed solid angle for an atomic beam, δ = −512 MHz,

and P = 70 mW which implies ηp is 0.65. Based on the discussions in Refs. (Durfee, 1999;

Marti et al., 2010), N can be expressed as

N =

∫ vmax

0
N0(v)f(v)dv , (2.5)
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where N0(v) ∝ v3e
−mv2

kBT is the initial number of atoms created by the oven, kB is the

Boltzmann constant, and the oven temperature T is set at 530 K in this work. f(v) is a

correction factor to account for the transverse velocity distribution of slowed atoms after

they absorb resonant photons in a Zeeman slower, which can be expressed as

f(v) = 1− exp

[
− r2mot

(vrv/3)L2/v2f

]
. (2.6)

Here rmot is the radius of a MOT, L is the distance between the MOT center and the end of

a Zeeman slower, vr is the recoil velocity of an atom in a slowing process, and
√
vrv/3 is the

transverse velocity of slowed atoms (Marti et al., 2010). In Eq. 2.5, vmax is the maximum

velocity of entering atoms which can be handled by a slower. For a spin-flip Zeeman slower,

vmax is given by

vmax =
√
v2sf + 2ηd · amax · Ld , (2.7)

where Ld and ηd are the length and the actual safe factor of the decreasing-field section,

respectively. And vsf = 2πδ/k is the velocity of atoms which are resonant with the slowing

beam at the spin-flip section, since B is zero in this section. For example, vsf is 302 m/s at

δ = −512 MHz in our sodium BEC apparatus.

For a given δ, Eqs. 2.5-2.7 predict that N should monotonically increase with vmax, i.e.,

N increases with ηd at a fixed Ld (or N increases with Ld at a fixed ηd). However, our

observations shown in Fig. 2.6(a) are drastically different from this prediction: at each Ld

studied in this report, N appears to first increase with ηd, reach its peak Nmax at a critical

value of ηd, and then decrease with ηd. Based on Eq. 2.7, we can also plot these data points

as a function of vmax, as shown in Fig. 2.6(b). At each value of Ld, the agreement between

our data and a theoretical prediction derived from Eqs. 2.5-2.7 (dotted black line) can only

be found when vmax is smaller than 800 m/s, which is approximately equal to the mean

velocity (
√
9πkBT/8m ) of atoms entering our slower.

In addition, we plot ∆N/∆Ld as a function of ηd in Fig. 2.7, where ∆N/∆Ld represents

the number of extra atoms in the MOT gained from elongating the decreasing-field section
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Figure 2.6: N as a function of ηd (a) and vmax (b) with η being set at 0.65 in the increasing-
field section, δ = −512 MHz, and P = 70 mW. Dotted black line in Panel (b) is a fit based
on Eqs. 2.5-2.7.
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by ∆Ld = Ld − 0.15 m. Figure 2.7 shows that ∆N/∆Ld drops to a much smaller value

when Ld is increased from 0.3 m to 0.48 m. This implies the ideal length of the decreasing-

field section for our apparatus should be longer than 0.3 m and shorter than 0.48 m. It is

worth noting that ∆N/∆Ld peaks at ηd ∼ 0.65 for each value of Ld, as shown in Fig. 2.7.

Interestingly, the predicted ηp from Eq. 2.4 is also 0.65 at P = 70 mW, and Fig. 2.6(a)

shows ηd ∼ 0.65 is also the position where the largest N occurs. This indicates that η

of our optimized decreasing-field section is actually equal to ηp. Therefore, one important

procedure in designing an optimal Zeeman slower is as follows:

1. find out ηp based on Eq. 2.4 from the available slowing beam intensity;

2. determine the length of the decreasing-field section from Eq. 2.7, i.e., Ld = [9πkBT/8m−

(2πδ/k)2]/(2ηpamax);
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peaks. Solid lines are fits to guide the eye. Inset: ic extracted from Panel(a) as a function
of |δ|. The solid line is a linear fit.

3. find out electric currents i of decreasing-field coils with our simulation program by

precisely matching the simulated B to a prediction derived from Eq. 2.1.
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The increasing field section

The aforementioned discussion on the decreasing-field section applies to the increasing-field

section as well. To only study the increasing-field section, data shown in this subsection are

taken at ηd = ηp = 0.65, Ld = 0.54 m, and P = 70 mW.

Our data in Fig. 2.8(a) shows that N is not a monotonic function of i at a given δ. N

first increases with i and reaches a peak at a critical value ic, because a higher i leads to

a larger deceleration which means more atoms can be slowed and captured in the MOT.

When i is higher than ic, we find that N sharply decreases with i due to atoms being

over-slowed. Because vf = −(2πδ + µBiMax/~)/k, the data points in Fig. 2.8(a) can be

converted to reveal the relationship between N and vf , as shown in Fig. 2.8(b). Here BiMax

is the maximum magnetic field strength created by the increasing-field section at a fixed i.

We find four interesting results: N always peaks around vf = 40 m/s < vc at any δ within

the range of −450 MHz ≤ δ ≤ −650 MHz; the minimal velocity of the atoms captured in

the MOT appears to be ∼ 20 m/s; the maximum value of N does not depend on δ; and

ic linearly increases with δ, as shown in Fig. 2.8. Therefore, in addition to the procedures

listed in Sections 2.1 and 2.2, another useful procedure in designing an optimal spin-flip

Zeeman slower is as follows:

1. choose a convenient δ, for example, δ is around −500 MHz for sodium or lithium

atoms;

2. find out the ideal length of the increasing-field section from the following equation,

Li = (v2sf − v2c )/(2as) = [(2πδ/k)2 − v2c ]/(2ηpamax);

3. determine ic from a figure similar to Fig. 2.8(a) and then set the current i at a value

slightly smaller than ic in the increasing-field coils.
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Figure 2.9: N as a function of ηd at three different Lsf , the length of the spin-flip section
(see text). Lines are Gaussian fits to the data.

The spin-flip section

We have also studied the contribution of the spin-flip section, but have not found a strong

correlation between the slower’s efficiency and Lsf , the length of the spin-flip section. Fig-

ure 2.9 shows that N always peaks at ηd ≈ ηp = 0.65 for three different values of Lsf , when

Ld is kept at 0.54 m, η is set at 0.65 in the increasing-field section, δ is −512 MHz, and P is

70 mW. This figure also implies that a longer spin-flip section does not boost the number of

atoms captured in the MOT, as long as its length Lsf is sufficient to fully re-polarize atoms.

A very long Lsf , however, has a negative effect on the MOT capture efficiency, because it

also unavoidably reduces the solid angle of the atomic beam when all other parameters of

the system remain unchanged.
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Simple 3-step procedure of designing an optimal Zeeman slower

Therefore, our data suggests that an optimal Zeeman slower may be designed with the

following procedures:

1. determine ηp based on Eq. 2.4 from the available slowing beam intensity;

2. choose a convenient δ and find out the ideal lengths of the increasing- and decreasing-

field sections from

Li = [(2πδ/k)2 − v2c ]/(2ηpamax) (2.8)

and

Ld = [9πkBT/8m− (2πδ/k)2]/(2ηpamax), (2.9)

respectively;

3. set i at a value slightly smaller than ic in the increasing-field coils and determine i of

decreasing-field coils with our simulation program.

We have found that a longer spin-flip section does not boost the number of atoms captured in

the MOT, as long as its length Lsf is sufficient to fully re-polarize atoms. These conclusions

are very useful in designing an optimal Zeeman slower for other atomic species, especially

those with high initial velocities, for example lithium atoms.

2.3 Electric coils and their control circuits

Good performance of a slower, a MOT, or a BEC requires highly controllable magnetic

fields. In our sodium spinor system, besides the earth residual field, all additional magnetic

fields are generated by electric coils. The coils for Zeeman slower is discussed in the previous

section. In addition, we have a set of anti-Helmholtz MOT coils for MOT production and

it can flip to Helmholtz coils for reaching Feshbach resonances. We also have three sets

of Helmholtz coils to generate bias fields in three orthogonal directions, and one coil used
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as a RF field antenna. These coils have various control requirements and therefore have

different control and driving circuits. In general, there are two type of requirements, i.e.,

switching control and linear control. Switching control only requires turning current on and

off while linear control requires that the controlled current is proportional to the control

signal. However, compare to linear control, switch control dissipates much less power, which

allows a single chip to control a much higher current. In this section, I’ll first discuss our

feedback circuit used for linear control requirements. After that, I’ll discuss each control

and driving circuit.

2.3.1 The analog and digital fast feedback circuits

Time constants τ of our coils range from 3 ms to 9 ms, based on their resistances (4 mΩ ∼

220mΩ) and their inductances (15 µH ∼ 1500 µH). We can substantially reduce the settling

time of each coil by increasing the maximum output voltage Vps of the DC power supply.

The required time t for raising electric current from 0 to i can be expressed as t = −τ ·

ln(1 − i/imax), where imax is the maximum electric current. Because a larger Vps leads to

a larger imax, a smaller rise time t is needed to reach the same value of i at a larger Vps.

As a numerical example, t of our magnetic coils at 20A is reduced to ∼ 150 µs when Vps

is increased from 2 V to 20 V. This method, however, cannot stabilize current by itself.

Figure 2.10 shows how we achieve the current stabilization with a cheap DC power supply

and our feedback control circuits. This design enables us to rapidly and simply control

various magnetic fields used for creating sodium BECs, as demonstrated in this Section. A

standard ring-down circuit constructed from a resistor and a diode is connected in parallel

with each coil for safely shutting off the inductive current in the coil. Note that without

the feedback circuits, the cheap power supply has a very long settling time of ∼ 400 ms and

produces a huge (>100%) current overshoot at 20 A.

An important chip in the design is STE250NS10, a high power MOSFET (Metal Oxide

Semiconductor Field Effect Transistor) from STMicroelectronics Inc. The allowed current

flowing through a MOSFET is limited by its gate voltage and its transconductance gm. At a
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Figure 2.10: A simplified schematic of our (a) analog and (b) digital feedback circuits.
The current flowing through a coil is measured with a Hall sensor. PS stands for a power
supply. VSet and VHall are the control voltage set by our computer program and the voltage
measured by the Hall sensor, respectively. The analog circuit uses OP27 chips to construct
its proportional (P), integral (I), and derivative(D) circuits. Various resistors (Ri) and
capacitors (Ci) are listed, however, bypass capacitors and buffer chips as well as some
internal resistors in INA amplifiers are not shown in the figure. A detailed schematic of
printed circuit boards for the feedback circuits is available upon request.

given gate voltage, the current rises as the experiment progresses, because gm can and does

vary greatly even for the same MOSFET (Hayes and Horowitz, 1989). To precisely control

the current, the MOSFETs are not operated in the switching mode and thus dissipate lots
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of power. For example, the dissipated power is ∼1400 W when Vps is 20 V and i is 100 A.

We use a number of MOSFETs connected in parallel and mount them on the top of a water-

cooled cold plate to efficiently cool them. The dissipated power, however, is not divided

evenly among MOSFETs because they have different values of gm. There will be at least

one MOSFET which dissipates more power than others do. The extra dissipated power

brings a large positive temperature drift and thus a positive feedback to this MOSFET. As

a result, this MOSFET starts to dissipate even more power. After a few such iterations, this

MOSFET would be quickly burned out, which may even lead to burning magnetic coils. To

avoid this problem, a carefully chosen resistor Rs is connected to each MOSFET’s source

terminal to encourage equal current division among the MOSFETs in parallel, as shown in

Fig. 2.10. We find Rs = 50 mΩ works well for our design. The value of gm varies from

0 Siemens to 60 Siemens for a wide range of the control signal VSet used in this report.

Adding Rs limits gm to a narrower range (i.e., 0 Siemens ∼ 20 Siemens), which allows us

to apply a single set of gains in our feedback circuits for both low and high currents.

The current stabilization for MOSFET controlled magnetic coils is normally achieved with

an extra feedback circuit, such as our analog and digital feedback circuits shown in Fig. 2.10.

The current flowing through coils is measured with a Hall sensor. We use INA117 op-amps

to isolate the grounds on both VSet and the signal from the Hall sensor VHall. In the analog

circuit, we also use an INA117 as a unity gain differential amplifier to produce an error

signal, Verror = VSet - VHall. Figure 2.10(a) shows that Verror is split into proportional

(P), integral (I), and derivative (D) circuits. The gains of these three circuits are KP ,

KI , and KD, respectively. The outputs from the P, I, and D circuits are combined to one

signal by an inverting summing amplifier. This signal is sent to a buffer chip to boost the

maximum amount of current that the circuit can output to 250 mA, and then is transmitted

to the MOSFET’s gate terminal. The analog feedback circuit is carefully tuned by manually

adjusting the values of KP , KI , and KD.

The digital control circuit has a completely different design, as shown in Fig. 2.10(b).

One standard micro-controller (ATxmega16A4) is sufficient to implement the P, I, and D

controls. In the micro-controller, an analog to digital converter (ADC) collects the two
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signals VSet and VHall. The ADC has a sample rate of 2 MHz and a propagation delay time

of 3 µs. The main CPU needs 4 µs to process the signals, and the conversion time of a DAC

(digital to analog converter) is 1 µs. Our digital feedback circuit can thus be operated at

a sample rate of 250 kHz with a propagation delay time of 8 µs. The processed signal is

amplified by an INA106 chip, and then is sent to the MOSFET’s gate terminal. The digital

feedback circuit is automatically tuned via our simple program.

Magnetic coils controlled only by MOSFETs can generate an adjustable magnetic field. The

current that flows through the coils, however, quickly rises with time due to the MOSFET’s

temperature drift, as shown by solid (red) lines in Fig. 2.11. The inset of Fig. 2.11 also

implies that there are other serious problems with this control method, such as long response

time, huge current overshoot, and large oscillations due to the non-negligible capacitance

between MOSFET’s gate and source terminals. With an extra feedback circuit (e.g., our

analog and digital designs), the magnetic field stabilization can be achieved via stabilizing

the current flowing through the coils. This is well confirmed by dotted (blue) lines and

dashed (green) lines in Fig. 2.11.

Our analog circuit must be manually tuned. While tuning a PID controller, one must

balance rise and settling time. A larger KP or KI means a shorter rise time, however, it

also leads to larger current overshoot which results in a longer settling time. A large KD can

lessen overshoot but it also can cause a decrease in stability for steady signals. Excessive

gains can even cause oscillations. When i is less than 300 A, we find that the coils are always

controllable with KP = 7.1, KI = 21.5 s−1, and KD = 0 s, as shown by the dotted (blue)

lines in Fig. 2.11. With our MOT coils, the high current at 300 A is sufficient to generate

a deep magnetic trap used for creating sodium BECs. The main advantage of our analog

design is its faster settling time. However, the gains used are probably not optimal, because

this design must be manually tuned. This design also has problems with integral wind-up

if VSet is allowed to pass outside the controllable range. This means the responding time

becomes extremely long when VSet goes below the zero current signal of the Hall sensor.

Adding a voltage clamp to VSet could help reduce this problem.
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Figure 2.11: The electric current stability of our magnetic coils at (a) 20 A and (b) 190 A
via three different control methods. These performances are typical for each control method
at any current less than 300 A. Solid (red) lines, dotted (blue) lines, and dashed (green)
lines represent the current flowing through the coils controlled only by MOSFETs, by MOS-
FETs and our analog feedback circuit, and by MOSFETs and our digital feedback circuit,
respectively. The power supply is always set at 20 V. For this test, we used our MOT coils
with a total resistance of 60.4 mΩ and a total inductance of 130 µH. Inset: A much shorter
time scale (-5 ms ∼ 20 ms) showing both the rising and falling edges.
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The digital design is automatically tunable and does not display any issues with integral

wind-up, although it appears to have a longer settling time and bigger current overshoot

than the analog design. The best performance of the digital design is shown in Fig. 2.11,

where KP is allowed to change between 1 and 4, KI = 0.49 ms−1, and KD = 16 µs. A

capacitor Cg can be added between the MOSFET’s gate terminal and the ground to further

reduce oscillations, but Cg will also increase the settling time. A faster processor and a

better ADC can also improve the performance of the digital feedback circuit.

Compared to the control method with only MOSFETs, Fig. 2.11 shows that our analog and

digital designs display improved response time and good current stability over 100 s. A coil

controlled by our feedback circuits always settles at the same point for the same value of

VSet. In contrast, the same coil controlled only by MOSFETs has a large variance ∆ in

the amount of current initially allowed through the coil for the same VSet. The value of ∆

depends on many factors, for example how recently the coil has been used. Our feedback

designs are thus much more reliable. A hybrid circuit combining the advantages of the two

feedback designs may be a better solution.

2.3.2 MOT coil driving circuit

The MOT coils are constructed by a pair of 24 turns anti-Helmholtz coils. Magnetic coils

are wounded from Kapton insulated 3.18 mm hollow square copper tubes. High pressure

(∼ 150 psi) chilled water flowing through the hollow tubes is sufficient to keep all coils at the

room temperature. A standard ring-down circuit constructed from a resistor and a diode is

connected in parallel with each coil for safely shutting off the inductive current in the coil

as well. The MOT coils are controlled by a linear control circuit as shown in Fig. 2.12. The

current stabilization circuit with feedback control is discussed in the previous subsection.

This stabilization circuit is essential for keeps the current through the coil proportional to

the control signal.

To switch the coils between a Helmholtz and an anti-Helmholtz setup, a Helmholtz/anti-

Helmholtz switching circuit is connect to one of the coils. This circuit is constructed by four
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Figure 2.12: (a) A simplified schematic of our MOT coils control circuits. The schematic of
the bias field mixing circuit is shown in Fig. 2.13. The schematic of the current stabilization
circuit with feedback control is shown in Fig. 2.10. The blue dashed block shows the
Helmholtz/anti-Helmholtz switching circuit. Q1-Q4 are MOSFETs. Detail schematics of
control-signals are shown in panel (b). (b) A simplified schematic of the control-signals.
The control signals are identical and only the first one is shown. Terminals Q1-Q4 are the
gate pins of each MOSFET, respectively. XOR is a exclusive-OR logic gate. Logic 1 or
0 is set through a switch on the circuit board. Bypass capacitors and buffer chips as well
as some protecting fuses and ring-down circuit of each coil are not shown in the figure. A
detailed schematic of printed circuit boards for the MOT coils driving circuit is available
upon request.
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STE250NS10 MOSFETs Q1-Q4 and their corresponding driving circuits. These MOSFETs

are operating in switching mode, and able to allow a very high current through them. The

four driving circuits for MOSFETs are identical, and one of them is shown in Fig. 2.12(b).

A TTL signal isolator is used to isolate the ground of each driving circuit from the common

ground so this floating ground can be connected to the corresponding MOSFET’s source pin

which is not the common ground. A XOR logic gate SN74LVC2G86 is use for both adjust

the logic and driving the MOSFET. The logic of one of its input pins is fix by a switch on

the circuit board. The gate will act as a NOT logic gate when this input pin is fixed at logic

1, and act as a buffer when this input pin is fixed at logic 0. For the schematic shown in

Fig. 2.12(b), when an anti-Helmholtz field is needed, the control signal set by our computer

program is set to logic 0, MOSFETs Q1 and Q4 are switched on while Q2 and Q3 are

switched off. Therefore, currents in two coils are in different directions. When the control

signal set by our computer program is set to logic 1, the above discussion is vice versa and

therefore, the magnetic field becomes a Helmholtz field. This switch design do not have

any dead zone control, which means the MOSFETs may be simultaneously on or off for a

very short period of time during the switching. This is due to unpredicted propagating time

through the driving chips. However, since the circuit is in series with a current stabilization

circuit and a coil with a high inductance, there should be no penetrating current even

without dead zone control. Even though, as a precaution, we still lower down the current

before switching this circuit at all times.

We also mix a small bias field into the magnetic field generated by the anti-Helmholtz

coils by using the bias field mixing circuit. This small bias field pushes MOT slightly and

makes it perfectly match the ODT center. This method helps us boost the ODT transfer

efficiency without realigning ODT beams. Suppose we need currents IAH and −IAH in

the two MOT coils to generate a anti-Helmholtz magnetic field BAH(x) and need current

IH in both two MOT coils to generate a Helmholtz magnetic field BH(x). The mixed field

B(x) = BH(x)+BAH(x) can be generated by currents IAH+IH and −IAH+IH respectively

in each coil due to the superposition principle of magnetic fields. Since IH is much smaller

than IAH , the Helmholtz/anti-Helmholtz switch is set to anti-Helmholtz and the controlled
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Figure 2.13: A simplified schematic of bias field mixing circuit, which is a part of our
MOT coils control circuits. The H/AH is the the Helmholtz/anti-Helmholtz circuit and its
schematic is shown in Fig. 2.12(a). The schematic of the current stabilization circuits with
feedback control (CSC-1 to CSC-3) are shown in Fig. 2.10. The blue dashed block shows
the bias field mixing circuit. Q1-Q4 are MOSFETs. Detail schematic of control-signals
are shown in Fig. 2.12(b). Logic 1 or 0 is set through a switch on the circuit board. The
bias field power supply is an isolated power supply without connect to the common ground.
Bypass capacitors and buffer chips as well as some protecting fuses and the coil ring-down
circuit are not shown in the figure. A detailed schematic of printed circuit boards for the
MOT coils driving circuit is available upon request.

current of the main feedback control CSC-1 in Fig. 2.13 is set to IAH . Then the feedback

control CSC-2 is set to the current equaling to the magnitude of IH . Therefore, currents of

IH are added to both two MOT coils with directions same as IAH . Meanwhile, the current

controlled by the feedback control CSC-3 is set to the magnitude of 2IH , and sent through

a counter propagating direction from IAH on only one of the MOT coils. Therefore, the

overall current on the two MOT coils respectively are IAH±IH and −IAH±IH . The plus or

minus sign depends on which one of the MOT coils does CSC-3 connects. This selection is

done by MOSFETs Q5-Q8. Since the current IH is not large and for both space saving and
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budget saving, we choose four small MOSFETs, which are AOD4132 from Alpha & Omega

Semiconductor Inc. These chips have ultra-low drain-source resistances at ∼ 6 mΩ even

when using TTL driving signals, and therefore, they have small thermal dissipations. This

allows them to run at ∼ 20 A currents even using copper layers on printed circuit boards

as heat sinks. These MOSFETs are controlled by a control signal set by our computer

program. When our computer program sends a logic 0, MOSFETs Q5 and Q8 are switched

on and Q6 and Q7 are switched off. Under this condition, CSC-3 is connected to the top

MOT coils, as shown in Fig. 2.13. When our computer program sends a logic 1, in contrast,

CSC-3 is connected to the bottom MOT coil. By using this method, we add a small bias

field on either direction to the anti-Helmholtz field.

2.3.3 Bias coil driving circuit

Our experiments on spinor BECs require high precise controls on bias magnetic fields. To

generate a wide range of magnitudes of magnetic fields in an arbitrary direction, our bias

field coils are constructed by three pairs of Helmholtz coils in three orthogonal directions.

These coils are wounded from 16-gauge magnet wires on Delrin mounting rings. Four of

these mounting rings are then mounted on the four 4.5” windows of the main chamber, and

two are hanging on the top and bottom of the main chamber. These three pairs of coils are

driven by three identical and interchangeable driving circuits.

Figure 2.14 shows a typical schematic of the circuit. An important chip in this design is

OPA549, a high current op-amp from Texas Instruments Inc. It provides an output current

up to 8 A in either directions. This design allows us easily ramp a current across zero

without switching any MOSFETs. The 2Ω resistor Rf is used as a current sensor and

by measure the voltage across it, we can detect a small current more accurately. This

voltage is used as a feedback signal and send back to the feedback controller. The feedback

controller is a well-adjusted PID controller controlled by a control signal set by our computer

program. The ratio between the control signal and the output current is determined by Rf .

When Rf = 2 Ω, 1 V control signal brings a 0.5 A output current. As a consequence, the
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Figure 2.14: A simplified schematic of our bias coils driving circuits. The E/S pin is the
Enable/Status pin use for both monitor the chip status and force shutdown the chip (see
text). The XNOR is an exclusive-NOR logic gate circuit with an open collect output
constructed by a SN74LVC1G86 chip and a SN74LVC2G06 chip. The two states of the
manual controlled toggle switch are logic 0 and 1. The status indicator has a led and the
led respectively turns green or red when input is logic 1 or 0. Bypass capacitors, buffer
chips and optocouplers as well as some protecting fuses are not shown in the figure. A
detailed schematic of printed circuit boards for the bias coils driving circuit is available
upon request.

stability of Rf is essential for the stability of the output current in this circuit. To minimize

the output current fluctuation, we use a low temperature drift, high accuracy, high power

resistor mounted on a heat sink with forced air flow to minimize both the temperature and

the resistance drift.

Another control signal set by our computer program, the output enable signal, is send to the

E/S pin of the op-amp together with a manual toggle switch signal. The E/S pin provides

two functions. It can disable the output and disconnect the coils by set it to logic 0. This

setting can be done by either the manual toggle switch or the control signal. This pin is

also monitored to determine if the op-amp is shut down by its protecting circuits and the

status is indicated by an led.

By controlling three sets of these coils, we can generate an arbitrary magnetic bias field in

a wide range. The field is further calibrated by using an rf-pulse. The calibration will be
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discuss in the next chapter.

2.4 Computer control and isolation circuits

The controlling computer equips three analog output cards and one digital output card.

The analog output cards are NI PCI-6733 from National Instruments, Inc. Each card has

eight analog output channels with up to 1 million samples per second per channel. Each

channel is connected to an individual analog isolation circuit for both protecting damage

from incorrect circuit hook up and providing a floating ground to minimize ground loop

issues. Each isolation circuit is constructed by two chips, an INA117 for input isolation and

a BUF634 for output driving. In addition, each circuit is complemented with an individual

power module as well as some bypass capacitors to ensure the ground isolation.

The digital output card is PulseBlaster from SpinCore Technologies, Inc. This card has

twenty-four independently controlled output channels with a time resolution up to 10 ns.

Similar to the analog protection circuits, an individual isolation circuit is connected to

each channel. In addition, the isolation circuits are also used as TTL/CMOS signal level

converters since some of our equipment needs a CMOS control signal, e.g., the digital

camera from Point Gray Research, Inc. Each digital isolation circuit is constructed by an

optocoupler PS2501-1 and some resistors to adjust the output signal level.

These driving circuits essentially improve the reliability of our system and protect some of

the crucial equipments.
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CHAPTER III

DYNAMICS IN SPINOR BOSE-EINSTEIN CONDENSATES TUNED BY A

MICROWAVE DRESSING FIELD

This chapter discusses our experimental studies on the spin-mixing dynamics and phase

diagram of spinor condensates tuned by a microwave dressing field. Two papers related to

these topics were published:

• L. Zhao, J. Jiang, T. Tang, M. Webb, and Y. Liu, Dynamics in spinor condensates

tuned by a microwave dressing field, Phys. Rev. A 89, 023608 (2014). Included in

Appendix B.

• J. Jiang, L. Zhao, M. Webb, and Y. Liu, Mapping the phase diagram of spinor con-

densates via adiabatic quantum phase transitions, Phys. Rev. A 90, 023610 (2014).

Included in Appendix D.

After the three-year hard work, our group achieved the first sodium BEC in Oklahoma

in 2012. A few research projects have been conducted with sodium BECs in our lab. In

this chapter, I will discuss the project which I have been leading: study the spin-mixing

dynamics of a F=1 sodium spinor condensate starting from a non-equilibrium initial state.

The spin-mixing dynamics is driven by the net quadratic Zeeman energy qnet and antifer-

romagnetic spin-dependent interactions c. It is well known that c > 0 (or c < 0) in F=1

antiferromagnetic 23Na (or ferromagnetic 87Rb) spinor BECs. In contrast to a magnetic

field, a microwave dressing field enables us to access both negative and positive values of

qnet. In both negative and positive qnet regions, we observe spin population oscillations
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resulted from coherent collisional interconversion among two |F = 1,mF = 0⟩ atoms, one

|F = 1,mF = +1⟩ atom, and one |F = 1,mF = −1⟩ atom. In every spin oscillation studied

in this report, our data shows that the population of the mF = 0 state averaged over time

is always larger (or smaller) than its initial value as long as qnet < 0 (or qnet > 0). This

observation provides a clear experimental signature to determine the sign of qnet. We also

find a remarkably different relationship between the total magnetization m and a separatrix

in phase space where spin oscillation period diverges: the position of the separatrix moves

slightly with m in the positive qnet region, while the separatrix quickly disappears when m

is away from zero in the negative qnet region. Our data agree with an important prediction

derived by Ref. (Lamacraft, 2011): the spin-mixing dynamics in F=1 spinor condensates

substantially depends on the sign of R = qnet/c. This work may thus be the first to use only

one atomic species to reveal mean-field spin dynamics, especially the relationship between

each separatrix and the magnetization, which are predicted to appear differently in F=1

antiferromagnetic and ferromagnetic spinor condensates. In addition, a method to charac-

terize microwave dressing fields and an approach to adiabatically sweep qnet from −∞ to

+∞ will be explained in this section.

3.1 The Hamiltonian of spinor BECs

The Hamiltonian of spinor BECs in our system has four important terms as follows,

Ĥ = ĤK + ĤV + ĤZ + Ĥint , (3.1)

where ĤK , ĤV , ĤZ and Ĥint are kinetic, potential, Zeeman, and interaction energy parts

of the Hamiltonian, respectively. The first two terms ĤK and ĤV are independent of spin,

and the last two terms ĤZ and Ĥint are spin-dependent terms. In the next three sections,

ĤZ and Ĥint will be discussed.
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3.2 The Zeeman energy

For neutral alkali metal atoms like 23Na and 87Rb, the F = 1 hyperfine state have three

Zeeman states, |F = 1,mF = +1⟩, |F = 1,mF = 0⟩ and |F = 1,mF = −1⟩ states, and

their energies are EmF . We use pnet = (E+1 − E−1)/2 and qnet = (E+1 + E−1 − 2E0)/2

to represent the linear Zeeman energy and the quadratic Zeeman energy, then ĤZ may be

expressed as,

ĤZ =

∫
dr(pnetF̂z + qnetF̂

2
z ) (3.2)

where F̂γ =
∑1

i,j=−1 ϕ̂
†
i (r)(fγ)ijϕ̂j(r) with γ = x, y, z is the γ-component of F̂, ϕ̂mF (r) is

the field operator that annihilates an atom in mF state at the location r. fγ are the spin-1

matrices which are expressed as,

fx =
1√
2


0 1 0

1 0 1

0 1 0

 , fy =
1√
2


0 −i 0

i 0 −i

0 i 0

 , fz =


1 0 0

0 0 0

0 0 −1

 , (3.3)

and (fγ)ij is the corresponding (i, j) matrix element.

Since the only interesting coherent collision is the coherent interconversion among two |F =

1,mF = 0⟩ atoms, one |F = 1,mF = +1⟩ atom, and one |F = 1,mF = −1⟩ atom, the

energy difference during the collision is only related to the quadratic Zeeman energy. The

induced linear Zeeman shift remains the same and is thus ignored.

With no external magnetic fields, these three states are degenerate. However, when an

external magnetic field exists, these three states split. According to the Breit-Rabi for-

mula (Breit and Rabi, 1931), the energy of these states under a magnetic field B = Bẑ

along the quantization axis may be expressed as,

E± = −EHFS

8
± gIµIB − 1

2
EHFS

√
1± α+ α2 ,

E0 = −EHFS

8
− 1

2
EHFS

√
1 + α2 , (3.4)
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Figure 3.1: (a) Zeeman energy shifts for all three sublevels of F = 1 sodium atoms in an
external magnetic field B = Bẑ. The blue dashed line is the average energy of the |F =
1,mF = 1⟩ and |F = 1,mF = −1⟩ states. (b) Quadratic Zeeman shift for F = 1 sodium
atoms under the external magnetic field B = Bẑ. The red solid line is direct obtained from
the Breit-Rabi formula and the black dotted line is using qB/h ≈ B2 · 277 Hz/G2.

where EHFS is the hyperfine splitting, α = (gJµB − gIµI)B/EHFS, gI , gJ respectively

represent the Lande g factor for an atom and for a valence electron, and µI , µB respectively

represent the nuclear magneton and the Bohr magneton. These energy as a function of

the magnetic field B is shown in Fig. 3.1(a). Figure 3.1(a) also shows that the average

energy of |F = 1,mF = +1⟩ and |F = 1,mF = −1⟩ states (blue dashed line) are always

larger than the energy of the |F = 1,mF = 0⟩ state. In other words, the magnetic field
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induced quadratic Zeeman energy qB remains positive, which is shown in Fig. 3.1(b). By

using Eq. 3.4 and ignoring the high order terms of α, we find

qB =
gJµB − gIµI

16EHFS
B2 , (3.5)

i.e., qB ≈ B2h·277 Hz/G2 for 23Na and qB ≈ B2h·71.9 Hz/G2 for 87Rb. This approximation

works well when B < 100 G for 23Na and B < 500 G for 87Rb as shown in Fig. 3.1(b).

3.3 Microwave dressing fields

The quadratic Zeeman energy qnet can also be obtained by other methods, e.g., a microwave

dressing field (Gerbier et al., 2006; Leslie et al., 2009b; Stamper-Kurn and Ueda, 2013;

Bookjans et al., 2011; Leslie, 2008) or a linearly polarized off-resonant laser beam (Santos

et al., 2007) can both shift the quadratic Zeeman energy. Importantly, in contrast to the

positive qB generated by magnetic fields, these methods give us opportunities to reach both

positive and negative region of qnet. In our experiment, we use the first method to reach a

desired qnet.

Under a magnetic field, both F = 1 and F = 2 hyperfine states split as shown in Fig. 3.2.

There are nine possible transitions between these two hyperfine states after taking the

selection rule into account and only counting single photon transitions. In order to shift

the energy of these states, we apply a microwave field at a frequency near the resonance

of these transitions. To prevent atoms from populating F = 2 states, the microwave field

is detuned from all these transitions. Therefore, we call it a microwave dressing field. The

energy shift is due to the field induced AC Stark effect, which is a second-order process of

the electric dipole interaction between an electric field and atoms. This AC Stark effect is

similar to the one induced by ODTs but has two major differences. First, ODTs have strong

spatial dependences while microwave dressing fields are spatially homogeneous fields within

the size of a typical BEC. Second, the frequency detuning of an ODT is usually much larger

than the energy difference between Zeeman states, which makes ODTs spin-independent
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Figure 3.2: F = 1 and F = 2 hyperfine structures of 32S1/2 level of 23Na atoms under
an external magnetic field. Allowed transitions are shown by arrows, and corresponding
polarization of microwave fields are labelled. Energy levels are not to the scale.

traps. In contrast, we intentionally choose the frequency of our microwave pulses so that

they are differently detuned with respect to each transition between F = 1 and F = 2

states. Therefore, spin-dependent energy shifts are expected from these microwave dressing

fields.

We consider a two-level simple structure, which has only a ground state |g⟩ and an excited

state |e⟩ and their energy difference is hω0. The Hamiltonian may thus be expressed as,

H0 =
h

2

−ω0 0

0 ω0

 . (3.6)

When a microwave dressing field with an electric field magnitude E and frequency ω is

applied to the BEC system, the Rabi frequency Ω equals to 2⟨e|E · d|g⟩/h , where d is the

electric dipole moment of the atom. Note that the Rabi frequency is proportional to E and

thus proportional to the square root of the microwave field intensity. This dipole interaction
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Hamiltonian may be expressed as,

H1 =
h

2

 0 Ω cos(ωt)

Ω∗ cos(ωt) 0

 . (3.7)

When the frequency detuning ∆ = ω−ω0 is much larger than the linewidth of the transition

line and H1 is much less than H0, the calculation can be done in a rotating frame. After

applying the second-order perturbation theory, the energy shift is derived as,

δE =
|⟨e|E · d|g⟩|2

∆

=
h

4

Ω2

∆
. (3.8)

For an allowed transition |F = 1,mF ⟩ ↔ |F = 2,mF + k⟩, the resonance frequency ω0 may

be expressed as,

ω0|mF ,mF+k = ω0|0,0 + [
1

2
(mF + k)− (−1

2
mF )]µBB , (3.9)

where ω0|0,0 is the resonance frequency of |F = 1,mF = 0⟩ ↔ |F = 2,mF = 0⟩ transition,

k is 0 or ±1 for a π- or a σ±-polarized microwave pulse, respectively. Here the contribution

of the quadratic Zeeman shift is much less than the linear Zeeman shift and thus is ignored.

For a microwave field with a frequency ω, the detuning from the transition |F = 1,mF ⟩ ↔

|F = 2,mF + k⟩ is derived as,

∆mF ,mF+k = ω − {ω0|0,0 + [
1

2
(mF + k)− (−1

2
mF )]µBB}

= ∆− [
1

2
(mF + k)− (−1

2
mF )]µBB , (3.10)

where ∆ is the detuning from the |F = 1,mF = 0⟩ ↔ |F = 2,mF = 0⟩ transition. Similar

to Refs. (Gerbier et al., 2006; Leslie, 2008), after substituting this into Eq. 3.8 and suming

over the contribution from all possible transitions, the energy shift of |F = 1,mF ⟩ is derived
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as,

δE|mF =
h

4

∑
k=0,±1

Ω2
mF ,mF+k

∆mF ,mF+k

=
h

4

∑
k=0,±1

Ω2
mF ,mF+k

∆− [(mF + k)/2− (−mF /2)]µBB
, (3.11)

where ΩmF ,mF+k is the on-resonance Rabi frequency and ΩmF ,mF+k ∝
√
IkCmF ,mF+k. Here

CmF ,mF+k is the Clebsch-Gordan coefficient of the transition and Ik is the intensity of this

purely polarized microwave pulse.

Thus the net quadratic Zeeman shift qnet is the sum of qB and the microwave dressing field

induced quadratic Zeeman shift qM , and is derived as,

qnet = qB + qM

= aB2h+
δE|mF=1 + δE|mF=−1 − 2δE|mF=0

2
, (3.12)

where a ≈ 277 Hz/G2 or a ≈ 71.9 Hz/G2 for F=1 23Na or 87Rb atoms, respectively.

3.4 The interaction energy

Interactions especially spin-dependent interactions among atoms in spinor BECs play an

important role in the spin-mixing dynamics. For interactions in 23Na or 87Rb BECs, we only

take into account the s-wave collisions between two atoms since the three-body loss rate

observed in BECs are low. In addition, s-wave collisions with two identical F = 1 bosonic

atoms only give an even value of total spin Fpair, e.g., Fpair = 0 or Fpair = 2. Therefore, the

interaction energy of a pair of atoms located at r and r′ may be expressed as (Ho, 1998;

Ohmi and Machida, 1998),

Vpair =
∑

Fpair=0,2

4π~2aFpair

M
δ(r− r′)P̂Fpair , (3.13)
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where aFpair is the s-wave collision length in the total spin Fpair, M is the mass of an atom,

and P̂Fpair is a projection operator which projects a pair of atoms into the spin Fpair state.

By using the completeness of P̂Fpair , we have P̂0 + P̂2 = Î , where Î is the identity operator

of the pair of atoms. Similar to Ref. (Stamper-Kurn and Ueda, 2013), the composition law

gives,

Fpair(Fpair + 1) = F̂2
pair

= F̂2
atom1 + F̂2

atom2 + 2F̂atom1 · F̂atom2 , (3.14)

where F̂atom1 and F̂atom2 are the spin operators for the first and second atoms, respectively.

Since F̂2
atom1 = F̂2

atom2 = 2 for F = 1 atoms, we derive,

F̂atom1 · F̂atom2 = −2Î +
1

2

∑
Fpair=0,2

Fpair(Fpair + 1)P̂Fpair

= −2Î + 3P̂2 , (3.15)

Together with P̂0 + P̂2 = Î , we find that

P̂0 =
1

3
(Î − F̂atom1 · F̂atom2) , P̂2 =

1

3
(2Î + F̂atom1 · F̂atom2) . (3.16)

Substituting it into Eq. 3.13, we derive,

Vpair =
4π~2

M
δ(r− r′)[

a0
3
(Î − F̂atom1 · F̂atom2) +

a2
3
(2Î + F̂atom1 · F̂atom2)]

= (c0Î + c2F̂atom1 · F̂atom2)δ(r− r′) , (3.17)

where,

c0 =
4π~2

M

a0 + 2a2
3

, c2 =
4π~2

M

a2 − a0
3

. (3.18)

The above discussion is applied to a pair of atoms. We extend this discussion into all atoms

in BECs, and rewrite Eq. 3.17 in the second-quantized form. The interaction Hamiltonian
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Table 3.1: List of the scattering lengths a0 and a2 in the unit of Bohr radius aB. Typical
spin independent interaction c0n and spin dependent interaction c = c2n are also listed in
units of h Hz or h kHz and assume a typical spinor gas density of n = 1014cm−3. Values are
quoted from Refs. (Knoop et al., 2011; van Kempen et al., 2002; Falke et al., 2008; Lysebo
and Veseth, 2010).

Spinor gas a0/aB a2/aB
typical c0n/h
(see caption)

typical c = c2n/h
(see caption)

23Na F = 1 48.91±0.40 54.54±0.20 1.54 kHz 55 Hz
87Rb F = 1 101.8±0.2 100.4±0.1 779 Hz -3.6 Hz
41K F = 1 68.5±0.7 63.5±0.6 1.07 kHz -27 Hz

may thus be expressed as,

Ĥint =
1

2

∫
dr(c0 : n̂

2 : +c2 : F̂
2 :) , (3.19)

where :: denotes normal ordering indicating creation operators are placed to the left of

annihilation operators.

In Eq. 3.19, there are two terms in Ĥint: the first term is a spin-independent term charac-

terized by c0, and the second term is a spin-dependent term characterized by c2. Note that

c2 is proportional to the scattering length difference between Fpair = 0 and Fpair = 2 atom

pairs, and these scattering lengths are constants for each atomic species. Scattering lengths

of some atomic species are listed in Table 3.1. Intuitively, when the scattering length is

long or the interacting strength is large for one of the Fpair states, atoms tend to have a

strong repulsion. Therefore, the atoms in the other Fpair state tend to have less energy.

This result can be confirmed by Eq. 3.17. When a2 > a0 or c2 > 0, Vpair is minimized when

F̂atom1 · F̂atom2 is minimized. In this state, atoms counter-aligned with each other have less

energy. We often denote this type of condensates as “anti-ferromagnetic”. In the other

case when a2 < a0, the state in which atoms aligned with each other have less energy. We

denote it “ferromagnetic”. Note that the word “anti-ferromagnetic” or “ferromagnetic” is

different from the antiferromagnet or ferromagnet in solids. There is no lattice structure

nor a neighbor.
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3.5 The single spatial mode approximation

In BECs, coherent interconversions among atoms in different spin states lead to a macro-

scopic oscillations of spin state populations. These macroscopic oscillations can be treated

by a simple model, the single spatial mode approximation (SMA) (Zhang et al., 2005).

Here, I briefly describe the single spatial mode approximation introduced in Ref. (Zhang

et al., 2005). The Hamiltonian used in this approximation is Eqs. 3.1, 3.2 and 3.19. Then

a mean field treatment is applied by considering ΦmF (r) = ⟨ϕ̂mF (r)⟩. After that, the single

spatial mode approximation (SMA), in which all spin states have the same spatial wave-

function is applied. This is due to the assumption that no spin domains and spatial modes

in BECs, and it’s consistent with our experimental observations. Therefore, this appears

to be a proper theoretical model to understand our data. By applying this approximation,

the wavefunction is expressed as,

ΦmF (r) = Ψ(r)ψmF e
−

iEmF
t

~ , (3.20)

where Ψ(r) represents the spatial mode contribution of the wavefunction,
∫
dr|Ψ(r)|2 = N ,

ψmF represents the spin domain contribution,
∑1

mF=−1 |ψmF |2 = 1, and N is the total

number of atoms. Following Ref. (Zhang et al., 2005), we define ρmF = |ψmF |2 . Thus

ρ−1+ρ0+ρ+1 = 1 and ψmF can be rewrite as ψmF =
√
ρmF exp(−iθmF ) , and the fractional

population ρmF and the phase θmF of each mF state are independent of position. By

applying the wavefunction and Hamiltonian equations, e.g., Eqs. 3.1, 3.2, 3.19 and 3.20 to

the Schrödinger equation, the BEC energy E and the time evolution of ρ0 and θ may thus

be expressed as (Stamper-Kurn and Ueda, 2013; Zhang et al., 2005)

E = qnet(1− ρ0)

+ cρ0[(1− ρ0) +
√

(1− ρ0)2 −m2 cos θ] , (3.21)

where θ = θ+1+θ−1−2θ0 is the relative phase among the threemF spin states, c = c2n is the
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spin-dependent interaction, n is the density of the condensate, and the total magnetization

is m = ρ+1 − ρ−1. Estimated values of c of some typical spinor gases by assume a typical

spinor gas density are also listed in Table 3.1.

This energy equation only has two dynamic variables ρ0 vs θ, thus spin-mixing dynamics

in a F=1 spinor BEC may be described by a two-dimensional (ρ0 vs θ) phase space. Plots

of phase diagrams in a few conditions are shown in Fig. 3.3. In addition, if we take into

account that the total energy E is conserved within a short time period, the system will

thus follows a constant-energy contour line, and the equation of the motion will thus be

expressed as,

ρ̇0 = −(2/~)∂E/∂θ , θ̇ = (2/~)∂E/∂ρ0 . (3.22)

In some plots of Fig. 3.3, contours are separated by a solid blue line. On one side of

this line, contours are limited within −π < θ < π region. The system falls in this region

should oscillate within a small θ region. This type of solutions are called oscillatory phase

solutions. On the other side of this line, contours are not limited by θ, This type of solutions

are called running phase solutions. Note that for qnet/c = 0 case where the Zeeman term in

the Hamiltonian is eliminated, Fig. 3.3 shows only oscillatory phase solutions. For another

case, when qnet/c ≤ −2 or qnet/c ≥ 2, Eq. 3.3 and Fig. 3.3 show that the contour plots only

have running phase solutions resulted from the large contribution from the Zeeman term of

Hamiltonian. Only when −2 < qnet/c < 2 and qnet/c ̸= 0, two phases both show up due to

the competitions between the Zeeman and interaction terms in Hamiltonian.

The energy contour plots for antiferromagnetic BECs shown in Panel (a) of Fig 3.3 and for

ferromagnetic BECs shown in Panel (b) of the same qnet/c are exactly flipped. The ground

states in antiferromagnetic cases become the highest energy states in ferromagnetic cases,

and vise verse. Therefore, the theoretic prediction for the ground states of these two types
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Figure 3.3: 3d plots of energy contours of F = 1 antiferromagnetic (a) and ferromagnetic
(b) spinor condensates at m = 0 with corresponding energy contour plots attached at
bottom. Solid blue lines represent the contour lines of the separatrix between the running
and oscillatory phase solutions.

49



of condensates are different. By finding the minimum energy of Eq. 3.21, we derive,

ρ0 =



1 m = 0 and qnet > −c(1± 1) ;

0 qnet < c(1±
√
1−m2) ;

root of c[1− 2ρ0 ± (1−2ρ0)(1−ρ0)−m2√
(1−ρ0)−m2

]− qnet = 0 all other qnet and m,

(3.23)

where the + or − sign applies to ferromagnetic or antiferromagnetic spinor BECs, respec-

tively. A detail prediction and our experimental results on the ground states are presented

in Ref. (Jiang et al., 2014). However, if we consider the energy conservation and only com-

pare a single contour line starting from the same initial ρ0 and θ, the curve in ρ0 vs θ phase

space are identical. Moreover, the dynamic solution of Eqs. 3.21 and 3.22 in these two

cases are also identical. Therefore, theoretically, it brings us an opportunity to resemble

the dynamics of one type of atoms by using the other one in a microwave dressing field.

3.6 Experimental setup of microwave dressing field

To create sufficiently large qnet, a microwave antenna designed for a frequency near the

|F = 1⟩ ↔ |F = 2⟩ transition is placed a few inches above the center of the optical dipole

trap, and connected to a signal amplifier outputting a maximum power of 10 W. The actual

power used in this section is ∼ 8 W. The commercial antenna ensures low voltage standing

wave ratio. As a result, we are able to use a simple design without any protections for

power back-reflections. The electronic circuit for generating a microwave field is shown in

Fig. 3.4(a). The microwave field signal generator is 8664A from Agilent, Inc. It provides

us a very wide frequency range from 100 kHz to 3 GHz of sinusoidal signals. To amplify

the signal, a microwave amplifier ZHL-10W-2G+ from Mini-circuits, Inc. is used. This

amplifier works between 0.8 GHz to 2 GHz and allows the maximum output power of 10 W.

In addition, there is no damage even if this amplifier is connected to an open or short

output load under full continuous-wave output power. This feature allows us to not include

some protection electric elements in the design. To control microwave dressing fields by
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Figure 3.4: (a) Schematic of the circuit for generating microwave dressing fields. (b) The
number of F = 2 atoms excited by a resonant microwave pulse as a function of the pulse
duration. The solid line is a sinusoidal fit to extract the on-resonance Rabi frequency Ω of
the pulse.

computer programs, an easy way is to use the build-in GPIB interface of the microwave

function generator. However, it usually takes hundreds of milli-seconds to turn on/off

through GPIB control signal. To quickly switch on/off the microwave field, there are some

different designs, e.g., using amplitude modulation control, or adding a frequency mixers.

However, high microwave field leakage is detected for these methods even after we shut them

off. In our design, we use a high isolation switch ZASWA-2-50DR+ from Mini-circuits, Inc.

controlled by our computer program, as shown in Fig. 3.4(a). When our function generator
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is set at its maximum output power, the leakage is less than 10−4 µW after the switch is

shut off. Besides that, this switch turns on or shuts off within 20 ns which is much shorter

than our microwave pulse duration and improve experimental resolution.

The exact value of qnet is carefully calibrated from a few experimental parameters, such as

the polarization and frequency of a microwave pulse. To ensure an accurate calibration of

qnet based on Eq. 3.12, we measure the nine on-resonance Rabi frequencies Ω daily through

monitoring the number of atoms excited by a resonant microwave pulse to the F=2 state

as a function of the pulse duration. A typical example of the Rabi frequency measurement

is shown in Fig. 3.4(b). We find that uncertainties of Ω and qnet are ∼ 2% and ∼ 5%,

respectively.

A purely π-polarized microwave pulse has been a popular choice in some publications (Leslie

et al., 2009b; Stamper-Kurn and Ueda, 2013; Leslie, 2008). However, we apply microwave

pulses of a specially-chosen polarization, in order to continuously scan qnet from large neg-

ative values to big positive values at a moderate microwave power. Figure 3.5 compares

microwave dressing fields induced by a typical microwave pulse used in this report and a

purely π-polarized microwave pulse. This comparison clearly shows that it is possible to

continuously/adiabatically sweep qnet from −∞ to +∞ simply by continuously tuning ∆

from −190 kHz to 190 kHz with our specially-chosen microwave pulses at a power of 8 W.

Another advantage of choosing such microwave pulses is to conveniently place the microwave

antenna on our apparatus without blocking optical components.

3.7 Experimental procedures

The process to obtain a pure F = 1 sodium BEC fully polarized to the |F = 1,mF = −1⟩

state is introduced in Chapter II and Ref. (Jiang et al., 2013). After the BEC is prepared,

we then ramp up a small magnetic bias field with its strength B being 271.5(4) mG, while

turning off the field gradient. An rf-pulse resonant with the linear Zeeman splitting is

applied to prepare an initial state with any desired combination of the three mF states,
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Figure 3.5: qnet as a function of ∆. The residual magnetic field is B=271.5(4) mG. Dashed
blue lines represent the predictions derived from Eq. 3.12 when the microwave pulse is purely
π-polarized and its corresponding on-resonance Rabi frequencies are Ω−1,−2 = Ω0,−1 =
Ω1,0 = Ω−1,0 = Ω0,1 = Ω1,2 = 0, Ω−1,−1 = Ω1,1 = 4.2 kHz, and Ω0,0 = 4.9 kHz. Solid
red lines represent the predictions from Eq. 3.12 for a typical microwave pulse used in
this report. The specially-chosen polarization of this pulse yields nine on-resonance Rabi
frequencies: Ω−1,−2 = 5.1 kHz, Ω0,−1 = 3.6 kHz, and Ω1,0 = 2.1 kHz are from the σ−-
polarized component of the pulse; Ω−1,−1 = Ω0,0 = Ω1,1 = 0 are from the π-polarized
component of the pulse; and Ω−1,0 = 2.3 kHz, Ω0,1 = 3.9 kHz, and Ω1,2 = 5.5 kHz are from
the σ+-polarized component of the pulse (see text). In this report, ∆ is tuned within the
range of −190 kHz to 190 kHz from the |F = 1,mF = 0⟩ ↔ |F = 2,mF = 0⟩ transition.

which is followed by abruptly switching on an off-resonant microwave pulse to generate a

proper microwave dressing field. After various hold time t in the optical dipole trap, the

microwave dressing fields are quickly turned off. Populations of the multiple spin states

are then measured via the standard absorption imaging preceded by a 3 ms Stern-Gerlach

separation and a 7 ms time of flight.
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Figure 3.6: Time evolutions of ρ0 at qnet/h = +93 Hz > 0 (solid blue triangles) and
qnet/h = −83 Hz < 0 (solid red circles) with m = 0 and c/h = 52(1) Hz. It is important
to note that the two curves start from the same initial state with θ|t=0 = 0. Solid lines are
sinusoidal fits to the data.

3.8 Dynamics of spinor condensates in a microwave dressing

field

We observe spin oscillations at every given value of qnet within a wide range, i.e.,

−240 Hz ≤ qnet/h ≤ 240 Hz. Typical time evolutions of ρ0 starting with the same

nonequilibrium initial state at a negative and a positive qnet are shown in Fig. 3.6. We find

that these evolutions can be well fit by sinusoidal functions of the similar oscillation period

T and amplitude A. Note that the hold time t is kept between zero and 2T < 100 ms, in or-

der to ensure accurate measurements of spin dynamics and avoid significant atom losses due

to the presence of off-resonant microwave pulses. On the other hand, our data in Fig. 3.6

shows that the value of ⟨ρ0⟩ is drastically different in the two spin oscillations: ⟨ρ0⟩ > ρ0|t=0

as long as qnet < 0, while ⟨ρ0⟩ < ρ0|t=0 if qnet > 0. Here ⟨ρ0⟩ is the average value of ρ0 over

time in a spin oscillation and ρ0|t=0 is the initial value of ρ0. This phenomenon is observed
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Figure 3.7: Equal-energy contour plots based on Eq. 3.21 for the two experimental condi-
tions shown in Fig. 3.6, i.e., qnet > 0 (left) and qnet < 0 (right). The heavy solid blue and
red lines represent the energy of the above two experimental conditions, respectively. The
dotted black horizontal line is to emphasize the fact that the above two experiments start
with the same initial state which is marked by the solid black circles. Dashed black lines
represent the energy of the separatrix between the running and oscillatory phase solutions.
Darker colors correspond to lower energies.

at every value of qnet when spin oscillations start with the same initial state, although the

period T and amplitude A change with qnet. The above observations agree well with pre-

dictions from the mean-field SMA theory (i.e., Eq. 3.21) as shown by the heavy solid lines

in Figs. 3.7 and 3.8: ρ0 is limited between (ρ0|t=0 − 2A) and ρ0|t=0 at qnet > 0, while it is

restricted between ρ0|t=0 and (ρ0|t=0 + 2A) at qnet < 0. We can thus use the phenomenon

to conveniently determine the sign of qnet, i.e., by comparing the value of ⟨ρ0⟩ of a spin

oscillation to the value of ρ0|t=0.

The value of T as a function of qnet is then plotted in Fig. 3.9 for m = 0 and m = 0.2, which

demonstrates two interesting results. First, when m = 0, the spin oscillation is harmonic

except near the critical values (i.e., qnet/h = ± 52 Hz) where the period diverges. This agrees

with the predictions derived from Eq. 3.21, as shown by the dotted red line in Fig. 3.9. The

energy contour Esep where the oscillation becomes anharmonic is defined as a separatrix in

phase space. A point on the separatrix satisfies the equation ρ̇0 = θ̇ = 0 according to the
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mean-field SMA theory. In fact for our sodium system with c > 0, Esep = qnet for qnet > 0,

while Esep = 0 at m = 0 for qnet < 0. Figure 3.9 shows that the T versus qnet curve is

symmetric with respect to the qnet = 0 axis at m = 0. The period T decreases rapidly

with increasing |qnet| when |qnet| is large, which corresponds to the “Zeeman regime” with

running phase solutions. In the opposite limit, the period only weakly depends on |qnet|,

which represents the “interaction regime” with oscillatory phase solutions. Here |qnet| is

the absolute value of qnet. The value of θ is (or is not) restricted in the regions with

oscillatory (or running) phase solutions. Refs (Black et al., 2007; Liu et al., 2009b) reported
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Figure 3.10: Amplitudes A of spin oscillations shown in Fig. 3.9 as a function of qnet at
m = 0. The dashed black line is a fit based on Eq. 3.21 with the same set of fit parameters
as that applied in Fig. 3.9.

observations of the similar phenomena for qnet > 0 with a F=1 antiferromagnetic spinor

condensate, however, they did not access the negative qnet region.

Figure 3.9 also demonstrates a remarkably different relationship between the total magne-

tization m and the separatrix in phase space: the position of the separatrix moves slightly

with m in the positive qnet region, while the separatrix quickly disappears when m is away

from zero in the negative qnet region. Good agreements between our data and the mean-field

SMA theory are shown in Figs. 3.9 and 3.10. Interestingly, we find that the spin dynamics

which appear in our antiferromagnetic sodium system in the negative qnet region exactly

resembles what is predicted to occur in a ferromagnetic spinor condensate in the positive

qnet region (Lamacraft, 2011; Zhang et al., 2005). Note that R = qnet/c is negative in

both of these two cases. This observation agrees with an important prediction made by

Ref. (Lamacraft, 2011): the spin-mixing dynamics in F=1 spinor condensates substantially

depends on the sign of R. As a matter of fact, our results in the negative qnet region are sim-
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ilar to those reported with a F=1 ferromagnetic 87Rb spinor condensate in magnetic fields

where qnet > 0 (Chang et al., 2005a; Stamper-Kurn and Ueda, 2013). It is worth noting

that our data in Figs. 3.9 and 3.10 may also be extrapolated to understand the relationship

between the separatrix and m in the ferromagnetic Rb system, although this relationship

has not been experimentally explored yet. We may thus be the first to use only one atomic

species to reveal mean-field spin dynamics, especially the different relationship between

each separatrix and the magnetization, of F=1 antiferromagnetic and ferromagnetic spinor

condensates.

In conclusion, we have experimentally studied spin dynamics of a sodium spinor condensate

in a microwave dressing field. In both negative and positive qnet regions, we have observed

harmonic spin oscillations and found that the sign of qnet can be determined by comparing

⟨ρ0⟩ to ρ0|t=0. Our data also demonstrates that the position of the separatrix in phase space

moves slightly with m in the positive qnet region, while the separatrix quickly disappears

when m is away from zero in the negative qnet region. Our data can be well fit by the mean-

field theory and agrees with one of its important predictions: the spin-mixing dynamics in

F=1 spinor condensates substantially depends on the sign of R = qnet/c. This work may be

the first to use only one atomic species to reveal mean-field spin dynamics and the different

dependence of each separatrix on m in F=1 antiferromagnetic and ferromagnetic spinor

condensates. In addition, microwave pulses used in this report can be applied to cancel out

stray magnetic fields and adiabatically sweep qnet from −∞ to +∞.
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CHAPTER IV

ANTIFERROMAGNETIC SPINOR CONDENSATES IN A

TWO-DIMENSIONAL OPTICAL LATTICE

This chapter discusses our experimental results on antiferromagnetic spinor condensates

confined by a two-dimensional optical lattice. One paper related to this topic was published:

• L. Zhao, J. Jiang, T. Tang, M. Webb, and Y. Liu, Antiferromagnetic spinor con-

densates in a two-dimensional optical lattice, Phys. Rev. Lett. 114, 225302 (2015).

Included in Appendix C.

In this Chapter, we experimentally demonstrate that a two-dimensional (2d) optical lattice

can conveniently tune spin dynamics of F=1 antiferromagnetic spinor BECs. We find that

the properties of spinor BECs remain largely unchanged in the presence of a shallow lattice,

while sufficiently deep lattices introduce some interesting changes. First, in every lattice

depth uL that supports a substantial superfluid fraction, we observe spin population oscil-

lations after taking spinor BECs out of equilibrium at a fixed qB. Second, we demonstrate a

lattice-tuned separatrix in phase space, and explain it using lattice-enhanced spin-dependent

interactions. Another remarkable result is our observation of a phase transition from a lon-

gitudinal polar (LP) phase to a broken-axisymmetry (BA) phase in steady states of spinor

BECs confined by sufficiently deep lattices. We find the steady states depend exponentially

on qB and sigmoidally on uL, which agrees with our phenomenological model.

I will first review some basic theories related to optical lattices and the Bose-Hubbard model

for spinor BECs.
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4.1 Optical lattice

An optical dipole trap (ODT) has been a useful technique in lots of experiments. Comparing

to magnetic traps, ODTs allow us to simultaneously confine multiple spin components and

study the properties of spinor BECs within a wide range of external magnetic fields. By

interfering two or more ODT teams, optical standing waves or optical lattices can be formed.

Similar to the derivation of the AC Stark shift induced by microwave dressing fields in

Chapter III, we can write the potential created by a lattice beam having the intensity I(r)

as,

V (r) =
3πc3~Γ
2ω2

R∆
I(r) , (4.1)

where Γ is the nature linewidth, δ is the frequency detuned from the resonance, and ωR is

the resonance frequency of the transition. There are several ways to form an optical lattice.

The most easiest way is to retro-reflect one ODT beam. In this situation, we can assume

the lattice beams are Gaussian beams at a wavelength of λL along the z-axis, and express

the potential created by these beams as,

Vlat(r, z) = 4Vs cos
2

(
2πz

λL

)[
1− 2

(
r

ω0

)2

−
(
z

zR

)2
]
, (4.2)

where we define,

Vs =
3πc3~Γ
2ω2

R∆

2P

πω2
0

, (4.3)

is the peak potential of a single lattice beam and the Gaussian beam profile is described as,

I(r, z) =
2P

πω2
0

[
1− 2

(
r

ω0

)2

−
(
z

zR

)2
]
+O

[(
r

ω)0

)3
]
+O

[(
z

zR

)3
]
. (4.4)

Here, P is the power of the lattice beam, ω0 is the Gaussian beam waist at its focus point,

and zR = πω2
R/λL is the Rayleigh length. Equation 4.2 implies a periodic potential with a

period of λL/2. By changing the angle between these two lattice beams, one can increase

the lattice spacing. Therefore, I’ll limit my discussion to the retro-reflect lattice beam setup,

since all lattice beams in our system are retro-reflected.
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A one-dimensional lattice is constructed by one pair of lattice beams. They create a 2D pan-

cake structure with each lattice site being a quasi two-dimensional disk. A two-dimensional

lattice can be constructed by two pairs of lattice beams, which results in a structure with

quasi one-dimensional tubes. By using three pairs of beams, quasi zero-dimensional dots

are constructed in each lattice site. Near the center of optical lattices, the potential may be

approximated as a sum of a fast sinusoidal oscillating potential and a slow varying harmonic

potential. Here, we will first consider the fast oscillating potential and express it as,

Vlat(x) = uLER

∑
α

1

2
[1 + cos(2kLxα)] , (4.5)

where uL = 4Vs/ER is the dimensionless lattice depth, α sum over all dimensions with

lattice beams, ER = ~2k2L/(2M) is the recoil energy, and kL = 2π/λL. The lattice trap

frequency at the bottom of each lattice site may thus be expressed as,

ωlat =

√
2~2k2L
M

uLER

= 2ER
√
uL . (4.6)

4.2 Band structure

We apply the periodic potential into the Hamiltonian based on the Bloch theorem (Bloch,

1929). The solution of the Schrödinger equation should obey the form:

Ψnk(r) = eik·runk(r) , (4.7)

where k is the quasi momentum, n is the band index, and unk(r) is a periodic function

with the same periodicity as Vlat. Here, since unk(r) is a periodic function of k, k is thus

only defined within one period. A conventional selection is to define k within the first

Bouillon zone. Similar to Chapter III, we use the single spatial mode approximation, and
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then express the wave function as follows,

Ψnk,mF
(r) = eik·runk(r)ψmF e

−
iEmF

t

~ , (4.8)

where ψmF represents the spin domain contribution similar to Chapter III.

There are lots of theories developed in solid state physics to approximately solve this type of

wave functions and to find band structures of the crystal structures. Here, I only consider

the wave function along one dimension and ignore all the interaction Hint terms, which

highly simplify the problem. Under this consideration, we can express unk in a Fourier

expansion,

unk(r) =
1√
2π

∞∑
j=−∞

cj,nke
−ijkLr , (4.9)

which allows us to rewrite the the Schrödinger equation as,

∞∑
j′=−∞

Hj,j′cj′,nk = Enkcj,nk (4.10)

where

Hj,j′ =


[(2j + k/kL)

2 + uL/2]ER +HZ , ifj = j′ ;

−uLER/4 , if|j − j′| = 1 ;

0 , if|j − j′| > 1 .

(4.11)

To numerically solve the Hamiltonian, the contributions of the higher bands may be ignored.

A good solution can be found by only limit j and j′ between -20 and 20, which means the

calculation only use the lowest 20 plane waves. Note that HZ is the Zeeman term and

independent of r or k. Figure 4.1 shows band structures at uL = 5ER, 10ER and 15ER. As

uL increases, energy bands, especially the lowest energy band in the band structure flattens

out, and energy gaps among bands increase. The relation of energy and quasi-momentum

in the lowest band is referred as the dissipation relation T (k,mF ). Figure 4.1 also shows

that the |F = 1,mF = ±1⟩ curve lies slightly above the |F = 1,mF = 0⟩ curve at a large

qB due to the contribution of the quadratic Zeeman energy.
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Figure 4.1: Band structures of ultracold atoms in a 1D optical lattice at uL = 5ER (left
panel), uL = 10ER (middle panel), and uL = 15ER (right panel). Solid and dashed lines
represent the results of the mF = 0 and mF = ±1 states, respectively. qB/h is assumed to
be 1000 Hz.

In the above model, the interaction between atoms are completely ignored. Therefore,

this approximation have some limitations. In the next section, a model including these

interactions is briefly reviewed.

4.3 Bose-Hubbard model

The Bose-Hubbard model is closely related to the Hubbard model, which was introduced in

solid state physics by John Hubbard in 1963 to solve the motion of electrons in crystalline

solid (Hubbard, 1963). This model is then be generalized to bosons (Gersch and Knollman,
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1963), and therefore, the generalized model is called Bose-Hubbard model. After a milestone

experimental work on confining BECs in optical lattices in 2002, the Bose-Hubbard model

has been widely used to understand bosonic gases in optical lattices (Markus Greiner and

Bloch, 2002).

In contrast to the approximation used in Section 4.2, the Bose-Hubbard model takes inter-

atomic interactions into account. It starts from the Hamiltonian given in Eqs. 3.1, 3.2 and

3.19. In a deep lattice, the tunneling rate among lattice sites becomes smaller and the wave

function is localized near the lattice site. Under this expectation, the wave function may

be expressed in terms of a set of Wannier functions,

unk(r) =
1

√
vB

∑
R

wn(r−R)eik·R , (4.12)

where R =
∑

α nαaα is the position of each lattice site, and aα is the unit lattice vector in

α-axis. Therefore, an inverse Fourier transform gives the Wannier function,

wn(r−R)(r) =
1

√
vB

∫
dkunk(r)e

−ik·R , (4.13)

where vB is the volume of the first Brillouin zone. If we consider cold atom gases in deep

lattices where atoms could remain in the lowest energy band, the field operator may be

expressed as ϕ̂mF (r) =
∑

i âimFw0(r −Ri), where i denotes the ith lattice site, and Ri is

the position of ith lattice site. After substituting this equation into Eqs. 3.1, 3.2 and 3.19,

we derive the Hamiltonian of Bose-Hubbard model as follows,

Ĥ =− J
∑

<i,j>,mF

â†imF
âjmF +

U0

2

∑
i

n̂i(n̂i − 1) +
U2

2

∑
iγll′nn′

â†ilâ
†
in(fγ)n,n′(fγ)l,l′ âin′ âil′

+ qnet
∑
i,mF

m2
F n̂imF − µ

∑
i

n̂i − µm
∑
i,mF

m̂Fni,mF , (4.14)

where J =
∫
drw∗

0(r−Ri)[− ~2
2M∇2 + Vlat(r)]w0(r−Ri) is the hopping energy with i and j

are nearest neighbor sites, U0 = c0
∫
dr|w0(r)|4 is the spin-independent on-site interaction

energy, U2 = c2
∫
dr|w0(r)|4 is the spin-dependent interaction energy, µm = pnet is the linear
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Table 4.1: List of scattering lengths a0 and a2 in the unit of Bohr radius aB and the ratio
between spin-dependent and spin-independent interaction energy U2/U0. Values are cited
from Refs. (Knoop et al., 2011; van Kempen et al., 2002; Falke et al., 2008; Lysebo and
Veseth, 2010).

Spinor gas a0/aB a2/aB U2/U0
23Na F = 1 48.91±0.40 54.54±0.20 0.036
87Rb F = 1 101.8±0.2 100.4±0.1 -0.0046
41K F = 1 68.5±0.7 63.5±0.6 -0.026

Zeeman energy, n̂i,mF = â†imF
âimF , and n̂i =

∑
mF

n̂i,mF .

From the expression of U0 and U2, it’s easy to notice that the ratio between them is fixed,

i.e.,

U2

U0
=
c2
c0

=
a2 − a0
a0 + 2a2

, (4.15)

for each spinor gas. Table 4.1 lists this ratio for several typical spinor gases. In this thesis,

I only keep one significant digit and use U2 = 0.04U0 for sodium atoms.

By ignoring interatomic interactions (U0 and U2 terms) and by limiting the calculation
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Figure 4.2: Dispersion relations of mF = 0 atoms at uL = 5Er (green lines), uL = 10Er
(red lines) and uL = 15Er (blue lines). Lighter solid lines are predicted by Bloch theorem
(see Section 4.2). Darker dotted lines are predicted by the non-interacting Bose-Hubbard
model (see Section 4.3).
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inside a deep lattice, we may express âimF in a Fourier series as follows,

âimF =
1√
Nsite

∑
k

b̂kmF
eik·Ri , (4.16)

where Nsite is the total number of lattice sites. We then substitute this expression (Eq. 4.16)

into Hnon−int, the Hamiltonian without the interatomic interactions. Then, after a diago-

nalization, we can express Hnon−int as follows

Ĥnon−int =
∑
k

EkmF
b̂†kmF

b̂kmF
, (4.17)

where

EkmF
= 4J

∑
α

sin2(
1

2
k · aα) + qnetm

2
F − µ− µmmF (4.18)

is the dispersion relation under this approximation.

Note that this dispersion relation derived from the Bose-Hubbard model, i.e., Eq. 4.18,

only considers the hopping between nearest neighbors. It works well when next nearest

neighbors or farther sites have a negligible hopping rate in deep lattices. A comparison

between this approximation and the one derived from Bloch theorem reviewed in the last

section is shown in Fig. 4.2. Agreements between these two approximations shown in this

figure may be a justification of this model.

4.4 Experimental procedures

The procedure of BEC production and purification into the |F = 1,mF = −1⟩ state in

a crossed optical trap was introduced in Chapter II and Ref. (Jiang et al., 2013). To

adiabatically load the BEC into a 2d lattice, we decompress the optical trap to a value

which minimizes intra-band excitations and ensures approximately constant Thomas-Fermi

radii while linearly ramping the lattice potential within tramp > 40 ms. We construct the 2d

lattice in the x̂-ŷ horizontal plane using two linearly-polarized beams which originate from

a single-mode laser at λL = 1064 nm, have a waist of ∼90 µm at the condensate, and are
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Figure 4.3: Schematic of our lattice setup. Both lattice beams are retro-reflected. Inset-1:
A enlarged view of the center region of the main figure. Atoms in 2D lattices are shown in
the center. Inset-2: Schematic of the reciprocal lattice. Absorption images taken from two
different directions are also shown.

retro-reflected to form standing waves, as shown in Fig. 4.3. To eliminate cross interference

between different beams, the two lattice beams are frequency-shifted by 20 MHz with respect

to each other. uL is calibrated using Kapitza-Dirac diffraction patterns. All lattice depths

studied in this Chapter are kept below 15.0(5)ER to avoid SF-MI phase transitions and

thus maintain a sufficient superfluid fraction in our system. We apply a resonant rf-pulse

of a proper amplitude and duration to lattice-trapped BECs for preparing an initial state

with any desired combination of the three mF states at qB/h = 42 Hz, and then quench

qB to a desired value. After holding atoms for a variable time duration thold, we abruptly

switch off all lattice and trapping potentials. The fractional population of each mF state,

ρmF , is measured with Stern-Gerlach absorption imaging after a certain time of flight tTOF.

The initial ρ0 is 0.46, the initial relative phase among the three spin states is zero, and tTOF
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Figure 4.4: Time evolutions of ρ0 when uL = 4.5ER (triangles) and 2.5ER (circles). Solid
lines are sinusoidal fits to extract oscillation periods.

is 6 ms unless otherwise specified. The total magnetization m = ρ+1 − ρ−1 appears to be

conserved in every time evolution studied in this paper.

4.5 Spin dynamics in optical lattices

In the presence of a shallow lattice of uL < 5ER, we observe spin population oscillations

similar to those occurring in free space, as shown in Fig. 4.4. Sharp interference peaks

are observed after we release BECs from the shallow lattice (see Fig. 4.3 inset-2), which

indicates coherence and superfluid behavior in the system.

As the lattice is made deeper, spin oscillations damp out more quickly (especially in the

vicinity of each separatrix). These fast damped oscillations make it hard to extract oscil-

lation periods and precisely locate each separatrix even at a moderate uL (e.g., 4.5ER), as

shown in Fig. 4.4. A typical anharmonic spin oscillation near a separatrix is shown in the
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inset in Fig. 4.5.

In addition, the separatrix position shifts to a much higher qB when uL increases, as shown

in Fig. 4.5. We find our system can be understood by two models: the Bose-Hubbard

model discussed in Ref. (Mahmud and Tiesinga, 2013) and Section 4.5 for uL > 5ER, and

SMA defined in Ref. (Zhang et al., 2005) and Section 3.5 for uL < 5ER. We can estimate

U2 by U2 ≃ qB at each separatrix for the initial state studied in Figs. 4.4 and 4.5 (Zhao

et al., 2014b). Therefore, the observed lattice-tuned separatrix in phase space (i.e., the

separatrix position shifts with uL) is thus mainly due to the fact that U2 greatly increases

with uL. Fig. 4.5 shows a good numerical example: U2/h is increased from 14 Hz to 32 Hz

by changing uL from 2.5ER to 4.5ER.
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4.6 Steady states of spinor gases in lattices

‘

Spin oscillations completely damp out and spinor BECs reach their steady states when thold

is long enough, as shown in Fig. 4.6(c). Sufficiently deep lattices are found to bring some

interesting changes to the steady states. Figure 4.6(c) demonstrates one of such changes:

once uL is sufficiently large, the steady states undergo a phase transition from a LP phase

(where ρ0 = 1) to a BA phase (where 0 < ρ0 < 1) at m = 0. We repeat the same

measurements with only one parameter changed, i.e., by blocking the retro-reflected path

of each lattice beam to eliminate standing waves and construct a crossed optical dipole trap

(ODT). Its resulting trap depth is uODT, as illustrated in Fig. 4.6(e). The power of every

beam in Fig. 4.6(d-f) is four times of that in Fig. 4.6(a-c) to ensure uL = uODT. Our data

in Fig. 4.6(f) show that spinor BECs at m = 0 always reach the LP phase when there are

no standing waves. The dramatically different results shown in Fig. 4.6 imply a necessity

to understand this LP-BA transition with lattice-modified band structures.

We then study spin oscillations and steady states within a much wider range of uL and m.

Steady states appear to depend sigmoidally on uL at a fixed qB, as shown in Fig. 4.7. The

inset in Fig. 4.7 demonstrates another surprising result: the observed relationship between

ρ0 and m in steady states at a sufficiently large uL is well fit by ρ0 = (1 − |m|)/3, which

is drastically different from a well-known mean-field prediction (i.e., ρD≈0
0 as illustrated by

the black dotted line) in Eq. 3.23. This mean-field prediction assumes quantum depletion

D is negligible, where D represents the fraction of atoms situated in non-zero momentum

states. Based on Bogoliubov theory, the D ≈ 0 assumption is correct in free space and very

shallow lattices for our system (Xu et al., 2006). We extract D from TOF images with two

fitting methods which render similar results, as shown in Fig. 4.8. We then confirm D < 5%

at uL ≤ 3ER. Note that the trapping frequency in each lattice site is much bigger than

U0/h (Xu et al., 2006). Our TOF images thus reflect the momentum distribution at the

instant of the lattice release and enable us to directly measure D.
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eye. (d-f) Respectively similar to Panels (a-c) except that each beam is not retro-reflected.
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Figure 4.7: ρ0 in steady states as a function of uL (main figure) and |m| (inset figure). Solid
lines are predictions derived from Eq. (4.20). The dashed and dotted lines respectively
represent a sigmoidal fit and the mean field prediction ρD≈0

0 , i.e., Eq. 3.23.

We also find that D increases with thold and uL, and approaches one in steady states when

uL > 10ER, as shown in Fig. 4.9. This lattice-enhanced quantum depletion mainly results

from the lattice-flatten dispersion relation and lattice-enhanced interactions, and was orig-

inally observed in scalar BEC systems (Xu et al., 2006). We develop one phenomenological

model to incorporate the observed D and find this model can semi-quantitatively describe

our data without adjustable parameters, as shown in Figs. 4.7 and 4.10. In this model, the

steady states are determined by a comparison between T (k,mF = 0) and T (0,mF = ±1),

where T (k,mF ) is the dispersion relation of the mF state. Figure 4.11 illustrates two exam-

ple comparisons. Note that only the first Brillouin zone is considered, since the population

in higher bands is negligible. Based on Refs. (Xu et al., 2006; Fisher et al., 1989; Jaksch

et al., 1998) and Eq. 4.18, we calculate T (k,mF ) as follows,

T (k,mF ) = 4J
∑
α=x,y

sin2
(
πkα
2kL

)
+ ER

k2z
k2L

+ qBm
2
F , (4.19)

where a uniform density function is applied along the vertical direction without a lattice
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(a)

(b)

TOF image
z-axis

Figure 4.8: (a) A typical TOF image for extracting the number of atoms in all non-zero
momentum states ND. Using Method-1 suggested by Ref.(Xu et al., 2006): we mask off
all the interference peaks, and conduct a 2D Gaussian fit to the background for extracting
ND. The extracted D is 53% from this image. (b) Density profile (red dotted line) of the
image shown in Panel (a) through all interference peaks. Using Method-2 (blue solid line),
we plot a density profile of a TOF image through all interference peaks, and then fit the
density profile with a combination of eight Gaussian functions, i.e., one function to each
interference peak, and the eighth one to the broad background for extracting ND. The
extracted D is 52.5%. The black dashed line highlights the quantum depleted fraction.

(the z-axis), and J is calculated using a Wannier density function along each of the two

horizontal directions with lattices. The linear Zeeman effect is ignored because it remains

unchanged in coherent inter-conversions.

We divide T (k,mF = 0) into two regions based on T (0,mF = ±1), i.e., set the boundary

of the two regions at kc which satisfies T (kc,mF = 0) = T (0,mF = ±1), as marked by

vertical dotted lines in Fig. 4.11. The dispersion relations are significantly flattened as uL

increases, since the predicted width of the first band is ∼ 4J and J exponentially reduces

with uL (Fisher et al., 1989; Xu et al., 2006). To clearly explain our model using the

dispersion relations shown in Fig. 4.11, we only consider m = 0 and ky = kz = 0 in this
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Figure 4.9: Wx (triangles), Wz (squares), and D (circles) in steady states as a function of
uL. The widths are normalized by kL. Lines are respectively sigmoid fits to Wx and D, and
a linear fit to Wz.

paragraph. In Region-1 where 0 ≤ |kx| < |kc|, atoms in the mF = 0 state always have

energy smaller than those in the mF = ±1 states. The steady states should thus be the

mF = 0 state (i.e., ρ0 = 1), which equals ρD≈0
0 . When D is big enough, atoms start to

occupy Region-2 where |kc| ≤ |kx| ≤ kL. The mF = 0 atoms in Region-2 are degenerate

with mF = ±1 atoms at certain other momenta. This degeneracy may account for the

phenomenological relationship shown in Fig. 4.7, i.e, ρ0 = 1/3 in steady states at a big

uL. Our data and the dispersion relations thus suggest that atoms in steady states may be

equally distributed among the three mF states at a big enough D.

We can apply similar discussions and our model to all non-zero m. Thus ρ0 in the steady

states is expressed as,

ρ0 ≈
∫
Region−1

n(k)ρD≈0
0 dk+

∫
Region−2

n(k)
1− |m|

3
dk . (4.20)

The normalized atomic density in steady states, n(k), is calculated by the following phe-

nomenological formula: n(k) = (1−D)δk+D exp[−(k2x/W
2
x+k

2
y/W

2
y +k

2
z/W

2
z )/2]/A, where

Wx and Wz are the half widths of a 2d Gaussian fit to a TOF distribution within the first
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Figure 4.10: ρ0 in steady states as a function of qB. Dashed lines are predictions derived
from Eq. (4.20). Green, blue, black, and red colors respectively represent results at uL = 3,
6, 8, and 10ER.

Brillouin zone, Wy = Wx, A is a normalization factor A =
∫
exp[−(k2x/W

2
x + k2y/W

2
y +

k2z/W
2
z )/2]dk, integrate over the first Brillouin zone, and δ is a Dirac-delta function. Fig-

ure 4.9 shows thatWx and D sigmoidally increase with uL, and saturate at their peak values

when uL > 10ER, i.e., atoms occupy all available states and quantum depletion saturates

the first Brillouin zone in a deep lattice. In contrast, Wz appears to be independent of uL,

which implies a constant system temperature.

The observed sigmoidal dependence of steady states on uL and the exponential dependence

on qB can be explained by our model, i.e., Eq. 4.20, as respectively shown in Figs. 4.7

and 4.10. Quantitative agreements between our model and data are found everywhere except

in high magnetic fields where qB/h > 1000 Hz, and in a lattice where 4ER ≤ uL ≤ 6ER.

Limited imaging resolutions and heating induced by an extra magnetic coil in creating high

qB may both contribute to the discrepancy.

To better understand the LP-BA phase transition, we plot ρ0 versus U2D/qB (a dimen-

sionless ratio) at m = 0 in Fig. 4.12. Here U2/qB is the key factor determining the spinor

76



7

1

-kL 0 kL

3 ER

q
B
/h = 350 Hz

T
(k

,m
F
)/

q
B

kx

5

3

-kc
10 ER kc

10 ER

10 ER

6

0

4

2

-kc
3 ER kc

3 ER

|1,±1>

|1,0 >

Figure 4.11: Dispersion relations normalized by qB as a function of kx when ky = kz =
0. Solid (dashed) lines represent results of the mF = 0 (mF = ±1) states. The black
horizontal dotted line marks T (k,mF ) = qB, and vertical dotted lines mark boundaries
between Region-1 and Region-2 at uL = 3 and 10ER.

dynamics in free space, D represents the lattice-induced effect, and both D and U2 increase

with the spin-independent interaction U0. Two interesting results are found in Fig. 4.12:

all 80 data points taken at very different uL and qB are fit by one sigmoid function; and

the critical point of the LP-BA transition appears to be U2D/qB ∼ 0.01. (In contrast, each

predicted separatrix locates around U2/qB = 1 based on SMA and parameters studied in

Fig. 4.12.) The LP-BA transition may thus result from a competition between qB and the

“effective” interaction U2D, i.e., regions with strong enough interactions may prefer the

BA phase. In principle, we can verify this using other methods which can efficiently tune

interatomic interactions, e.g., via Feshbach resonances.

In conclusion, we have conducted the first experimental study on dynamics and the phase

diagram of lattice-trapped antiferromagnetic spinor BECs. A lattice-tuned separatrix in

phase space and the LP-BA phase transition in steady states have been observed. We

have found that ρ0, D, and thus the main findings of this paper are nearly independent of
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Figure 4.12: ρ0 in steady states versus U2D/qB. Black, red, blue, green, and purple colors
respectively represent data used in Figs. 4.7 and 4.10, and additional data taken at qB/h =
226, 680, and 912 Hz. The solid line is a sigmoid fit.

tTOF. We have also developed a phenomenological model that describes our data without

adjustable parameters.
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CHAPTER V

FUTURE DIRECTIONS: SPIN-SQUEEZING AND ITS IMMEDIATE

APPLICATIONS IN QUANTUM INFORMATION SCIENCE

It is well known that nonlinear spin Hamiltonians give rise to spin squeezing (Duan et al.,

2000; Shen and Duan, 2013; Kitagawa and Ueda, 1993; Hamley et al., 2012; Gerving et al.,

2012). A simplest Hamiltonian that yields squeezing is −→α ·
−→
S +βS2

z . Ref. (Duan et al., 2000)

was able to theoretically realize such a simple nonlinear Hamiltonian for a two-component

BEC and showed the existence of squeezing and entanglement. The nonlinearity explained

in Ref. (Duan et al., 2000) arose from self interactions in BECs. Self interactions lead to a

wide variety of nonlinear effects in BECs, such as solitons (Strecker et al., 2002) and four

wave mixing (Deng et al., 1999; Denschlag et al., 2000). At the level of quantum fluctua-

tions, it has been argued that even a one-component BEC can give rise to sub-Poissonian

statistics of the BEC density (Dunningham et al., 2002; Deb and Agarwal, 2002). A few

experimental groups have recently made significant progress on generating spin-squeezing

in a 87Rb BEC, such as Ref. (Riedel et al., 2010) reported a spin-squeezed state with spin-

squeezing parameter of −2.5 ± 0.6 dB from controlling elastic collisional interactions with

a state-dependent microwave potential, and Ref. (Hamley et al., 2012) demonstrated spin-

nematic quadrature squeezing with 8-10 dB improvements over the standard quantum limit

due to spin-exchange collisions.

On the other hand, collective coupling of spinor BECs to a light field introduced by a quan-

tum non-demolition (QND) measurement can also create spin-squeezed states. Quantum

79



interface of atoms and a light field and its applications in magnetometry have been studied

for decades in various mediums, such as hot atomic vapors, atoms confined in magneto-

optical traps (MOT), alkali atoms trapped in an optical dipole trap, and BECs. A BEC

appears to be a very attractive medium because it overcomes a number of problems associ-

ated with other mediums. Thermal diffusive motions and spin depolarization in hot atomic

vapors are frozen out at the ultracold BEC temperatures (hundreds of nanoKelvin). Co-

herent time of a spinor BEC is significantly longer than those observed in optical or MOT

trapped atomic ensembles (Liu et al., 2009a). And most importantly, resonant optical depth

in a BEC is very high and can reach a few hundred or more. A good example of these ad-

vantages is that the first classical coherent storage of light was observed in BECs (Liu et al.,

2001).

The QND measurement projects the system into an eigenstate of the observable such that

subsequent measurements of the same observable will return the same result. It can turn a

coherent spin state into a spin-squeezed spin state by reducing the uncertainty of the total

spin of the BEC in one direction and increasing the uncertainty in the orthogonal direction.

Higher detection power and larger optical depth of the ensemble will create larger spin-

squeezing with this method. Working with BECs and performing a measurement in a

build-up cavity (Tuchman et al., 2006) are two possible methods to obtain larger optical

depth, and thus more spin-squeezing. The QND detection can be used both to create the

state and to detect the state. One good candidate for the QND projection is Faraday

rotation spectroscopy which measures the rotation of the linear polarization of a far off

resonant laser beam. Our group will experimentally implement this idea on spinor BECs

and to calculate the expected signatures in magneto optical rotations of the incoming light.

In order to make the Faraday measurement QND, we can stroboscopically modulate the

probe light intensity at a frequency of 2fL. Therefore the spin-state is measured with peak

intensity when the squeezed axis is along the detection axis, and with minimum intensity

when the anti-squeezed axis is along the detection axis (Caves et al., 1980; Braginsky et al.,

1992).

In addition, our group will also investigate immediate applications of spin-squeezing in
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quantum information science. For example, implement the first ultra-precise magnetome-

ter of micron spatial resolution and femto-tesla field sensitivity with spin-squeezed sodium

BECs. Precise magnetometers have made it possible to image vortex dynamics in two-

dimensional superconducting films, map geomagnetic anomalies, and sense the magnetic

field of the brain. We will apply the proven optical measurement methods of atomic mag-

netometry (Liu et al., 2009b; Budker and Romalis, 2007), but replace the hot atomic vapor

at 500 Kelvin with ultracold BECs at 100 nanoKelvin. Thermal diffusions that limit the

sensitivity of hot-vapor magnetometers are frozen out at BEC temperatures. Spin noise in

conventional magnetometers is suppressed by spin-squeezing. This would improve the field

sensitivity of the spinor-BEC-based magnetometer beyond the shot-noise limit. This spinor-

BEC-based magnetometer will also be upgraded to a precise magnetic scanning microscope

via spatially scanning optical traps.
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Optimizing a spin-flip Zeeman slower

L. Zhao,∗ J. Jiang, and Y. Liu
Department of Physics, Oklahoma State University, Stillwater, OK 74078

We present a design of a spin-flip Zeeman slower controlled by a fast feedback circuit for a sodium
Bose-Einstein condensate apparatus. We also demonstrate how the efficiency of the slower strongly
depends on its intrinsic parameters, and compare these observations with a few theoretical models.
Our findings lead to a simple three-step procedure of designing an optimal Zeeman slower for neutral
atoms, especially for those atomic species with high initial velocities, such as sodium and lithium
atoms.

PACS numbers: 020.3320, 020.7010, 020.7490, 020.0020

I. INTRODUCTION

Laser cooling and trapping neutral atoms with a
magneto-optical trap (MOT) has become an important
step in a successful production of ultracold quantum
gases [1]. To improve the capture efficiency of a MOT, a
number of slowers were invented to slow hot atoms before
they overlap with the MOT [1–6]. Atoms and a resonant
laser beam counter propagate in a slower. The longi-
tudinal velocity and corresponding Doppler shift of these
atoms decrease after they absorb resonant photons. After
a few such absorptions, these slowed atoms are no longer
resonant with the laser beam and thus cannot be further
slowed down. In order to continuously slow atoms along
the laser beam path, one can vary the laser frequency
accordingly as with the frequency chirp method [7] or by
using broadband lasers [8]. Another widely-used method
is to compensate differences in the Doppler shift with a
spatially varying magnetic field generated by a Zeeman
slower while keeping the laser frequency unchanged [1, 3–
5, 9–13]. In this paper, we present the design and con-
struction of a spin-flip Zeeman slower controlled by a fast
feedback circuit for a sodium Bose-Einstein condensate
(BEC) apparatus. An efficient method of optimizing a
slower with our simulation program and by monitoring
the number of atoms trapped in the MOT is also ex-
plained. In addition, our data demonstrates how the
efficiency of a slower strongly depends on a few of its
intrinsic parameters, such as the intensity of the slowing
laser beam and the length of each section in the slower.
These findings result in a simple three-step procedure of
designing an optimal Zeeman slower for neutral atoms,
especially for those atomic species with high initial ve-
locities, for example lithium atoms.

II. EXPERIMENTAL SETUP

A sodium beam is created by an oven consisting of a
half nipple and an elbow flange. A double-sided flange

∗ lichao@okstate.edu

with a 6 mm diameter hole in the center is used to col-
limate the atomic beam. To collect scattered atoms, a
cold plate with a 9 mm diameter center hole is placed
before a spin-flip Zeeman slower and kept at 10 ◦C with
a Peltier cooler. Our multi-layer slower has three differ-
ent sections along the x axis (i.e., a decreasing-field sec-
tion, a spin-flip section, and an increasing-field section),
as shown in Fig. 1(a). Compared with the single-layer
Zeeman slower with variable pitch coils [11], this multi-
layer design provides us enormous flexibilities in creating
large enough B for slowing atoms with high initial veloc-
ities (e.g., sodium and lithium atoms). The first section
of our Zeeman slower produces a magnetic field with de-
creasing magnetic field strength B. We choose B ∼ 650
Gauss at the entrance of the slower, so the slowing beam
only needs to be red-detuned by δ of a few hundred MHz
from the D2 line of 23Na atoms. This frequency detuning
is easily achieved with an acousto-optic modulator, but
is still large enough to avoid perturbing the MOT. The
spin-flip section is simply a bellow as to maintain B = 0
for atoms to be fully re-polarized and also to damp out
mechanical vibrations generated by vacuum pumps. The
increasing-field section creates a magnetic field with in-
creasing B but in the opposite direction to that of the
decreasing-field section, which ensures the magnetic field
quickly dies off outside the slower. This slower can thus
be placed close to the MOT, which results in more atoms
being captured. The MOT setup is similar to that of our
previous work [14] and its maximum capture velocity vc
is ∼ 50 m/s.
To precisely adjust B inside the slower, all layers of

magnetic coils are divided into four groups, and different
layers in each group are connected in series and controlled
by one fast feedback circuit. A standard ring-down cir-
cuit consisting of a resistor and a diode is also connected
in parallel with each coil for safely shutting off the induc-
tive current in the coil. An important chip in our control
circuit is a high power metal oxide semiconductor field
effect transistor (MOSFET) operated in the linear mode.
We use a number of MOSFETs connected in parallel and
mount them on the top of a water-cooled cold plate to
efficiently cool them. A carefully chosen resistor Rs of
50 mΩ is connected to each MOSFET’s source terminal
to encourage equal current splitting among the MOS-
FETs in parallel. Rs also limits MOSFET’s transcon-
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FIG. 1. (color online) (a) schematic of our spin-flip Zeeman
slower. The first layer of the decreasing-field coils has 188
turns and its length is 0.54 m. The second layer is 0.51 m
long and wrapped on the surface of the first layer. Similarly,
the following layers are wrapped on the surface of its corre-
sponding previous layer. The increasing-field section has five
layers and is constructed in a similar way. All axes are not
to scale. (b) A comparison between a theoretical prediction
(solid red line) and the performance of our optimized Zeeman
slower (dash-dotted blue line), with δ = −512 MHz and η
in decreasing- and increasing-field sections being set at 0.65.
Atoms propagate along the positive x-axis direction. The
MOT center locates at 0.45 m, where residual magnetic fields
created by the slower are negligible.

ductance to a narrow range, which enables our feedback
circuit to control both low and high electric currents with
a single set of gains. The design of this feedback circuit
is available upon request.

III. OPTIMIZATION

When neutral atoms pass through the Zeeman slower,
only those atoms with a longitudinal velocity v(x) =
−[2πδ+µB(x)/~]/k are resonant with the slowing beam
and can be slowed. Here µ is the magnetic moment, ~ is
the reduced Planck’s constant, k and δ are the wavevector
and frequency detuning of the laser beam, respectively.
The actual deceleration as = ηamax in the slower is thus
given by

dB(x)

dx
= −as

~k

µv
= ηamax

~k2

µ[2πδ + µB(x)/~]
, (1)

where η is a safe factor to account for magnetic field
imperfections in a given slower and the finite intensity
of the slowing laser beam, and amax = ~kΓ/2m is the
maximal achievable deceleration. m and Γ are the mass

and the natural linewidth of the atoms, respectively.
Our largest MOT is achieved when we match B(x)

inside the slower as precisely as possible to a prediction
derived from Eq. 1 with η being set at 0.65 in decreasing-
and increasing-field sections and vf = 40 m/s, as shown
in Fig. 1(b). Here vf is the velocity of atoms at the end
of the slower. N , the number of atoms in a MOT, can
also be boosted by a larger atomic flux with a hotter
atomic oven. However, this is generally not a favorable
method due to two reasons. First, a hotter oven gener-
ates atoms with higher initial average velocities, but a
slower can only handle entering atoms of a certain max-
imum velocity. Second, alkali metals’ consumption rates
sharply increase with the oven temperature.
We find that convenient parameters to adjust are slow-

ing beam’s intensity I and frequency detuning δ, electric
current i in each magnetic coil, and the length of each
section of the slower. These parameters, however, can-
not be optimized independently since there is a strong
correlation among them. In order to efficiently optimize
the slower, we developed a computer program to sim-
ulate B(x) and compared the simulation results to the
actual magnetic field strengths in the slower under many
different conditions (e.g., at various values of i). The ac-
tual magnetic field strengths were measured with a pre-
cise Hall probe before the slower was connected to the
vacuum apparatus. The agreements between the simu-
lation results and the measurements are good, i.e., the
discrepancies are < 5 %. This simulation program can
thus mimic the actual performance of a Zeeman slower
and provide a reasonable tuning range for each aforemen-
tioned parameter, which allows for efficiently optimizing
the slower. Our simulation program is available upon
request.
One common way to evaluate a slower’s performance

is from knowing the exact number of atoms whose ve-
locities are smaller than vc with a costly resonant laser.
In the next four subsections, we show that a convenient
detection method of optimizing a slower is to monitor
the number of atoms captured in the MOT, i.e., more
atoms trapped in a given MOT setup indicate a better
performance of the slower.

A. Intensity of the slowing beam

Figure 2 shows that the MOT capture efficiency
strongly depends on the slowing beam power P , i.e., N
increases with P and then stays at its peak value Nmax

when P is higher than a critical value. This can be un-
derstood from the relationship between the safe factor
η of a slower and the slowing beam intensity I. Based
on Ref. [13], the safe factor ηlaser at a finite I can be
expressed as,

ηlaser =
I/Is

1 + I/Is + [ 2πδ+µB/~+kv
Γ/2 ]2

≤ ηmax
laser =

I/Is
1 + I/Is

,

(2)
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FIG. 2. (color online) N as a function of the slowing beam
power P with 1 mW corresponding to I0/Is = 2.5. The solid
line is a fit based on Eq. 3 with η in decreasing- and increasing-
field sections being set at 0.65. Inset: ηp as a function of P
for our apparatus.

where Is is the saturation intensity of neutral atoms, e.g.,
it is 6.26 mW/cm2 for sodium atoms. Eq. 2 implies that
the safe factor of any optimal Zeeman slower has an up-
per limit, ηmax

laser, as long as the slowing beam intensity is
fixed. In other words, a bigger η in the decreasing- or
increasing-field section does not always lead to a more
efficient Zeeman slower if I is given.
For a Gaussian slowing beam with a width W , its in-

tensity I can be expressed as I(r) = I0 · e
−

2r
2

W2 . Here r
is the distance away from the slowing beam center and
I0 = 2P/(πW 2) is the beam intensity at r = 0. N can
be given by,

N(P ) =
Nmax

πR2
0

∫ R0

0

H [ηmax
laser(r) − η] 2πrdr

=
Nmax

R2
0/2

∫ R0

0

H

[

P · exp(− 2r2

W 2 )
π
2
W 2Is + P · exp(− 2r2

W 2 )
− η

]

rdr .

(3)

Here H [r] is a unit step function of r to account for
the fact that atoms can be efficiently slowed only when
η ≤ ηmax

laser
(r), and R0 is the radius of the atomic beam.

Figure 2 shows that our data taken with η = 0.65 in
decreasing- and increasing-field sections can be well fitted
by Eq. 3 and N saturates at P ≥ 70 mW. This indicates
that 70 mW is the minimum power to achieve η = 0.65
for our apparatus. We can thus define a ηp, the preferred
η in decreasing- and increasing-field sections at a given
P , and derive its expression from Eq. 3 as follows,

ηp = P · exp(−
2R2

0

W 2
)/[

π

2
W 2Is + P · exp(−

2R2
0

W 2
)] . (4)

The predicted ηp as a function of P for our apparatus
is shown in the inset in Fig. 2, which implies P sharply
increases with ηp and is infinitely large at ηp = 1. There-
fore, the first step in designing an optimal Zeeman slower

is to determine ηp from Eq. 4 based on the available slow-
ing beam power.

B. The decreasing-field section

To focus on the decreasing-field section, our data
shown in this subsection are taken with η being set at
0.65 in the increasing-field section, a fixed distance be-
tween the atomic oven and the MOT center to maintain
a fixed solid angle for an atomic beam, δ = −512 MHz,
and P = 70 mW which implies ηp is 0.65. Based on the
discussions in Refs. [3, 9], N can be expressed as

N =

∫ vmax

0

N0(v)f(v)dv , (5)

where N0(v) ∝ v3e
−

mv
2

kBT is the initial number of atoms
created by the oven, kB is the Boltzmann constant, and
the oven temperature T is set at 530 K in this work.
f(v) is a correction factor to account for the transverse
velocity distribution of slowed atoms after they absorb
resonant photons in a Zeeman slower, which can be ex-
pressed as

f(v) = 1− exp

[

−
r2mot

(vrv/3)L2/v2f

]

. (6)

Here rmot is the radius of a MOT, L is the distance be-
tween the MOT center and the end of a Zeeman slower,
vr is the recoil velocity of an atom in a slowing process,
and

√

vrv/3 is the transverse velocity of slowed atoms [9].
In Eq. 5, vmax is the maximum velocity of entering atoms
which can be handled by a slower. For a spin-flip Zeeman
slower, vmax is given by

vmax =
√

v2
sf
+ 2ηd · amax · Ld , (7)

where Ld and ηd are the length and the actual safe
factor of the decreasing-field section, respectively. And
vsf = 2πδ/k is the velocity of atoms which are resonant
with the slowing beam at the spin-flip section, since B
is zero in this section. For example, vsf is 302 m/s at
δ = −512 MHz in our sodium BEC apparatus.
For a given δ, Eqs. 5-7 predict that N should monoton-

ically increase with vmax, i.e., N increases with ηd at a
fixed Ld (or N increases with Ld at a fixed ηd). However,
our observations shown in Fig. 3(a) are drastically differ-
ent from this prediction: at each Ld studied in this paper,
N appears to first increase with ηd, reach its peak Nmax

at a critical value of ηd, and then decrease with ηd. Based
on Eq. 7, we can also plot these data points as a function
of vmax, as shown in Fig. 3(b). At each value of Ld, the
agreement between our data and a theoretical prediction
derived from Eqs. 5-7 (dotted black line) can only be
found when vmax is smaller than 800 m/s, which is ap-

proximately equal to the mean velocity (
√

9πkBT/8m )
of atoms entering our slower.
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FIG. 3. (color online) N as a function of ηd (a) and vmax (b) with η being set at 0.65 in the increasing-field section, δ =
−512 MHz, and P = 70 mW. Dotted black line in Panel (b) is a fit based on Eqs. 5-7. (c) ∆N/∆Ld as a function of ηd. Here
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dashed line marks the position of ηp, which is determined by the slowing laser beam power.

In addition, we plot ∆N/∆Ld as a function of ηd
in Fig. 3(c), where ∆N/∆Ld represents the number of
extra atoms in the MOT gained from elongating the
decreasing-field section by ∆Ld = Ld − 0.15 m. Fig-
ure 3(c) shows that ∆N/∆Ld drops to a much smaller
value when Ld is increased from 0.3 m to 0.48 m. This
implies the ideal length of the decreasing-field section for
our apparatus should be longer than 0.3 m and shorter
than 0.48 m. It is worth noting that ∆N/∆Ld peaks at
ηd ∼ 0.65 for each value of Ld, as shown in Fig. 3(c).
Interestingly, the predicted ηp from Eq. 4 is also 0.65 at
P = 70 mW, and Fig. 3(a) shows ηd ∼ 0.65 is also the po-
sition where the largestN occurs. This indicates that η of
our optimized decreasing-field section is actually equal to
ηp. Therefore, one important procedure in designing an
optimal Zeeman slower is as follows: 1) find out ηp based
on Eq. 4 from the available slowing beam intensity; 2)
determine the length of the decreasing-field section from
Eq. 7, i.e., Ld = [9πkBT/8m − (2πδ/k)2]/(2ηpamax); 3)
find out electric currents i of decreasing-field coils with
our simulation program by precisely matching the simu-
lated B to a prediction derived from Eq. 1.

C. The increasing-field section

The aforementioned discussion on the decreasing-field
section applies to the increasing-field section as well. To
only study the increasing-field section, data shown in this
subsection are taken at ηd = ηp = 0.65, Ld = 0.54 m, and
P = 70 mW.
Our data in Fig. 4(a) shows that N is not a mono-

tonic function of i at a given δ. N first increases with
i and reaches a peak at a critical value ic, because
a higher i leads to a larger deceleration which means
more atoms can be slowed and captured in the MOT.
When i is higher than ic, we find that N sharply de-
creases with i due to atoms being over-slowed. Because
vf = −(2πδ + µBiMax/~)/k, the data points in Fig. 4(a)
can be converted to reveal the relationship between N

and vf , as shown in Fig. 4(b). Here BiMax is the maxi-
mum magnetic field strength created by the increasing-
field section at a fixed i. We find four interesting results:
N always peaks around vf = 40 m/s < vc at any δ within
the range of −450 MHz ≤ δ ≤ −650 MHz; the minimal
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which N peaks. Solid lines are fits to guide the eye. Inset: ic
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velocity of the atoms captured in the MOT appears to
be ∼ 20 m/s; the maximum value of N does not depend
on δ; and ic linearly increases with δ, as shown in Fig. 4.
Therefore, in addition to the procedures listed in Sections
3.A and 3.B, another useful procedure in designing an
optimal spin-flip Zeeman slower is as follows: 1) choose
a convenient δ, for example, δ is around −500 MHz for
sodium or lithium atoms; 2) find out the ideal length of
the increasing-field section from the following equation,
Li = (v2

sf
− v2c )/(2as) = [(2πδ/k)2 − v2c ]/(2ηpamax); 3)

determine ic from a figure similar to Fig. 4(a) and then
set the current i at a value slightly smaller than ic in the
increasing-field coils.

D. The spin-flip section

We have also studied the contribution of the spin-flip
section, but have not found a strong correlation between
the slower’s efficiency and Lsf , the length of the spin-
flip section. Figure 5 shows that N always peaks at
ηd ≈ ηp = 0.65 for three different values of Lsf , when
Ld is kept at 0.54 m, η is set at 0.65 in the increasing-
field section, δ is −512 MHz, and P is 70 mW. This

figure also implies that a longer spin-flip section does not
boost the number of atoms captured in the MOT, as long
as its length Lsf is sufficient to fully re-polarize atoms.
A very long Lsf , however, has a negative effect on the
MOT capture efficiency, because it also unavoidably re-
duces the solid angle of the atomic beam when all other
parameters of the system remain unchanged.

IV. CONCLUSIONS

We have presented the design and construction of a
spin-flip Zeeman slower controlled by a fast feedback
circuit, and demonstrated an efficient method to op-
timize a slower by using our simulation program and
monitoring the number of atoms trapped in the MOT.
Our data suggests that an optimal Zeeman slower may
be designed with the following procedures: 1) deter-
mine ηp based on Eq. 4 from the available slowing beam
intensity; 2) choose a convenient δ and find out the
ideal lengths of the increasing- and decreasing-field sec-
tions from Li = [(2πδ/k)2 − v2c ]/(2ηpamax) and Ld =
[9πkBT/8m − (2πδ/k)2]/(2ηpamax), respectively; 3) set
i at a value slightly smaller than ic in the increasing-
field coils and determine i of decreasing-field coils with
our simulation program. We have found that a longer
spin-flip section does not boost the number of atoms cap-
tured in the MOT, as long as its length Lsf is sufficient to
fully re-polarize atoms. These conclusions are very useful
in designing an optimal Zeeman slower for other atomic
species, especially those with high initial velocities, for
example lithium atoms.
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We experimentally study spin dynamics in a sodium antiferromagnetic spinor condensate as a result of

spin-dependent interactions c and microwave dressing field interactions characterized by the net quadratic

Zeeman effect qnet. In contrast to magnetic fields, microwave dressing fields enable us to access both negative

and positive values of qnet. We find an experimental signature to determine the sign of qnet and observe harmonic

spin population oscillations at every qnet except near each separatrix in phase space where spin oscillation

period diverges. No spin domains and spatial modes are observed in our system. Our data in the negative qnet

region exactly resembles what is predicted to occur in a ferromagnetic spinor condensate in the positive qnet

region. This observation agrees with an important prediction derived from the mean-field theory: spin dynamics

in spin-1 condensates substantially depends on the sign of qnet/c. This work uses only one atomic species to

reveal mean-field spin dynamics, especially the remarkably different relationship between each separatrix and

the magnetization, of spin-1 antiferromagnetic and ferromagnetic spinor condensates.
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I. INTRODUCTION

An atomic Bose-Einstein condensate (BEC) is a state

where all atoms have a single collective wave function for

their spatial degrees of freedom. The key benefit of spinor

BECs is the additional spin degree of freedom. Together

with Feshbach resonances and optical lattices which tune the

interatomic interactions, spinor BECs constitute a fascinating

collective quantum system offering an unprecedented degree

of control over such parameters as spin, temperature, and

the dimensionality of the system [1,2]. Spinor BECs have

become one of the fastest-moving research frontiers in the

past 15 years. A number of atomic species have proven to

be perfect candidates in the study of spinor BECs, such as

F = 1 and F = 2 hyperfine spin states of 87Rb atoms [1–7]

and F = 1 hyperfine spin manifolds of 23Na atoms [8–12].

Many interesting phenomena due to the interconversion among

multiple spin states and magnetic field interactions have

been experimentally demonstrated in spinor BECs, such as

spin population dynamics [1–9], quantum number fluctuation

[10,13], various quantum phase transitions [1,9,11,12], and

quantum spin-nematic squeezing [14]. Spinor BEC systems

have been successfully described with a classical two-

dimensional phase space [1,2,15–17], a rotor model [18], or a

quantum model [13,17].

In this paper, we experimentally study spin-mixing dy-

namics in a F = 1 sodium spinor condensate starting from

a nonequilibrium initial state, driven by the net quadratic

Zeeman energy qnet = qM + qB and antiferromagnetic spin-

dependent interactions c. Here qB and qM are the quadratic

Zeeman shifts induced by magnetic fields and microwave

dressing fields, respectively. The spin-dependent interaction

energy c is proportional to the mean BEC density and

the difference in the f = 0 and f = 2 s-wave scattering

lengths, where f is the summed spin angular momentum

in a collision. It is well known that c > 0 (or c < 0) in

F = 1 antiferromagnetic 23Na (or ferromagnetic 87Rb) spinor

BECs. In contrast to a magnetic field, a microwave dressing

*yingmei.liu@okstate.edu

field enables us to access both negative and positive values

of qnet. A method to characterize microwave dressing fields

and an approach to adiabatically sweep qnet from −∞ to

+∞ are also explained. In both negative and positive qnet

regions, we observe spin population oscillations resulting

from coherent collisional interconversion among two |F =
1, mF = 0〉 atoms, one |F = 1, mF = +1〉 atom, and one

|F = 1, mF = −1〉 atom. In every spin oscillation studied in

this paper, our data show that the population of the mF = 0

state averaged over time is always larger (or smaller) than its

initial value as long as qnet < 0 (or qnet > 0). This observation

provides a clear experimental signature to determine the sign of

qnet. We also find a remarkably different relationship between

the total magnetization m and a separatrix in phase space where

spin oscillation period diverges: The position of the separatrix

moves slightly with m in the positive qnet region, while the

separatrix quickly disappears when m is away from zero in

the negative qnet region. Our data agree with an important

prediction derived by Ref. [17]: The spin-mixing dynamics in

F = 1 spinor condensates substantially depends on the sign

of R = qnet/c. This work uses only one atomic species to

reveal mean-field spin dynamics, especially the relationship

between each separatrix and the magnetization, which are

predicted to appear differently in F = 1 antiferromagnetic and

ferromagnetic spinor condensates.

Because no spin domains and spatial modes are observed

in our system, the single spatial mode approximation (SMA),

in which all spin states have the same spatial wave function,

appears to be a proper theoretical model to understand our data.

Similarly to Refs. [1,16], we take into account the conservation

of the total atom number and the total magnetization m. Spin-

mixing dynamics in a F = 1 spinor BEC can thus be described

with a two-dimensional (ρ0 versus θ ) phase space, where the

fractional population ρmF
and the phase θmF

of each mF state

are independent of position. The BEC energy E and the time

evolution of ρ0 and θ may be expressed as [1,16]

E = qnet(1 − ρ0)

+ cρ0[(1 − ρ0) +
√

(1 − ρ0)2 − m2 cos θ ],

ρ̇0 = −(2/�)∂E/∂θ,θ̇ = (2/�)∂E/∂ρ0. (1)

1050-2947/2014/89(2)/023608(5) 023608-1 ©2014 American Physical Society
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Here θ = θ+1 + θ−1 − 2θ0 is the relative phase among the

three mF spin states and � is the reduced Planck constant.

The induced linear Zeeman shift remains the same during the

collisional spin interconversion and is thus ignored. The total

magnetization is m = ρ+1 − ρ−1. Spin dynamics in F = 1

antiferromagnetic and ferromagnetic spinor BECs have been

studied in magnetic fields where qnet = qB ∝ B2 > 0 with
23Na and 87Rb atoms, respectively [1]. A few methods have

been explored for generating a negative quadratic Zeeman

shift, such as via a microwave dressing field [1,11,19–21] or

through a linearly polarized off-resonant laser beam [22]. In

this paper, we choose the first method.

II. EXPERIMENTAL SETUP

The experimental setup is similar to that illustrated in our

previous work [23]. Hot 23Na atoms are slowed by a spin-flip

Zeeman slower, captured in a standard magneto-optical trap,

cooled through a polarization gradient cooling process to

40 μK, and loaded into a crossed optical dipole trap originating

from a linearly polarized high-power infrared laser at 1064 nm.

After an optimized 6-s forced evaporative cooling process,

a pure F = 1 BEC of 1.0 × 105 sodium atoms is created.

The spin healing length and the Thomas-Fermi radii of a

typical condensate studied in this paper are 13 μm and (6.1,

6.1, 4.3) μm, respectively. We can polarize atoms in the

F = 1 BEC fully to the |F = 1,mF = −1〉 state by applying

a weak magnetic field gradient during the first half of the

forced evaporation (or fully to the |F = 1,mF = 0〉 state by

adding a very strong magnetic bias field during the entire 6-s

forced evaporation). We then ramp up a small magnetic bias

field with its strength B being 271.5(4) mG, while turning

off the field gradient. An rf-pulse resonant with the linear

Zeeman splitting is applied to prepare an initial state with

any desired combination of the three mF states, which is

followed by abruptly switching on an off-resonant microwave

pulse to generate a proper microwave dressing field. To create

sufficiently large qnet, a microwave antenna designed for a

frequency near the |F = 1〉 ↔ |F = 2〉 transition is placed

a few inches above the center of the magneto-optical trap

and connected to a function generator outputting a maximum

power of 10 W. The actual power used in this paper is

∼8 W. After various hold times t in the optical dipole

trap, the microwave dressing fields are quickly turned off.

Populations of the multiple spin states are then measured

via the standard absorption imaging preceded by a 3-ms

Stern-Gerlach separation and a 7-ms time of flight.

The exact value of qnet is carefully calibrated from a

few experimental parameters, such as the polarization and

frequency of a microwave pulse. Similarly to Refs. [19,21],

we express the value of qnet as

qnet = qB + qM

= aB2h +
δE|mF =1 + δE|mF =−1 − 2δE|mF =0

2
,

δE|mF
=

h

4

∑

k=0,±1

�2
mF ,mF +k

�mF ,mF +k

=
h

4

∑

k=0,±1

�2
mF ,mF +k

�− [(mF + k)/2 − (−mF /2)]μBB
, (2)
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FIG. 1. (Color online) qnet as a function of �. The residual

magnetic field is B = 271.5(4) mG. Dashed blue lines represent the

predictions derived from Eq. (2) when the microwave pulse is purely

π polarized and its corresponding on-resonance Rabi frequencies

are �−1,−2 = �0,−1 = �1,0 = �−1,0 = �0,1 = �1,2 = 0, �−1,−1 =
�1,1 = 4.2 kHz, and �0,0 = 4.9 kHz. Solid red lines represent the

predictions from Eq. (2) for a typical microwave pulse used in

this paper. The specially chosen polarization of this pulse yields

nine on-resonance Rabi frequencies as follows: �−1,−2 = 5.1 kHz,

�0,−1 = 3.6 kHz, and �1,0 = 2.1 kHz are from the σ−-polarized

component of the pulse; �−1,−1 = �0,0 = �1,1 = 0 are from the

π -polarized component of the pulse; and �−1,0 = 2.3 kHz, �0,1 =
3.9 kHz, and �1,2 = 5.5 kHz are from the σ+-polarized component

of the pulse (see text). In this paper, � is tuned within the range of

−190 kHz to 190 kHz from the |F = 1,mF = 0〉 ↔ |F = 2,mF = 0〉
transition.

where a ≈ 277 Hz/G2 (or a ≈ 71 Hz/G2) for F = 1 23Na

(or 87Rb) atoms, the microwave pulse is detuned by �

from the |F = 1,mF = 0〉 ↔ |F = 2,mF = 0〉 transition, and

h is the Planck constant. We define k as 0 or ±1 for a

π - or a σ±-polarized microwave pulse, respectively. For a

given polarization k, the allowed transition is |F = 1,mF 〉 ↔
|F = 2,mF + k〉 and its on-resonance Rabi frequency is

�mF ,mF +k ∝
√

IkCmF ,mF +k , where CmF ,mF +k is the Clebsch-

Gordan coefficient of the transition and Ik is the intensity of this

purely polarized microwave pulse. We also define �mF ,mF +k =
� − [(mF + k)/2 − (−mF /2)]μBB as the frequency detuning

of the microwave pulse with respect to the |F = 1,mF 〉 →
|F = 2,mF + k〉 transition, where μB is the Bohr magneton.

A purely π -polarized microwave pulse has been a popular

choice in some publications [1,20,21]. However, we apply

microwave pulses of a specially chosen polarization, in order

to continuously scan qnet from large negative values to big posi-

tive values at a moderate microwave power. Figure 1 compares

microwave dressing fields induced by a typical microwave

pulse used in this paper and a purely π -polarized microwave

pulse. This comparison clearly shows that it is possible to

continuously or adiabatically sweep qnet from −∞ to +∞
simply by continuously tuning � from −190 kHz to 190 kHz

with our specially chosen microwave pulses at a power of 8 W.

Another advantage of choosing such microwave pulses is to

conveniently place the microwave antenna on our apparatus

without blocking optical components. To ensure an accurate

calibration of qnet based on Eq. (2), we measure the nine

on-resonance Rabi frequencies � daily through monitoring

the number of atoms excited by a resonant microwave pulse

023608-2
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FIG. 2. (Color online) (a) Time evolutions of ρ0 at qnet/h =
+93Hz > 0 (solid blue triangles) and qnet/h = −83 Hz < 0 (solid

red circles) with m = 0 and c/h = 52(1) Hz. It is important to note

that the two curves start from the same initial state with θ |t=0 = 0.

Solid lines are sinusoidal fits to the data. (b) Equal-energy contour

plots based on Eq. (1) for the two experimental conditions shown

in Fig. 2(a), i.e., qnet > 0 (left) and qnet < 0 (right). The heavy

solid blue and red lines represent the energy of the above two

experimental conditions, respectively. The dotted black horizontal

line is to emphasize the fact that the above two experiments start

with the same initial state which is marked by the solid black circles.

Dashed black lines represent the energy of the separatrix between the

running and oscillatory phase solutions. Darker colors correspond to

lower energies.

to the F = 2 state as a function of the pulse duration. A

typical example of the Rabi frequency measurement is shown

in Fig. 3(a). We find that uncertainties of � and qnet are ∼2%

and ∼5%, respectively.

III. DYNAMICS OF SPINOR CONDENSATES

IN MICROWAVE DRESSING FIELDS

We observe spin oscillations at every given value of qnet

within a wide range, i.e., −240 Hz � qnet/h � 240 Hz. Typi-

cal time evolutions of ρ0 starting with the same nonequilibrium

initial state at a negative and a positive qnet are shown in

Fig. 2(a). We find that these evolutions can be well fit by

sinusoidal functions of the similar oscillation period T and

amplitude A. Note that the hold time t is kept between zero

and 2T < 100 ms, in order to ensure accurate measurements

of spin dynamics and avoid significant atom losses due to the

presence of off-resonant microwave pulses. On the other hand,

our data in Fig. 2(a) show that the value of 〈ρ0〉 drastically

differs in the two spin oscillations: 〈ρ0〉 > ρ0|t=0 as long as

qnet < 0, while 〈ρ0〉 < ρ0|t=0 if qnet > 0. Here 〈ρ0〉 is the

average value of ρ0 over time in a spin oscillation and ρ0|t=0 is

the initial value of ρ0. This phenomenon is observed at every

value of qnet when spin oscillations start with the same initial

state, although the period T and amplitude A change with qnet.

The above observations agree well with predictions from the

mean-field SMA theory [i.e., Eq. (1)] as shown by the heavy

solid lines in Fig. 2(b): ρ0 is limited between (ρ0|t=0 − 2A)

and ρ0|t=0 at qnet > 0, while it is restricted between ρ0|t=0 and

(ρ0|t=0 + 2A) at qnet < 0. We can thus use the phenomenon to

conveniently determine the sign of qnet, i.e., by comparing the

value of 〈ρ0〉 of a spin oscillation to the value of ρ0|t=0.

The value of T as a function of qnet is then plotted in

Fig. 3 for m = 0 and m = 0.2, which demonstrates two

interesting results. First, when m = 0, the spin oscillation

is harmonic except near the critical values (i.e., qnet/h =
±52 Hz) where the period diverges. This agrees with the

predictions derived from Eq. (1), as shown by the dotted red

line in Fig. 3. The energy contour Esep where the oscillation

becomes anharmonic is defined as a separatrix in phase space.

A point on the separatrix satisfies the equation ρ̇0 = θ̇ = 0

according to the mean-field SMA theory. In fact, for our

sodium system with c > 0, Esep = qnet for qnet > 0, while

Esep = 0 at m = 0 for qnet < 0. Figure 3 shows that the T

versus qnet curve is symmetric with respect to the qnet = 0

axis at m = 0. The period T decreases rapidly with increasing

|qnet| when |qnet| is large, which corresponds to the “Zeeman

regime” with running phase solutions. In the opposite limit,

the period only weakly depends on |qnet|, which represents the

“interaction regime” with oscillatory phase solutions. Here

|qnet| is the absolute value of qnet. The value of θ is (or is

not) restricted in the regions with oscillatory (or running)

phase solutions. References [8,9] reported observations of

the similar phenomena for qnet > 0 with a F = 1 antiferro-

magnetic spinor condensate; however, they did not access the

negative qnet region.

Figure 3 also demonstrates a remarkably different relation-

ship between the total magnetization m and the separatrix

in phase space: the position of the separatrix moves slightly

with m in the positive qnet region, while the separatrix quickly

disappears when m is away from zero in the negative qnet

region. Good agreements between our data and the mean-field

SMA theory are shown in the inset [Fig. 3(b)] and the main

figure in Fig. 3. Interestingly, we find that the spin dynamics

which appear in our antiferromagnetic sodium system in the

negative qnet region exactly resembles what is predicted to

occur in a ferromagnetic spinor condensate in the positive qnet

region [16,17]. Note that R = qnet/c is negative in both of

these two cases. This observation agrees with an important

prediction made by Ref. [17]: The spin-mixing dynamics in

F = 1 spinor condensates substantially depends on the sign

of R. As a matter of fact, our results in the negative qnet region

are similar to those reported with a F = 1 ferromagnetic 87Rb

spinor condensate in magnetic fields where qnet > 0 [1,3]. It is

worth noting that our data in Fig. 3 may also be extrapolated

to understand the relationship between the separatrix and m in

the ferromagnetic Rb system, although this relationship has not

been experimentally explored yet. This paper may thus be the

first to use only one atomic species to reveal mean-field spin

dynamics, especially the different relationship between each

separatrix and the magnetization of F = 1 antiferromagnetic

and ferromagnetic spinor condensates.
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FIG. 3. (Color online) The spin oscillation period as a function of qnet for m = 0 (open red circles) and m = 0.2 (open blue triangles).

The lines are fits based on Eq. (1), which yield the following fit parameters: ρ0|t=0 = 0.48, θ |t=0 = 0, and c/h = 52(1) Hz for m = 0 and

ρ0|t=0 = 0.48, θ |t=0 = 0, and c/h = 47(1) Hz for m = 0.2. The fit parameters are within the 5% uncertainty of our measurements. Note the

different scales of the left and right vertical axes. Inset (a): The number of F = 2 atoms excited by a resonant microwave pulse as a function

of the pulse duration. The solid line is a sinusoidal fit to extract the on-resonance Rabi frequency � of the pulse. Inset (b): Amplitudes A of

spin oscillations shown in the main figure as a function of qnet at m = 0. The dashed black line is a fit based on Eq. (1) with the same set of fit

parameters as that applied in the main figure.

IV. CONCLUSION

In conclusion, we have experimentally studied spin dynam-

ics of a sodium spinor condensate in a microwave dressing

field. In both negative and positive qnet regions, we have

observed harmonic spin oscillations and found that the sign

of qnet can be determined by comparing 〈ρ0〉 to ρ0|t=0. Our

data also demonstrate that the position of the separatrix

in phase space moves slightly with m in the positive qnet

region, while the separatrix quickly disappears when m is

away from zero in the negative qnet region. Our data can

be well fit by the mean-field theory and agree with one

of its important predictions: The spin-mixing dynamics in

F = 1 spinor condensates substantially depends on the sign of

R = qnet/c. This work uses only one atomic species to reveal

mean-field spin dynamics and the different dependence of each

separatrix on m in F = 1 antiferromagnetic and ferromagnetic

spinor condensates. In addition, microwave pulses used in

this paper can be applied to cancel out stray magnetic fields

and adiabatically sweep qnet from −∞ to +∞. This allows

studies on interesting but unexplored phenomena at qnet = 0,

for example, realizing a maximally entangled Dicke state with

antiferromagnetic spinor condensates through quantum phase

transitions [24].
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Antiferromagnetic Spinor Condensates in a Two-Dimensional Optical Lattice
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We experimentally demonstrate that spin dynamics and the phase diagram of spinor condensates can be
conveniently tuned by a two-dimensional optical lattice. Spin population oscillations and a lattice-tuned
separatrix in phase space are observed in every lattice where a substantial superfluid fraction exists. In a
sufficiently deep lattice, we observe a phase transition from a longitudinal polar phase to a broken-
axisymmetry phase in steady states of lattice-confined spinor condensates. The steady states are found to
depend sigmoidally on the lattice depth and exponentially on the magnetic field. We also introduce a
phenomenological model that semiquantitatively describes our data without adjustable parameters.

DOI: 10.1103/PhysRevLett.114.225302 PACS numbers: 67.85.Fg, 03.75.Kk, 03.75.Mn, 05.30.Rt

A spinor Bose-Einstein condensate (BEC) confined in
optical lattices has attracted much attention for its abilities
to systematically study, verify, and optimize condensed
matter models [1–3]. An optical lattice is a versatile
technique to enhance interatomic interactions and control
the mobility of atoms [4–6]. Atoms held in shallow lattices
can tunnel freely among lattice sites and form a superfluid
(SF) phase. The tunneling rate is suppressed while the on-
site atom-atom interaction increases in deeper lattices. This
may result in a transition from a SF phase to a Mott-
insulator (MI) phase at a critical lattice depth, which has
been confirmed in various scalar BEC systems [4–7]. In
contrast to scalar BECs, spinor BECs have unique advan-
tages due to an additional spin degree of freedom. The
predicted SF-MI phase transition is remarkably different in
lattice-trapped antiferromagnetic spinor BECs; i.e., the
transition may be first (second) order around the tip of
each Mott lobe for an even (odd) occupation number [1,8].
Spin-mixing dynamics and phase diagrams of spinor

BECs in free space, due to the interplay of the spin-
dependent interaction U2 and the quadratic Zeeman energy
qB, have been well studied using sodium [9–16] and
rubidium atoms [17–20]. Known phenomena in spin-1
spinor BECs include spin population oscillations resulting
from coherent interconversions among two jF¼1;mF¼0i
atoms, one jF ¼ 1; mF ¼ þ1i atom, and one jF ¼ 1;
mF ¼ −1i atom. Spin oscillations are harmonic except
near a separatrix in phase space where the oscillation period
diverges. The separatrix sets a boundary between the U2-
dominated region and the qB-dominated region [1,15].
Richer spin dynamics are predicted in lattice-trapped spinor
BECs, which allow for many immediate applications.
These include constructing a novel quantum-phase-revival
spectroscopy driven by a competition between U2 and
spin-independent interaction U0, understanding quantum
magnetism, and realizing massive entanglement [1,3].
However, dynamics of lattice-trapped spinor BECs remain
less explored, and most of such experimental studies have

been conducted in ferromagnetic 87Rb spinor BECs
[21–24].
In this Letter, we experimentally demonstrate that a two-

dimensional (2D) optical lattice can conveniently tune spin
dynamics of F ¼ 1 antiferromagnetic spinor BECs. We
find that the properties of spinor BECs remain largely
unchanged in the presence of a shallow lattice, while
sufficiently deep lattices introduce some interesting
changes. First, in every lattice depth uL that supports a
substantial superfluid fraction, we observe spin population
oscillations after taking spinor BECs out of equilibrium at a
fixed qB. Second, we demonstrate a lattice-tuned separatrix
in phase space, and explain it using lattice-enhanced spin-
dependent interactions. Another remarkable result is our
observation of a phase transition from a longitudinal polar
(LP) phase to a broken-axisymmetry (BA) phase in steady
states of spinor BECs confined by sufficiently deep lattices
[25]. We find the steady states depend exponentially on qB
and sigmoidally on uL, which agrees with our phenom-
enological model.
We create a BEC of 7 × 104 sodium atoms fully

polarized into the jF ¼ 1; mF ¼ −1i state in a crossed
optical trap similar to our previous work [14]. To adia-
batically load the BEC into a 2D lattice, we decompress the
optical trap to a value which minimizes intraband excita-
tions and ensures approximately constant Thomas-Fermi
radii while linearly ramping the lattice potential within
tramp > 40 ms. We construct the 2D lattice in the x̂-ŷ
horizontal plane using two linearly polarized beams which
originate from a single-mode laser at λL ¼ 1064 nm, have a
waist of ∼90 μm at the condensate, and are retroreflected to
form standing waves. To eliminate cross interference
between different beams, the two lattice beams are fre-
quency shifted by 20 MHz with respect to each other. uL is
calibrated using Kapitza-Dirac diffraction patterns. All
lattice depths studied in this Letter are kept below
15.0ð8ÞER to avoid SF-MI phase transitions and thus
maintain a sufficient superfluid fraction in our system.
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Here ER ¼ h2k2L=ð8π2MÞ is recoil energy, kL ¼ 2π=λL is
the lattice wave number,M is the atomic mass, and h is the
Planck constant. We apply a resonant rf pulse of a proper
amplitude and duration to lattice-trapped BECs for prepar-
ing an initial state with any desired combination of the three
mF states at qB=h ¼ 42 Hz, and then quench qB to a
desired value. After holding atoms for a variable time
duration thold, we abruptly switch off all lattice and trapping
potentials. The fractional population of each mF state, ρmF

,
is measured with Stern-Gerlach absorption imaging after a
certain time of flight tTOF. The initial ρ0 is 0.46, the initial
relative phase among the three spin states is zero, and tTOF
is 6 ms unless otherwise specified. The total magnetization
m ¼ ρþ1 − ρ−1 appears to be conserved in every time
evolution studied in this Letter.
In the presence of a shallow lattice of uL < 5ER, we

observe spin population oscillations similar to those occur-
ring in free space, as shown in Fig. 1. Sharp interference
peaks are observed after we release BECs from the shallow
lattice [see Fig. 1(a) inset], which indicates coherence and
superfluid behavior in the system. As the lattice is made
deeper, the separatrix position shifts to a much higher qB,
and the spin oscillations damp out more quickly (especially
in the vicinity of each separatrix). These fast damped
oscillations make it hard to extract oscillation periods and

precisely locate each separatrix even at a moderate uL (e.g.,
4.5ER), as shown in Fig. 1(b). A typical anharmonic
spin oscillation near a separatrix is shown in the inset in
Fig. 1(b). We find our system can be understood by two
models: the Bose-Hubbard (BH) model discussed in
Ref. [3] for uL > 5ER, and the single-spatial mode approxi-
mation (SMA) defined in Ref. [26] for uL < 5ER. The BH
model has three important terms: U0, U2, and the tunneling
energy J among adjacent lattice sites. U2 is proportional to
the atomic density in each lattice site, and is positive
(negative) in F ¼ 1 23Na (87Rb) BECs. In fact, U2=U0 ≃
0.04 for our 23Na system [3], and U2 ≃ qB at each
separatrix for the initial state studied in Fig. 1 [15]. The
observed lattice-tuned separatrix in phase space (i.e., the
separatrix position shifts with uL) is thus mainly due to
the fact that U2 greatly increases with uL. Figure 1(b)
shows a good numerical example: U2=h is increased from
14 Hz to 32 Hz by changing uL from 2.5ER to 4.5ER.
Spin oscillations completely damp out and spinor BECs

reach their steady states when thold is long enough [see
Fig. 2(a)]. Sufficiently deep lattices are found to bring some
interesting changes to the steady states. Figure 2(a)
demonstrates one of such changes: once uL is sufficiently
large, the steady states undergo a phase transition from a LP
phase (where ρ0 ¼ 1) to a BA phase (where 0 < ρ0 < 1) at
m ¼ 0. We repeat the same measurements with only one
parameter changed, i.e., by blocking the retroreflected path
of each lattice beam to eliminate standing waves and
construct a crossed optical dipole trap (ODT). Its resulting
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trap depth is uODT, as illustrated in Fig. 2(b) inset. The
power of every beam in Fig. 2(b) is 4 times of that in
Fig. 2(a) to ensure uL ¼ uODT. Our data in Fig. 2(b) show
that spinor BECs atm ¼ 0 always reach the LP phase when
there are no standing waves. The dramatically different
results shown in Figs. 2(a) and 2(b) imply a necessity to
understand this LP-BA transition with lattice-modified
band structures.
We then study spin oscillations and steady states within a

much wider range of uL and m. Steady states appear to
depend sigmoidally on uL at a fixed qB, as shown in
Fig. 3(a). The inset in Fig. 3(a) demonstrates another
surprising result: the observed relationship between ρ0
and m in steady states at a sufficiently large uL is well
fit by ρ0 ¼ ð1 − jmjÞ=3, which is drastically different from
a well-known mean-field prediction (i.e., ρD≈0

0 as illustrated
by the black dotted line) [25]. This mean-field prediction
assumes quantum depletion D is negligible, where D
represents the fraction of atoms situated in non-zero
momentum states. Based on Bogoliubov theory, the
D ≈ 0 assumption is correct in free space and very shallow
lattices for our system [7]. We extract D from TOF images
(see Fig. 3 and Ref. [28]) and confirm D < 5% at
uL ≤ 3ER. Note that the trapping frequency in each lattice
site is much bigger thanU0=h. Our TOF images thus reflect
the momentum distribution at the instant of the lattice
release and enable us to directly measure D [7].
We also find that D increases with thold and uL, and

approaches one in steady states when uL > 10ER, as shown
in Fig. 3(d). This lattice-enhanced quantum depletion
mainly results from the lattice-flatten dispersion relation
and lattice-enhanced interactions, and was originally
observed in scalar BEC systems [7]. We develop one
phenomenological model to incorporate the observed D
and find this model can semiquantitatively describe our
data without adjustable parameters, as shown in Figs. 3(a)
and 4(a). In this model, the steady states are determined by
a comparison between Tðk; mF ¼ 0Þ and Tð0; mF ¼ �1Þ,

where Tðk; mFÞ is the dispersion relation of the mF state
and k is the atom’s quasimomentum. Figure 4(b) illustrates
two example comparisons. Note that only the first Brillouin
zone is considered, since the population in higher bands is
negligible. Based on Refs. [5–7], we calculate Tðk; mFÞ as
follows:

Tðk; mFÞ ¼ 4J
X
α¼x;y

sin2
�
πkα
2kL

�
þ ER

k2z
k2L

þ qBm2
F; ð1Þ

where a uniform density function is applied along the
vertical direction without a lattice (the z axis), and J is
calculated using a Wannier density function along each of
the two horizontal directions with lattices. The linear
Zeeman effect is ignored because it remains unchanged
in coherent interconversions.
We divide Tðk; mF ¼ 0Þ into two regions based on

Tð0; mF ¼ �1Þ, i.e., set the boundary of the two regions at
kc which satisfies Tðkc; mF ¼ 0Þ ¼ Tð0; mF ¼ �1Þ, as
marked by vertical dotted lines in Fig. 4(b). The dispersion
relations are significantly flattened as uL increases, since
the predicted width of the first band is ∼4J and J
exponentially reduces with uL [6,7]. To clearly explain
our model using the dispersion relations shown in Fig. 4(b),
we only considerm ¼ 0 and ky ¼ kz ¼ 0 in this paragraph.
In region 1 where 0 ≤ jkxj < jkcj, atoms in the mF ¼ 0
state always have energy smaller than those in the mF ¼
�1 states. The steady states should thus be themF ¼ 0 state
(i.e., ρ0 ¼ 1), which equals ρD≈0

0 . When D is big enough,
atoms start to occupy region 2 where jkcj ≤ jkxj ≤ kL. The
mF ¼ 0 atoms in region 2 are degenerate with mF ¼ �1
atoms at certain other momenta. This degeneracy may
account for the phenomenological relationship shown in
Fig. 3(a), i.e., ρ0 ¼ 1=3 in steady states at a big uL. Our data
and the dispersion relations thus suggest that atoms in
steady states may be equally distributed among the three
mF states at a big enough D.
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We can apply similar discussions and our model to all
nonzero m. Thus ρ0 in the steady states is expressed as

ρ0 ≈
Z
region 1

nðkÞρD≈0
0 dkþ

Z
region 2

nðkÞ 1 − jmj
3

dk: ð2Þ

The normalized atomic density in steady states, nðkÞ,
is calculated by the following phenomenological
formula: nðkÞ ¼ ð1 −DÞδk þD exp½−ðk2x=W2

x þ k2y=W2
yþ

k2z=W2
zÞ=2�=A, where Wx and Wz are the half widths of a

2D Gaussian fit to a TOF distribution within the first
Brillouin zone,Wy ¼ Wx, A is a normalization factor, and δ
is a Dirac-delta function [29]. Figure 3(d) shows that Wx
and D sigmoidally increase with uL, and saturate at their
peak values when uL > 10ER; i.e., atoms occupy all
available states and quantum depletion saturates the first
Brillouin zone in a deep lattice. In contrast, Wz appears to
be independent of uL, which implies a constant system
temperature.
The observed sigmoidal dependence of steady states on

uL and the exponential dependence on qB can be explained
by our model [Eq. (2)], as respectively shown in Figs. 3(a)
and 4(a). Quantitative agreements between our model and
data are found everywhere except in high magnetic fields
where qB=h > 1000 Hz, and in a lattice where 4ER ≤ uL ≤
6ER. Limited imaging resolutions and heating induced
by an extra magnetic coil in creating high qB may both
contribute to the discrepancy.
To better understand the LP-BA phase transition, we plot

ρ0 versus U2D=qB (a dimensionless ratio) at m ¼ 0 in
Fig. 4(c). Here U2=qB is the key factor determining the
spinor dynamics in free space, D represents the lattice-
induced effect, and both D and U2 increase with the spin-
independent interaction U0. Two interesting results are
found in Fig. 4(c): all 80 data points taken at very different
uL and qB are fit by one sigmoid function; and the critical
point of the LP-BA transition appears to be U2D=qB∼
0.01. (In contrast, each predicted separatrix locates around
U2=qB ¼ 1 based on SMA and parameters studied in
Fig. 4.) The LP-BA transition may thus result from a

competition between qB and the “effective” interaction
U2D; i.e., regions with strong enough interactions may
prefer the BA phase. In principle, we can verify this using
other methods which can efficiently tune interatomic
interactions, e.g., via Feshbach resonances.
In conclusion, we have conducted the first experimental

study on dynamics and the phase diagram of lattice-trapped
antiferromagnetic spinor BECs. A lattice-tuned separatrix
in phase space and the LP-BA phase transition in steady
states have been observed. We have found that ρ0, D,
and thus the main findings of this Letter are nearly
independent of tTOF. We have also developed a phenom-
enological model that describes our data without adjustable
parameters.
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APPENDIX D

MAPPING THE PHASE DIAGRAM OF SPINOR CONDENSATES VIA

ADIABATIC QUANTUM PHASE TRANSITIONS

This appendix includes a reprint of Ref. (Jiang et al., 2014): J. Jiang, L. Zhao, M. Webb,

and Y. Liu, Mapping the phase diagram of spinor condensates via adiabatic quantum phase

transitions, Phys. Rev. A 90, 023610 (2014).
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We experimentally study two quantum phase transitions in a sodium spinor condensate immersed in a

microwave dressing field. We also demonstrate that many previously unexplored regions in the phase diagram of

spinor condensates can be investigated by adiabatically tuning the microwave field across one of the two quantum

phase transitions. This method overcomes two major experimental challenges associated with some widely used

methods, and is applicable to other atomic species. Agreements between our data and the mean-field theory for

spinor Bose gases are also discussed.
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I. INTRODUCTION

A spinor Bose-Einstein condensate (BEC) is a multicom-

ponent BEC with an additional spin degree of freedom,

which has provided exciting opportunities to study quantum

magnetism, superfluidity, strong correlations, spin squeezing,

and massive entanglement [1–5]. The interesting interactions

in spinor BECs are interconversions among multiple spin

states and magnetic-field interactions (or microwave dressing

field interactions) characterized by qnet, the net quadratic

Zeeman energy. The interplay of these interactions leads

to oscillations among multiple spin populations, which has

been experimentally confirmed in F = 1 23Na spinor BECs

[6–12], and in both F = 1 and F = 2 87Rb spinor condensates

[13–17].

Several groups demonstrated the mean-field (MF) ground

states of spinor BECs by holding BECs in a fixed magnetic

field and letting spin population oscillations damp out over a

few seconds [8–11]. The required damping time, determined

by energy dissipation, may in some cases exceed the BEC

lifetime. The exact mechanism involved in energy dissipation

requires further study, although it has been shown that energy

dissipates much faster in high magnetic fields [10]. For

F = 1 BECs, a magnetic field introduces only a positive

qnet, while a microwave field has a distinct advantage since

it can induce both positive and negative qnet [1,7,12,18,19].

As shown in Ref. [12], the same physics model explains

spin-mixing dynamics observed in both microwave fields and

magnetic fields. One would assume that, if given a long enough

exposure to a microwave field, a spinor BEC could also

reach its MF ground states. However, experimental studies

on ground states of spinor BECs in microwave fields have

proven to be very difficult, since these fields are created

by near-resonant microwave pulses. Two major experimental

challenges associated with microwave fields are atom losses

and variations in magnetization m. A different inelastic

collision rate in each hyperfine state may be one of the possible

reasons to account for these challenges. Microwave-induced

changes in both m and the atom number N can be detrimental,

especially when a spinor BEC is exposed to a large microwave

field for a prolonged time [7,12]. As a result, the phase diagram

*yingmei.liu@okstate.edu

of F = 1 BECs has not been well explored in the qnet � 0

region, where applying microwave fields may be necessary.

In this paper, we demonstrate another method to overcome

the aforementioned experimental challenges and report the

observation of two quantum phase transitions in a spinor

BEC. In this method, we quickly prepare an initial equilibrium

state at a very high magnetic field to minimize the damping

time for spin population oscillations and prevent unnecessary

exposure to microwave pulses. Equilibrium states at a desired

qnet are then created by adiabatically sweeping an additional

microwave field. Using this method, we are able to investigate

many previously unexplored regions in the phase diagram

of antiferromagnetic spinor BECs and observe three distinct

quantum phases. Similarly to Refs. [1,2,11], we define three

phases in the MF ground states based on ρ0, the fractional

population of the |F = 1,mF = 0〉 state: ρ0 = 1, ρ0 = 0, and

0 < ρ0 < 1 respectively represent a longitudinal polar phase,

an antiferromagnetic (AFM) phase, and a broken-axisymmetry

(BA) phase. We observe two quantum phase transitions: one is

between a longitudinal polar phase and a BA phase at a fixed

positive qnet, and the other is an AFM-BA phase transition

at a given m. We also calculate the energy gap between the

ground states and the first excited states in a spinor BEC, which

provides an explanation for the feasibility of this method. In

addition, spin domains and spatial modes are not observed in

our system, and our data can be well fit by predictions of the

single spatial-mode approximation (SMA).

The SMA assumes all spin states share the same spatial

wave function, which has been a successful model to under-

stand spinor microcondensates [8–13,20–22]. The fractional

population ρmF
and the phase θmF

of each mF state are thus

independent of position in SMA, and m = ρ+1 − ρ−1. The

spin-dependent interaction energy c is proportional to the atom

density, and is positive (or negative) in F = 1 antiferromag-

netic 23Na (or ferromagnetic 87Rb) spinor BECs. For example,

c/h is 40 Hz for our 23Na system in this paper, where h is the

Planck constant. After taking into account that N and m are

independent of time t and neglecting all constant terms in the

Hamiltonian of spinor BECs, we use the SMA to express the

BEC energy E and the time evolution of ρ0 and θ as [1,20,21]

E(t) = cρ0(t){[1 − ρ0(t)] +
√

[1 − ρ0(t)]2 − m2 cos[θ (t)]}
+ qnet(t)[1 − ρ0(t)], (1)

1050-2947/2014/90(2)/023610(5) 023610-1 ©2014 American Physical Society
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ρ̇0 = −
4π

h

∂E(t)

∂θ (t)
, θ̇ =

4π

h

∂E(t)

∂ρ0(t)
. (2)

Here qnet = qM + qB is the net quadratic Zeeman energy

with qB (or qM ) being induced by magnetic (or microwave

dressing) fields. The relative phase among the three mF spin

states is θ = θ+1 + θ−1 − 2θ0.

By minimizing Eq. (1), we find ρ0 in a MF ground state

of F = 1 spinor BECs is zero if qnet < c(1 ±
√

1 − m2), or

equal to one if m = 0 and qnet > −c(1 ± 1), or is the root of

the following equation at all other qnet and m:

c

[

1 − 2ρ0 ±
(1 − 2ρ0)(1 − ρ0) − m2

√

(1 − ρ0)2 − m2

]

− qnet = 0, (3)

where the + (or −) sign applies to ferromagnetic (or antifer-

romagnetic) spinor BECs. Typical MF ground states of spin-1

sodium BECs are shown in Figs. 1 and 2. Our experimental

phase diagram and the theoretical phase diagram based on

Eqs. (1)–(3) are also plotted in Fig. 3.

II. EXPERIMENTAL SETUP

The experimental setup is similar to that elaborated in our

recent publications [6,12]. A F = 1 BEC of 5 × 104 atoms is

created by a forced evaporation in a crossed optical dipole trap.

To fully polarize atoms into the |F = 1,mF = −1〉 state, we

turn on a weak magnetic-field gradient and a low magnetic bias
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FIG. 1. (Color online) (a) Typical experimental sequence of

Method-N, which is our method to create equilibrium states via

adiabatically sweeping a microwave field. In this paper −150 Hz �

qnet(t = tf )/h � 150 Hz. All axes are not to scale. (b) m as a

function of qnet at t = tf in the two methods starting from the same

initial state, i.e., m(t = 0) = −0.1. Note that tf for Method-O in

this panel is only 1 s, which is much shorter than the typical hold

time for creating equilibrium states. (c) ρ0 as a function of m at

qnet(t = tf )/h = 100 Hz in equilibrium states created by the two

methods. In this panel, Method-O prepares equilibrium states by

holding BECs for 8 s in a high magnetic field, where qM = 0 and

qB/h = 100 Hz. The solid black line represents the MF ground states

(see text).
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FIG. 2. (Color online) ρ0 as a function of qnet at t = tf for three

large |m| in panel (a) and for two small |m| in panel (b) in equilibrium

states created by our Method-N. Solid lines are simulation results for

the experimental processes based on Eq. (2) (see text). Insets: dashed

lines are the MF ground states. Shaded areas represent the differences

between our simulation results and the MF theory at various m. The

black, blue, and red colors in panel (a) respectively correspond to

results at |m| = 0.75, 0.54, and 0.40. The blue and red colors in panel

(b) represent results at |m| = 0.20 and 0.07, respectively.

field in the forced evaporative cooling process. A resonant rf

pulse of a proper amplitude and duration is applied to prepare

an initial state with any desired combination of the three mF

states. This moment is defined as the starting point (t = 0)

of our experimental sequences, as shown in Fig. 1(a). Every

sequence ends at t = tf . Populations of multiple spin states

are then measured by a standard Stern-Gerlach absorption

imaging.

We use two different methods to generate equilibrium

states. The Method-O is an old and widely used method, which

creates equilibrium states simply by holding a BEC at a fixed

qnet for a sufficiently long time. We find that the required hold

time is longer than 2 s for all positive qnet studied in this paper.

This old method fails for our system in low magnetic fields

(i.e, the small positive qnet region), because energy dissipates

very slowly and the required hold time is longer than the

BEC lifetime (∼10 s) in this region. This old method is more

problematic in the negative qnet region, because it leads to

significant atom losses and detrimental changes in m. In order

to overcome these experimental challenges associated with the

old method, we have developed another method, Method-N. A

comparison of these two methods starting from the same initial

state is shown in Fig. 1(b), which highlights the advantage

of our method. Note that m and N may not be conserved

using the old method, when a microwave field induced by a

near-resonant microwave pulse is applied. This is due to the

fact that the microwave pulse unavoidably excites some atoms

023610-2
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FIG. 3. (Color online) (a) MF phase diagram of spin-1 antiferromagnetic spinor BECs based on Eqs. (1)–(3). Our Method-N works

everywhere except in the area marked by red solid lines, while Method-O only applies to the area filled with dots at large qnet. Panel (b) [or (c)]

is a 3D (or a contour) plot of the experimental phase diagram consisting of data taken by Method-N at 153 different qnet and m. Red solid lines

in panels (b) and (c) mark the region where our data are different from the MF ground states.

in a F = 1 spinor BEC to the F = 2 manifold, and more

atoms are excited when the microwave pulse has a higher

power or a smaller frequency detuning with respect to the

|F = 1〉 ↔ |F = 2〉 transitions.

A typical experimental sequence of our Method-N is listed

in Fig. 1(a). We first hold a spinor BEC in the optical trap

for 5 s at a very high magnetic field with qB/h = 900 Hz.

This step ensures the BEC reaches its ground states, since

we and Ref. [10] find that the energy dissipation rate quickly

increases with qB . Second, we adiabatically ramp the magnetic

field down to qB/h = 20 Hz in 0.1 s, keep qB at this value for

0.3 s, and then turn on a far off-resonant microwave pulse in

0.1 s. Third, we tune only the frequency of this pulse slowly

within 0.5 s, in order to adiabatically sweep its corresponding

microwave field to a desired qnet. Our approach to characterize

microwave dressing fields and the frequency tuning curve for

adiabatically sweeping qnet within the range of −∞ to +∞ is

the same as those illustrated in our previous work [12].

In theory, once a BEC is prepared into its ground state,

the BEC may stay in its ground state at each qnet when a

microwave field is adiabatically ramped [3]. We can thus

initially check whether our Method-N is applicable by

comparing equilibrium states created by both our method and

the old method in a region, qnet ≫ 0, where the old method has

been proven to generate the MF ground states [8–11]. Figure

1(c) shows such comparisons made at qnet(t = tf )/h = 100

Hz for various magnetization m. The equilibrium states

created by the two methods appear to be quite similar, and

they stay very close to the same black solid line which

represents the MF ground states in Fig. 1(c). This suggests

that our method is adiabatic enough to replace the old method

in studies related to the BEC phase diagrams. We also find

that a spinor BEC returns to its original state when we ramp a

microwave field from qM = 0 to a fixed nonzero qM and then

back to qM = 0 with Method-N, although this observation

may not be sufficient to prove the process is adiabatic.

III. MAPPING THE PHASE DIAGRAM OF

SPINOR CONDENSATES

We then apply our method to a much wider range of qnet

and m, especially in the negative and small positive qnet regions

which cannot be easily explored by the old method, as shown
in Fig. 2. We find two interesting results from this figure. First,
our data in Fig. 2(a) show a quantum phase transition between
a BA phase and an AFM phase at each m. This BA-AFM
phase transition appears to occur at a larger qnet when |m| gets
bigger, which can be well explained by the MF theory [i.e.,
dashed lines in the inset in Fig. 2(a)]. Another interesting result
is that Method-N does allow us to access many previously
unexplored regions in the phase diagram, although there is
a visible discrepancy between the MF ground states and our
data at a small m in the negative qnet region, as shown in
Fig. 2(b). To understand this phenomenon, we simulate the
experimental processes based on Eq. (2) by taking a proper
formula to account for the time evolution of qnet during an
adiabatic ramping of microwave fields. Figure 2 shows that
the simulation results can well resemble the experimental data,
while the differences between our simulation results and the
MF ground states are emphasized by a shaded area at each m
in the two insets in Fig. 2. These shaded areas appear to slowly
increase in the negative qnet region when |m| approaches zero.
In other words, the discrepancy between our data and the
MF ground states only becomes noticeable at a small |m|
in the negative qnet region. Due to this discrepancy, we find
that the predicted quantum phase transition between an AFM
phase and a longitudinal polar phase at m = 0 and qnet = 0 is
replaced by a transition between a BA phase and a longitudinal
polar phase. Since our experimental resolution for ρ0 is around
0.02, Fig. 2 implies that our method is sufficient to map out
the BEC phase diagram in the positive qnet region at each m,
and in the negative qnet as long as |m| � 0.4.

Figure 3 clearly summarizes the improvement provided by
Method-N, after comparing the theoretical MF phase diagram
to an experimental phase diagram consisting of our data taken
at 153 different qnet and m. All three predicted phases (i.e., an
AFM, a polar, and a BA phase), an AFM-BA phase transition
at a fixed m, and a transition between a longitudinal polar
phase and a BA phase at a certain positive qnet are shown
in the experimental phase diagram. Good agreement between
our data and the MF ground states can be found everywhere
in the two phase diagrams except in the region where |m| <

0.4 and qnet < 0. This problematic region has been marked
by red solid lines in Fig. 3. Ramping microwave fields at a
slower rate should help to diminish this problematic region;
however, a slower rate requires holding a BEC in microwave
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FIG. 4. (Color online) Energy gap �E in the unit of c as a

function of qnet/c at three |m| based on Eq. (4) (see text). Inset: a

magnified view of the main figure in the region of −0.025 < qnet/c <

0.1.

fields for a longer time and thus inevitably leads to more atom
losses and a bigger change in m. In fact, we tried quite a few
different microwave ramping rates, but none of them enabled
a spinor BEC to reach its MF ground states when m is very
small and qnet < 0. The same problem also exists in simulation
results: our simulation program cannot suggest a reasonable
ramping rate to ensure an adiabatic sweep of qnet across a phase
transition for a small m.

To understand this problem, we need to find the exact value

of �E, the energy gap between the ground state and the first

excited state in spinor BECs. Similar to Ref. [3], we can

describe a spinor BEC in the Fock space. The spin-dependent

part of the Hamiltonian in a F = 1 spinor BEC can be

expressed as [3,20,23]

H =
1

∑

i,j,k,l=−1

[

qnetk
2a

†
kak +

c

2

∑

γ

a
†
ka

†
i (Fγ )ij (Fγ )klajal

]

,

(4)

since m is conserved and there are only a finite number of

atoms in a typical equilibrium state studied in this paper.

Here ak (a
†
k) is the annihilation (creation) operator of the

|F = 1,mF = k〉 state, and Fγ=x,y,z are the spin-1 matrices.

By diagonalizing the Hamiltonian in Eq. (4) and performing an

exact numerical many-body calculation, we can find the energy

gaps. Figure 4 shows numerical examples of �E at three

typical |m|. It appears that �E drastically drops by more than

three orders of magnitude when |m| and qnet approach zero, as

shown in the inset in Fig. 4. Therefore, it is not surprising that

adiabatically sweeping qnet across a quantum phase transition

point is not feasible at a very small m, especially at m = 0. We

can also calculate �Ee, the energy gap between the highest

eigenstate and the second highest eigenstate of Eq. (4). The

minimal value of �Ee at m = 0 appears to be larger than that

of �E (the energy gap associated with the ground state) at

m = 0.75. In other words, adiabatically sweeping qnet across

a quantum phase transition demonstrated in this paper may be

useful for confirming other important predictions, for instance,

realizing massive entanglement in the highest eigenstate of

antiferromagnetic spinor BECs [3].

IV. CONCLUSION

In conclusion, we have observed two types of quantum

phase transitions in a spin-1 antiferromagnetic spinor BEC,

and developed another method to create the equilibrium states

of spinor condensates by adiabatically sweeping a microwave

field. The biggest advantage of this method is to avoid

significant atom losses and detrimental changes in m at large

microwave fields. We have demonstrated that this method

enables us to conduct an experimental study on the phase

diagram of antiferromagnetic spinor BECs at various m in the

negative qnet region. Our experimental phase diagram agrees

with the MF theory for all m in the positive qnet region and

for all negative qnet as long as |m| � 0.4. This method can be

applied to other atomic species and may be helpful to discover

interesting quantum phase transitions in other systems, for

example, revealing a BA-AFM quantum phase transition in

F = 1 87Rb spinor BECs at a negative qnet.

ACKNOWLEDGMENTS

We thank the Army Research Office, the National Science

Foundation, and the Oklahoma Center for the Advancement

of Science and Technology for financial support. M.W. thanks

the Niblack Research Scholar program.

[1] D. M. Stamper-Kurn and M. Ueda, Rev. Mod. Phys. 85, 1191

(2013).

[2] Y. Kawaguchi and M. Ueda, Phys. Rep. 520, 253 (2012).

[3] Z. Zhang and L.-M. Duan, Phys. Rev. Lett. 111, 180401 (2013).

[4] T. M. Hoang, C. S. Gerving, B. J. Land, M. Anquez, C. D.

Hamley, and M. S. Chapman, Phys. Rev. Lett. 111, 090403

(2013).

[5] C. D. Hamley, C. S. Gerving, T. M. Hoang, E. M. Bookjans, and

M. S. Chapman, Nat. Phys. 8, 305 (2012).

[6] J. Jiang, L. Zhao, M. Webb, N. Jiang, H. Yang, and Y. Liu, Phys.

Rev. A 88, 033620 (2013).

[7] E. M. Bookjans, A. Vinit, and C. Raman, Phys. Rev. Lett. 107,

195306 (2011).

[8] A. T. Black, E. Gomez, L. D. Turner, S. Jung, and P. D. Lett,

Phys. Rev. Lett. 99, 070403 (2007).

[9] Y. Liu, S. Jung, S. E. Maxwell, L. D. Turner, E. Tiesinga, and

P. D. Lett, Phys. Rev. Lett. 102, 125301 (2009).

[10] Y. Liu, E. Gomez, S. E. Maxwell, L. D. Turner, E. Tiesinga, and

P. D. Lett, Phys. Rev. Lett. 102, 225301 (2009).

[11] D. Jacob, L. Shao, V. Corre, T. Zibold, L. De Sarlo,

E. Mimoun, J. Dalibard, and F. Gerbier, Phys. Rev. A 86, 061601

(2012).

[12] L. Zhao, J. Jiang, T. Tang, M. Webb, and Y. Liu, Phys. Rev. A

89, 023608 (2014).

[13] M.-S. Chang, Q. Qin, W. Zhang, L. You, and M. S. Chapman,

Nat. Phys. 1, 111 (2005).

[14] A. Widera, F. Gerbier, S. Fölling, T. Gericke, O. Mandel, and
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We present a simple and optimal experimental scheme for an all-optical production of a sodium spinor

Bose-Einstein condensate (BEC). With this scheme, we demonstrate that the number of atoms in a pure BEC can

be greatly boosted by a factor of 5 over some widely used schemes in a simple single-beam or crossed-beam optical

trap. Our scheme avoids technical challenges associated with some all-optical BEC methods and may be applicable

to other optically trappable atomic species. In addition, we discuss an upper limit for evaporative cooling efficiency

in all-optical BEC approaches and a good agreement between our theoretical model and experimental data.

DOI: 10.1103/PhysRevA.88.033620 PACS number(s): 67.85.Hj, 64.70.fm, 37.10.Jk, 32.60.+i

I. INTRODUCTION

In the last two decades, many techniques have been devel-

oped to reliably generate a Bose-Einstein condensate (BEC)

of more than 104 atoms. Almost every one of these techniques

requires evaporative cooling in a trapping potential, including

a magnetic trap, an optical dipole trap (ODT), or a combined

magnetic and optical potential [1–5]. Among these techniques,

all-optical methods have been proven to be versatile and

popularly applied in producing quantum-degenerate gases of

both bosonic [6–14] and fermionic [15] species. ODTs have

tight confinement, which allows for fast evaporation with a

duty cycle of a few seconds [6]. Unlike magnetic potentials that

only trap atoms in the weak-field-seeking spin state, an ODT

can confine all spin components. This is crucial for creating

vector (spinor) BECs with a spin degree of freedom [16]. ODTs

can also be applied to a wider variety of atomic species (e.g.,

ytterbium, alkaline-earth metals, and cesium) which cannot

be feasibly condensed in a magnetic trap [8,13]. In addition,

optical trapping does not require magnetic coils around trapped

atoms, which not only provides better optical access but

also reduces residual magnetic fields. The simplicity and

versatility of ODTs widens the accessibility of BEC research

on many-body physics, precision measurements, and quantum

information science [17].

Forced evaporation in an ODT can be performed by simply

reducing its trap depth U (e.g., lowering the trapping laser

power). In this process, collision rates decrease with U ,

which leads to slow rethermalization and eventually stagnation

in evaporative cooling. Several methods have been reported

to overcome this difficulty, including tilting an ODT with

a magnetic-field gradient [18], using a misaligned crossed

ODT [12,14], compressing an ODT with a mobile lens [11],

and applying multiple ODTs for staged evaporation [8,10].

In this paper, however, we show that these methods may

not be necessary for some atomic species, in particular,

sodium atoms. Good agreements between our model and

experimental data enable us to develop an optimal ODT ramp

and evaporation sequence for an all-optical production of

sodium BECs. With this optimal scheme, we find that the

number of atoms in a pure BEC is greatly boosted by a factor

*yingmei.liu@okstate.edu

of 5 over some popular schemes and evaporation efficiency

γ = −d(ln D)/d(ln N ) can be 3.5 in a crossed ODT. Here D

is the phase space density, and N is the number of atoms.

We also show an upper limit for γ at a given truncation

parameter η = U/kBT and demonstrate that a constant η does

not yield more efficient evaporative cooling. Here T is the atom

temperature and kB is the Boltzmann constant. This optimal

experimental scheme allows us to avoid technical challenges

associated with some all-optical BEC approaches.

II. EXPERIMENTAL SETUP

Our apparatus is divided by differential pumping tubes into

an atomic oven chamber, an intermediate chamber, and a main

chamber where a magneto-optical trap (MOT) is located [19],

as shown in Fig. 1(a). Hot atoms are slowed down by a spin-flip

Zeeman slower [21] and then collected in the MOT, which

is constructed with six cooling beams and a pair of 24-turn

anti-Helmholtz coils. Each MOT cooling beam is detuned by

δcooling = −20 MHz from the cycling transition, has a power

of 6 mW, and combines with one 3.5-mW MOT repumping

beam in a single-mode fiber. Every MOT repumping beam is

detuned by δrepump = −5 MHz from the |F = 1〉 to |F ′ = 2〉

transition. After 8.5 s of MOT loading, a three-step polarization

gradient cooling process efficiently cools 3 × 108 atoms to

40 μK [19]. To depump atoms into the F = 1 hyperfine states,

the repumping beams are extinguished 1 ms before cooling

beams and MOT coils are turned off. Figure 1(b) lists a typical

experimental sequence for our all-optical BEC approach.

A crossed ODT consists of two far-detuned beams which

originate from an IR laser with a maximum power of 13 W

at 1064 nm and have a waist of 33 μm [22] at their

intersection point, as shown in Fig. 1(a). A single-mode

polarization-maintaining fiber is used to polish the beam mode

and to minimize pointing fluctuations due to imperfections of

the IR laser and thermal contractions of an acoustic-optical

modulator. As a result, atoms which are transferred from the

MOT into the tightly focused crossed ODT demonstrate a long

lifetime of 8 s and a large collision rate. These are essential

for all-optical BEC approaches.

A couple of ODT ramp sequences were proposed to

improve the ODT capture efficiency by finding a reasonable

balance between two competing ODT-induced effects [6,7,

9,10,12–14,23,24]. First, a larger U enables more atoms to

033620-11050-2947/2013/88(3)/033620(5) ©2013 American Physical Society
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FIG. 1. (Color online) (a) Schematic of our apparatus. Inset 1:

schematic of the crossed ODT setup around the main chamber. The

positive z axis represents the direction of gravity. L1, L2, and L3 are

convex lenses. M1 and M2 are mirrors. Inset 2: the definition of the

ODT trap depth U . The solid red line and dashed blue line represent

the crossed ODT’s trap potential energy P as a function of position

along the z axis with and without taking into account the influence of

gravity, respectively [20]. Here x = y = 0 and the ODT laser power

is 60 mW. (b). Experimental sequence of creating sodium BECs with

the all-optical approach (see text). Each MOT cooling beam is detuned

by δcooling from the cycling transition. All axes are not to scale.

be captured in the ODT if the ODT beams do not interact

with the MOT. The number of atoms loaded in the ODT is

NrampA ∼
∫ U

0
ρ(ǫ)f (ǫ)dǫ, where ρ(ǫ) and f (ǫ) are the density

of states and occupation number at energy ǫ, respectively. This

is confirmed by our data (blue triangles in Fig. 2) taken with

1.4×10
6

1.2

1.0

0.8

0.6

0.4

0.2

0.0

A
to

m
 n

u
m

b
er

 i
n
 O

D
T

s

10008006004002000

U0/kB (μK)

 scheme-A

 scheme-B 

 scheme-C

 scheme-D

1.2×10
5

0.6

0

N
B

E
C

8004000
U0/kB (μK)

FIG. 2. (Color online) The number of atoms captured in the

crossed ODT as a function of U0 with the four ODT ramp sequences

(see text). Our optimal scheme is the best scenario of scheme D when

U0 ≃ Umax/2. The dashed blue line and the solid red line are fits

based on NrampA and NrampD, respectively (see text). Inset: the number

of atoms in a BEC as a function of U0 when one of the three schemes

(i.e., schemes B–D) and the same evaporation curve are applied. The

dashed red line is a Gaussian fit to the data.

scheme A, in which the ODT depth is linearly ramped in 5 ms

from zero to U0 immediately after MOT beams are switched

off. On the other hand, there are some advantages to turning

on intense ODT beams in the presence of MOT beams. For

example, this allows the ODT to capture a larger number of

cold and dense atoms by using MOT beams to prevent the gas

from expanding. However, atoms experience non-negligible

ac Stark shifts in regions where the ODT beams and the MOT

overlap. As a result, the MOT’s cooling capability is impaired

in the MOT and ODT overlapping regions, and the number of

atoms loaded into the ODT decreases when the ODT becomes

too deep. N is thus not a monotonic function of U .

Scheme B (green squares in Fig. 2) is a popular scheme

used to improve the ODT capture efficiency, in which ODT

beams overlap with a MOT for a very short amount of time (20–

200 ms) before the MOT beams are switched off [12,14,23,24].

Scheme C (black crosses in Fig. 2) is another widely applied

scheme, which keeps the ODT beam at its maximum power

during the entire MOT stage [6,9,10,13]. Figure 2 clearly

shows that there is an optimal scheme which can increase the

number of atoms loaded into the crossed ODT by a factor

of 2.5 over the above two popular schemes. This optimal

scheme is the best-case scenario for our scheme D. As shown in

Fig. 1(b), the ODT in scheme D is kept at a small trap depth U0

during the entire laser cooling process and is then linearly

ramped to Umax in tramp = 5 ms. Umax ≈ kB × 800 μK is the

maximal trap depth used in this work, and 0 � U0 � Umax.

The number of atoms loaded into the ODT in scheme D

may be expressed as NrampD ∼ Aξ (U0)
∫ U0

0
ρ(ǫ)f (ǫ)dǫ +∫ Umax

U0
ρ(ǫ)f (ǫ)dǫ. Here ξ (U0) = exp{−[δODT(U0)]2/ω2

0} is a

correction factor due to the ODT-induced shift δODT(U0), while

A and ω0 are fitting parameters. Our data collected with scheme

D (red circles in Fig. 2) can be well fitted by this model. The

fit value of ω0 is 1.2Ŵ, where Ŵ/2π = 9.7 MHz is the natural

linewidth of sodium. The number of atoms in the ODT reaches

its peak when the optimal ramp sequence with U0 ≃ Umax/2

is applied. Compared to the two popular schemes, the optimal

scheme allows us to use ODT beams with smaller waists while

loading the same amount of laser-cooled atoms to the ODT.

The resulting high initial atom density and high collision rates

from the optimal scheme enable very efficient evaporative

cooling. This greatly boosts the number of atoms in a BEC by

a factor of 5 over the two popular schemes for our apparatus,

as shown in the inset in Fig. 2.

We find that our optimal scheme leads to a better ODT

capture efficiency over the two popular schemes at every

given frequency of the MOT beams within a wide range (i.e.,

−24 MHz � δcooling � −10 MHz and −15 MHz � δrepump �

6 MHz). One mechanism may explain this phenomenon: well-

aligned crossed ODT beams have a much larger intensity in the

intersection region than that in the “wing” (nonintersecting)

region. In other words, the light shift induced by the ODT

beams is not uniform, i.e., a big shift in the intersection region

and a small shift in the “wing” region. These ODT-induced

nonuniform shifts cannot be mimicked by simply varying

the frequencies of the MOT cooling and repumping beams.

Because this mechanism does not depend on atomic species,

our optimal scheme may thus be applicable to rubidium and

other optical trappable atomic species.
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III. EVAPORATIVE COOLING

To optimize γ , it is necessary to understand the time

evolution of the system energy E and the atom number N

during an evaporation process. Similar to Refs. [14,25–27],

we use κkBT ≈ (η − 5)/(η − 4)kBT to represent the average

kinetic energy taken by an atom when it is removed from

the ODT, and we assume the mean kinetic energy and mean

potential energy to be E/2 when η is large. The time evolution

of E and N is thus given by

Ė = −
2(η − 4)e−ηN

τ2

(U + κkBT ) +
U̇

U

E

2
+ Ė|loss,

(1)
Ṅ = −2(η − 4)e−ηN/τ2 + Ṅ |loss,

where τ2 is the time constant of the two-body elastic collision.

In Eq. (1), Ė|loss and Ṅ |loss are due to various inelastic loss

mechanisms and may be expressed as

Ė|loss = ksN − k1N (3kBT ) − k3n
2N (2kBT ),

(2)
Ṅ |loss = −k1N − k3n

2N,

where k1 and k3 are one-body and three-body loss rates,

respectively. ks represents heating introduced by ODT beams

via a number of different mechanisms, such as pointing

fluctuations of the ODT beams, a bad laser beam mode,

and spontaneous light scattering. The term 2kBT in Eq. (2)

accounts for the fact that atoms in the ODT’s center have

higher density and thus are more affected by the three-body

inelastic loss [12].

In our apparatus with the UHV pressure in the 10−12

Torr range, background collisions are negligible. Since the

ODT beams are delivered via a single-mode polarization-

maintaining fiber, heating induced by the ODT beams is

minimized. k1 and ks are thus very small. If we ignore k1

and ks, Eq. (1) can be simplified to

Ė = ṄηeffkBT +
U̇

U

E

2
, (3)

where ηeff = η + κ − R(η + κ − 2). We define R = (Ṅ |loss)/

Ṅ = 1/[1 + 2(η − 4)e−ηRgTb] to represent the portion of atom

losses due to inelastic collisions, where RgTb is the ratio of the

inelastic collision time constant to τ2. From solving the above

equations, γ may be expressed as

γ = ηeff − 4 = η + κ − R(η + κ − 2) − 4. (4)

The value of η in many publications on optical productions

of BECs was held constant with η = 0 [6,7,11,12,14,15,18].

Our data in Fig. 3, however, show that a constant η does not

lead to better evaporation or a larger γ . The values of γ in

Fig. 3 are extracted from 36 evaporation processes in which the

forced evaporation speed and the hold time at Umax are changed

independently, although they all start with the same initial

number of cold atoms in the crossed ODT. η = ηf − ηi is the

change of η during forced evaporation, where ηi and ηf are the

values of η at Umax (i.e., the beginning of forced evaporation)

and at Uf , respectively. In order to avoid overestimating γ

due to the bosonic enhancement near the BEC transition

temperature, we choose Uf = kB × 30μK, where no BEC

appears. We find that η tends to be a non-negative value

when the forced evaporation time is longer than 1 s (solid
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FIG. 3. (Color online) Evaporation efficiency γ in 36 different

evaporation processes as a function of η. Solid black squares are

data taken with the forced evaporation time longer than 1 s. Inset: γbest

as a function of ηi extracted from the main figure. The solid line sets an

upper limit for γ based on Eq. (4) by assuming k1 = ks = 0 (see text).

black squares in Fig. 3), which is a good indication of sufficient

rethermalization. We also find that γ is too small to yield a

BEC when η < −2.5.

We compare the evaporation efficiency at different values

of ηi, as shown in the inset of Fig. 3. γbest (the best achieved

value of γ at a given ηi in our system) does not show a

strong dependence on ηi if 8 < ηi < 10, while γbest sharply

diminishes when ηi becomes too large or too small. In the

inset of Fig. 3, a similar relationship between γ and ηi is also

predicted by the solid blue line, which is a result based on

Eq. (4) by ignoring k1 and ks and by applying a nonzero R

(i.e., RgTb = 4000 [4]). All of our data lie below the solid line

in the inset, which may indicate that k1 and ks are larger than

zero and cannot be ignored. Therefore, based on Fig. 3, we

need to choose a value between 8 and 10 for ηi and keep η

larger than −0.5 in order to optimize evaporation efficiency γ .

The maximum achievable value for ηi appears to be 10.8,

as shown in the inset of Fig. 3. To understand this, we monitor

the time evolution of η and find that η has a maximal value

ηmax at a given ODT depth U . The value of ηmax decreases

exponentially with U , and ηmax at Umax is 10.8, which agrees

well with our theoretical prediction (solid red line in Fig. 4).

Therefore, if one wishes to keep η unchanged during forced

evaporation, η must be limited to 10.8 even though ηmax

can be much higher at low ODT depths (e.g., ηmax > 13 for

U/kB < 100μK). This may be one reason why a constant

η does not yield more efficient evaporative cooling. We also

find that the time evolution of η at every U discussed in this

paper can be well fitted with our model. Two typical fitting

curves are shown in the inset of Fig. 4.

A pure F = 1 BEC of 1.2 × 105 sodium atoms at 50 nK is

created from a 0.45-s free evaporation at Umax followed by a

5-s forced evaporation in which U is exponentially reduced.

This evaporation curve provides two important parameters

for efficient evaporative cooling: ηi is between 8 and 10,

and the forced evaporation time is long enough for sufficient

rethermalization but short enough to avoid excessive atom

losses. Two time-of-flight absorption images in Fig. 5(a)

show a typical change in the condensate fraction (CF) after
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FIG. 4. (Color online) ηmax as a function of the ODT depth U

when atoms are held at a fixed U for 8 s. The solid line is a fit based

on Eqs. (1) and (2) (see text). Inset: the time evolution of η at two

typical ODT depths. Solid lines are fits based on the same model

applied in the main figure (see text).

interrupting the evaporation curve at various U . We also

apply the above all-optical approach to evaporate atoms in

a single-beam ODT. A similar result can also be achieved in
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FIG. 5. (Color online) (a) Absorption images taken after inter-

rupting an optimized evaporation curve at various U followed by a

10-ms time of flight (see text). OD stands for the optical density.

Dashed black lines and solid blue lines are fits to the column

densities based on a Gaussian distribution and a bimodal distribution,

respectively. CF = ñc/(̃nth + ñc), where ñth and ñc are column

densities for the thermal cloud and the condensate, respectively.

(b) The period of spin population oscillations as a function of B

at m = ρ+1 − ρ−1 = 0. Here ρmF
is the fractional population of the

mF state. The solid black line is a fit based on the mean-field theory

(see text). Inset 1: Three spin components of a F = 1 spinor BEC

are spatially separated in a 3D Stern-Gerlach absorption image. Inset

2: A typical time evolution of ρ0 at B = 431 mG and m = 0 when

the spinor BEC is held in the crossed ODT. The solid blue line is a

sinusoidal fit to the data.

the single-beam ODT as long as its beam waist is smaller

than 16 μm so that it can provide a high enough collision

rate. The resulting number of condensed atoms in the single-

beam ODT, however, is four times smaller than that in the

crossed ODT.

To fully polarize atoms in a F = 1 BEC to the |F =

1, mF = 1〉 state, a weak-magnetic-field gradient is applied

during forced evaporation, as shown in Fig. 1(b). We then

ramp up a magnetic bias field with its strength B between

100 and 700 mG while turning off the field gradient. We can

prepare an initial state with any desired combination of three

mF states by altering the amplitude and duration of a resonant

rf pulse and/or a resonant microwave pulse. A Stern-Gerlach

separation followed by absorption imaging is used to measure

the populations of different spin states, as shown in inset 1 in

Fig. 5(b).

The interesting interactions in spinor BECs are interconver-

sion among multiple spin states and magnetic-field interactions

characterized by the quadratic Zeeman effect. Such a system

can be described with a simple two-dimensional phase space

that we can manipulate to some degree by changing the

magnetic-field strength or the density of the BEC [17,28].

When a F = 1 spinor BEC is taken out of equilibrium at a

nonzero magnetic field, spin population oscillations can be

observed, as shown in inset (2) in Fig. 5(b). The population

oscillations are nearly harmonic except near B = 370 mG,

a separatrix in phase space where the period diverges. The

data can be well fitted by a prediction from the mean-field

theory [solid line in Fig. 5(b)] [17] with only one fitting

parameter (i.e., the mean BEC density). Figure 5(b) may thus

be a good way to measure the mean BEC density and to

check the values of the crossed ODT’s trap frequency and trap

depth [22].

IV. CONCLUSION

In conclusion, we have presented an optimal experimental

scheme for an all-optical production of sodium spinor BECs.

For our apparatus, we have found that the number of atoms in

a pure BEC with this scheme is greatly boosted by a factor of

5 over two popular schemes in a crossed ODT. Our scheme

avoids technical challenges associated with some all-optical

BEC approaches and may be applicable to other optically

trappable atomic species and molecules [29]. We have showed

an upper limit for γ at a given η, demonstrated that a constant

η could not yield a larger γ , and discussed good agreements

between our model and experimental data. We may be able

to further improve evaporation efficiency to reach its upper

limit and thus to increase the number of atoms in a BEC by

combining our scheme with one of the clever ideas shown

in [8,12,14,18].
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