HARDWARE IMPLEMENTATION OF
TUNABLE HETERODYNE
BAND-PASS FILTERS

By
ASAD AZAM
Bachelor of Science
Oklahoma State University
Stillwater, Oklahoma
1999

Submitted to the Faculty of the
Graduate College of the
Oklahoma State Untversity
in partial fulfillment of
the requirements for
the Degree of
MASTER OF SCIENCE
August, 2001



HARDWARE IMPLEMENTATION OF
TUNABLE HETERODYNE

BAND-PASS FILTERS

Thesis Approved:

J%/ﬁ%j |

Thesis Adviser

7

%< Z" ﬂ('/ VPONVS

ljeg\’ of the Graduaé College

i



PREFACE

Modemn wireless and satellite communication systems make use of spread-
spectrum modulation concepts such as Frequency-hopping spread-spectrum (FHSS) and
Direct sequence spread-spectrum (DSSS). The spread-spectrum modulation method
inherently possesses anti-jamming and anti-interception properties due to the fact that the
narrowband information signal is spread over a wide range of frequencies, masking the
information-bearing signal as noise. Despite these properties, these communication
channels can be severely corrupted by high-powered narrowband interference signals
generated by local FM or AM transmitters which may cause complications when
detecting the information signal at the receiver. Therefore. the communication system is
made more efficient with the use of signal processing techniques for narrowband
interference attenuation. Control systems is another area where the presence of
narrowband interference signal due to mechanical resonance can be responsible for

causing distortion in information signal.

Any Band-pass, High-pass or a Low-pass filter may be converted into a tunable
filter through the use of new Tunable Heterodyne Band-pass Filter concept in which the
frequency of the heterodyne signal 1s adjusted thereby creating the effect of translating
the entire transfer function of the fixed filter in frequency. In this thesis, hardware

implementation techniques and results of the new Digital Tunable Heterodyne Band-pass
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filter js proposed that allows a prototype IIR or FIR filter to be shifted through the entire
range of digital frequencies with a single parameter, the heterodyning frequency. The
unique property of this new tunable filter is the range of tunability it possesses. With this
technique, the fixed filter is tuned continuously using the concept of frequency
translation. The images created by the heterodyne process are cancelled without the use
of image canceling filters, which significantly contribute towards a hardware efficient
design. In this thesis, simulation results are observed to illustrate the effects of having the

fixed prototype filter as a band-pass, high-pass, low-pass or notch filter.

This thesis concentrates on the hardware implementation of the tunable
heterodyne filter structure with a band-pass filter as the fixed prototype filter. Thus,
simulation and experimental results show that if the fixed filter is a narrowband Band-
pass filter, a much hardware efficient implementation can be achieved by using the new
Tunable Heterodyne Band-pass filter to extract the narrowband interference from
broadband communication or control systems as compared to the standard techniques

used.

The proposed heterodyne filter is suitable both as a tunable filter or to be
implemented with standard algonithms to design adaptive digital filters. The new
structure proposed is composed of three main components which can be implemented
using Field Programmable Gate Arrays (FPGA) or easily be retargeted for an Application
Specific Integrated Circuits (ASIC) standard cell technology or customn designed for Very
Large Scale Integration (VLS1) processes. A prototype systern is implemented using a
single chip Xilinx Virtex Senies Field Programmable Gate Arrays (FPGA) and the

simulation results are compared with the hardware data.
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Chapter 1

Introduction and Thesis Organization

1.1 The Problem Statement

Tunable filters are widely used in applications where the frequency of interest
varies over a period of time. Some of the applications lie in the field of communications
and controls, where occurrence of narrowband interference is unpredictable and thus
needs to be eliminated from the desired signal for an efficient system. In order to tune a
filter over a range of frequencies, the coefficients of the filter have to be changed for
every tunable frequency. This would require a much larger hardware structure to
implement even for a moderate order filter with decent range of discrete tuning
frequencies. A novel technique of heterodyne filtering allows us to tunec a high-pass or a
low-pass filter continuously over the range from DC to Nyquist and to tune a band-pass
filter continuously over the range from DC to Nyquist/2 or from Nyquist/2 to Nyquist. In
this concept, the incoming signal is translated to the tixed filter frequency rather then

moving the filter over the incoming signal.

Through the mirroring effect of poles and zeros and their conjugates, a high-pass

or a low-pass filter can be converted into a tunable band-pass filter with the method of



frequency translation. To analyze the effects on the tunability of the heterodyne filter
based on the category of prototype filter used in this structure, detailed simulations are
required for all forms of common filters; high-pass, low-pass, band-pass and band-stop.
However, this thests only deals with the hardware implementation of Tunable Heterodyne
filter structure [ 1], where the prototype filters chosen for this implementation were band-
pass filters. For rapid prototyping, the hardware was implemented using a Xilinx Virtex
family of Field Programmable Gate Amays (FPGA). One of the key goals of the work
reported in this thesis was to implement the theoretical core of the tunable heterodyne
filtering concept 1n hardware and to show that the heterodyne technique is more efficient

for continuous tuning of frequencies compared to the standard techniques.

The particular Tunable Heterodyne filter structure discussed in this thesis has
three distinct parts, Splitter, Fixed Prototype Filter and Combiner. The Splitter and
Combiner structures are basically the heterodyne units, where the Splitter circuit is
responsible for translating the incoming signal to the fixed filter frequency and the
Combiner circuit translates the filtered response from the fixed filter structure to its base

band.

The fixed prototype band-pass filter can be chosen as either an FIR or IIR filter.
Applications for this type of tunable or adaptive filter can be found in many areas
including embedded control and communications systems. For example, in broadband
communication and control systems, where it is extremely important not to filter out the
important information data, this type of filter can be used to attenuate narrow-band
interference with mintmum degradation of the broadband signal. Thus the need for high

performance filters with sharp transition bands is essential in these applications in order

2



to prevent degradation of the broadband signal due to large transition bands associated
with typical digital filters. Therefore, in this thesis, we focus on using IIR filters, which

yield sharp transition bands, but are also extremely hard and tricky to tune.

In order to be able to target this design to various FPGA or ASIC technologies,
the behavioral code for the circuit needed to be wrtten in Hardware Description
Languages (VHDL & Verilog). While this VHDL or Verilog code must be written with
some target-specific technology (in our case, targeted specifically for the Xilinx Virtex
FPGAS), as much as possible we have tried to develop a target-free code that can be

easily be retargeted to other FPGAs or to ASIC designs.

The theory of Tunable Heterodyne Filters is based on complex mathematics and
has been used in many communijcation systems. one such application is Single Side Band
(SSB) Modulation. Most of these communication structures are butlt using analog
devices [13]). This project deals with the implementation of Tunable Heterodyne Band-

pass Filter for Digital Signal Processing applications.

1.2 Introduction

The mportance of Digital Signal Processing (DSP) has been significantly
exhibited over the years with advances in broadband communications. Several 1ssues
plague the modem communication systems, namely narrowband interferences in
broadband Binary Phase Shift Keying (BPSK) and Quadrature Phase Shift Keying

(QPSK) signals.

Narrowband interferences are usually generated from oscillators that are local to

the area where the receiver is located. These signals have strong energy confined in a

3



narrow-band at a specific frequency and are effective enough to make it extremely hard
for the receivers to detect the wide-band signal. With this effect on signals around it,
narrowband interference causes problems especially in the mobile communication
industry whereby the received signal will be corrupted due to the system failure and low
performance. Thus, to improve the system performance, signal processing techniques are

applied to eliminate these interferences [2].

The basic idea behind the digital heterodyne filter structure is to develop a tunable
band-pass filter in the digital domain. Utilizing the heterodyne property of signal
translation, the signal is modulated with a carrier frequency in the digital domain to shift
the interference frequency to the center frequency of the fixed filter. The signal is then
filtered and retranslated through the process of heterodyning back to its base-band. The
filter frequency can be situated at any place in the frequency spectrum. thus a relationship
between the heterodyning frequency and the incoming interference frequency with
respect to the center frequency of the band-pass filter needs to be established. The tunable
heterodyne filter can be made adaptive by using an adaptive algorithm such as LMS, in
which the heterodyning frequency can be calculated with prior knowledge of interference

frequency and fixed filter frequency.

The newly proposed filter implementation was discovered based upon the
heterodyne process in which the prototype filter could be adjusted or “runed™ to the
appropriate frequency in order to attenuate narrowband interferences. The heterodyne
process itself can be defined as the generation of new frequencies by mixing two or more

signals in a nonlinear device. The proposed heterodyne filter implementation cancels the



effect of all the undesired images created during the heterodyne processes without using
image-canceling filters.

Although theoretically the proposed digital filter has been proven to perform as
intended, the emphasis presented here is towards the hardware implementation of the
“Tunable™ Heterodyne Filter which was carried out on the Xilinx Virtex Series FPGA.
The Xilinx FPGA was chosen as a suitable test environment, which will eventually lead

to the design being hardwired into an ASIC or VLSI process.

1.3 Thesis Organization

In chapter 2, previous work and research in the area of narrowband interference
suppression from wide-band communijcation has been presented. A brief overview of
Spread-Spectrum communication system is provided and the problems related to
narrowband interference are pointed out. It is analyzed and researched, as to which
technique our Tunable Filter is comparable 10. This project has emerged from the heart of
the communication systems, therefore the point ot applications for the other similar
structures are addressed. Then this chapter goes into a bref description of complex
numbers and signals. This chapter forms a basis for the understanding of the underlying

mathernatics in this application.

In chapter 3, introduction to the Tunable Heterodyne Filter structure is efaborated.
Each component of this filter is separately analyzed through mathematical expressions,
which are derived at each node of the filter [8). A detailed analysis in simulation is
performed to show the tuning characteristics of different categories of the prototype
futers, when implemented as fixed filters in the tunable heterodyne filter structure.

5



In chapter 4, a similar analysis of Tunable Heterodyne Band-pass Filter is used,
but this time instead of explaining with mathematical equations, a graphical signal
analysis is done to explain the workings of this structure.

In chapter 5, an introduction of FPGA systems and their architecture, along with a
brief description of the synthesis process and method is presented. Terminologies built in

this chapter will be extensively used in the successive chapters.

In chapter 6, hardware for the Tunable Heterodyne Band-pass filter is constructed
using Xilinx FPGAs. This chapter elaborates the design process and synthesized
circuitry. Implementation topics and issues included in this chapter are, Sine/Cosine wave

generator, Signal to Noise Ratios, Multipliers and Prototype filter designs.

In chapter 7, the results that were obtained from Matlab simulation and FPGA
hardware implementation, are presented. This chapter also shows the effect of having a
higher order IIR filter to improve the system response. This chapter goes into a bricf
detail of our testing techniques and experimental setup. We also compare and estimate
hardware requirements between the standard technique and the tunable heterodyne

filtering technique.

Finally in chapter 8, we conclude the discussion of tunable heterodyne band-pass

filters and set forth the goals and 1deas for more future work.



Chapter 2

Background

2.1 Introduction

Digital Signal Processing has its applications embedded in a vast number of
disciplines. Introduction of Signal processing in the field of communication has enhanced
the quality of information transferred from one place to another. One of the fields of
communication where signal processing has made a dominant effect is wide-band
communication. In this chapter a brief overview of the broadband communication
techniques and their associated problems are analyzed. Some of the material presented in
this chapter deals with the research work done in the field of narrowband interference
suppression from broadband signals and related techniques that are comparable to the one
presented in this thesis. Signal Processing applied in this thesis is not only applied in

narrowband interference in the field of communications but also in control systems.

2.2 Spread-Spectrum Communication

In this section, a brief descnption of Spread-Spectrum Communication s given
along with some of the problems associated with this technique. The concept of Spread-
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Spectrum 1s to encode a relatively narrowband information signal in such a way that the
information is spread over a broad band of the frequency spectrum. This can be
accomplished by several well-known techniques. For example, Direct-Sequence Spread-
Spectrum (DSSS) is accomplished by mixing the input signal with a seguence of
numbers. The signal to be transmitted is first multiplied by & pseudo noise to spread the
information signal over a bandwidth of B. In this manner the power spectral density of
the information signal is spread to about 100-1000 times the bandwidth of the original
signal, thus making the information appear as noise. This process is shown in figure 2.],

where the PSD is the Power Spectral Density.

P P
S S
D D
Frequency Frequency

Pseudo Number
Generator

Figure 2.1 Spread-Spectrum generated at transmutter end.

To retrieve the information data from the notse-like spread-spectrum signal, the
receiver has to use the same sequence of pseudo numbers. Through this process the data
1s recovered since there is very little correlation between the pseudo sequence generated
by other users and the sequence used to retrieve the data. At the receiver end, the noise

like data is multiplied by the same sequence. This process is shown in figure 2.2.



The advantage of spreading the information signal over a wide range of
frequencies is that it is hard to detect the information data, which appear as noise in the
communication channel and thus making it extremely difficult for deliberate jammers to
distort or intercept the information. One of the advantages to this scheme is when the
noise-like spread-spectrum information signal corrupted with a narrowband interference
signal over the channel i1s muiltiplied by the pseudo sequence at the receiver end, the
power of the narrowband is spread over a wide band of frequencies. Thus, this spread of
narrowband would appear as noise to the retrieved information signal. This process is

shown in figure 2.3, where the shaded area is the narrowband interference.

P p
S S 7]
D D Ve
Frequency Frequency
Pseudo Number
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Figure 2.2 Information retrieved at receiver end.
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jl 5

Frequency Frequency

Pseudo Number
Generalor

Figure 2.3 Information and narrowband noise at receiver end.



Although theoretically it seems that the narrowband interference can be
suppressed and spread down into the noise level at the receiver end, in practice these
narrowband interferences have high power associated with them, which would saturate
the receiver amplifier, and thus would cause system failure. These strong narrowband
signals generated by AM and FM radio transmissions within the communication systems
make it impossible to detect the spread-spectrum signals [9][10][11][12]. Introduction of
signal processing techniques for interference suppression is applied prior to detecting the
signal, where narrowband interference suppression techniques are applied to eliminate

them and consequently to enhance the performance of spread-spectrum communications

(11[2).

2.2.1 Narrowband Interference Suppression Techniques

There are a number of research groups that are working to find novel techniques
to eliminate narrowband interference from broadband communication systems without
corrupting the information data. One of the techniques is to implement an adaptive
algorithm to filter out the narrowband frequencies. These algorthmic techniques use
transversal or tapped delayed filters to adjust the filter response to the frequencies of the
narrowband interference. Since the thermal noise and the spread-spectrum signals are
wideband processes, their future values cannot be predicted, whereas in the case of a
narrowband signal, they can be predicted from their past behavior (2]. Therefore, the
narrowband interference can be subtracted from the onginal signal. To eliminate the
interference from the system, the tap weights of the filter are adapted until the mean

squared error is minimized [1][4][5][6][7]. Another technique used for the suppression of
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narrowband interference is the transforrn method. This technique consists of a Fourier

Transform, a multiplier and an Inverse Fourier Transform [2].

The method implemented in this thesis closely resembles the adaptive algorithm
technique described above, as the digital filter described here can be made adaptive by
placing it in an adaptive algorithm. Since the coefficients of the transversal filter are not
fixed, therefore variable multipliers are utilized, which consume a lot of silicon area. Also
in the technique using the Founier Transform method for narrowband interference
elimination, considerable hardware is required to implement the Fast Fourier Transform
and inverse Fourier transforrn. The tunable heterodyne band-pass filter proposed in this
thesis can replace the traversal filter in the adaptive algorithm such as Least Mean
Squared (LMS) [8] and can be tuned to any frequency from DC to a/2 or n/2 1o ® with a

single parameter, the heterodyne frequency.

cos(mpt) cos(yt)

h(n)
x(t) y(1)

h(n)

sin{ayt) sin{agt)

Figure 2.4 The Basic Block of Heterodyne Unit.



2.2.2 Structural Issues

The concept of the heterodyne filter is drawn from classical communications
theory. The structural configuration shown in figure 2.4, which we will use to implement
the tunable band-pass filter, is employed in many communjcation systems for various
different applications. Most of these applications are designed as analog circuits in
transmutters and receivers for the communication channels. The most common
application found for this technique is Single Side Band (SSB) modulation Radio
Transceivers [13][14]. In these implementations, low-pass filters are used where the
heterodyning frequency translates the incoming signal down to the low pass filter
frequency for filtering and demodulation. Our tunable heterodyne band-pass filter, on the
other hand, uses this communication concept to implement a unique filtering scheme.
which can be tuned with a single parameter and can be adapted when used in an adaptive
algorithm [8). Using a digital scheme allows us to construct identical filters, which are

essential in ehminating all the images generated due to the heterodyne process.

2.3 Tunable Heterodyne Band-pass Filter

The tunable heterodyne band-pass filter is a novel idea, which uses the concept of
the heterodyne process to translate the incoming signal from base-band up to the fixed
filter frequency [8][15]. The concept of tunable filtering by frequency translation has its
roots embedded in communication theory. The basic idea behind the Tunable Hetcrodyne
Filter 1s very similar to the concept of super-heterodyne used for radio transmission,
where the signal coming into the system is heterodyned or mixed with a tunable
heterodyne frequency which translates the signal to a fixed intermediate frequency (IF),

12
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thus translating the signal to a new, but fixed, frequency spectrum. In the case of the
super heterodyne receiver, the IF is filtered and then demodulated to produce the audio or
video output. In our new heterodyne filter, the signal is translated by modulation with the
hetetrodyne frequency to a fixed intermediate frequency (IF) of the filter and then a
second heterodyne process brings the signal back to the original frequency, but it is now
filtered by the action of the fixed IF filter. While the IF filter is fixed, the frequencies of
the signals being filtered vary depending upon the heterodyne frequency. The result is a
hardware efficient tunable filter with a single tuning parameter. In the tunable heterodyne
filter structure, a fixed filter is implemented with constant coefficients, which is
mathematically proven to give the same results as those obtained from a much more

complicated tunable filter implemented with variable coefficients.

2.4 Complex Mathematical Analysis

A real signal is composed of imaginary and real components, that is if we view a
real signal as a vector, then one of its constituent lies on the real axis and the other on the

imaginary axis. We can represent a complex number as shown in figure 2.5

[maginary axis
A

A Real axis

Figure 2.5 Complex number representation.
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where ‘P’ is a complex number, represented in rectangular form by P = a + jb. The
magnitude of this complex nurnber is given by, M = (a’ + b%)'”? and the angle is given by,
8 = tan “'(b/a). If we see this form as a vector instead of a point, we get a phasor

representation or rotating vector. Figure 2.6 shows this effect.

The phasor shown in figure 2.6 has both real and imaginary parts and can be

jfot

expressed as € = cos(2nfot) + j sin(2wfot). Thus if the phasor is rotating as time

progresses, we get a spiral shape helix coming out of the page. The projection of the helix
on the real/time plane is a cosine wave and its projection on to the imaginary/time plane

is the sine wave, as shown in figure 2.7.

Imaginary axis

Real axis

Figure 2.6 Complex Phasor representation.

Therefore. to represent a phasor in rectangular form we require two sinusoids, a
cosine for the real part and a sine for the imaginary part. If we have two phasors, which
arc complex-conjugate pairs, rotating in a counter direction with respect to each other, the
rcal components of the two complex-conjugate phasors would add constructively and the
imaginary parts of the two complex-conjugate phasors would cancel each other out, thus

producing a real sinusoid [16](17].
14



Figure 2.7 Helix formed by rotating Phasor in time.

In communication systems, real signals are represented as band-limited signals
that have an equal amount of positive and negative frequencies. These signals behave in a
similar way to the phasor representation above. Thus to make use of the property of
rotating conjugate pair cancellation to obtain a purely real signal. the incoming signal to
the Tunable Heterodyne filter is distributed in two branches, real (cosine) and imaginary
(sine). Thus the results of the second heterodyne units are added to cancel all the images

without the use of image canceling filters.

Imaginary axis

Figure 2.8 Conjugate pair rotating Phasor.



2.5 Field Programmable Gate Arrays (FPGA)

To implement the structure shown in figure 2.4 we used Xilinx FPGA. FPGAs are
programmable devices that can be configured and reconfigured to provide circuit
designers the flexibility of designing a system on a chip within the comfort of their lab.
We vsed Xilinx Virtex 800 family FPGAs, which have some added features that allow
having a better and more efficient system design. To synthesize the design behaviorally,
we described the hardware using hardware description language (VHDL), which is then
used 1n the Synplicity Synthesis tools to generate a Netlist file. The Netlist file created by
the synthesis tools is then mapped to a Virtex library using the Alliance place and route
tools. After mapping, the components are then placed and routed to create a configuration

bit file, which can be downloaded into the Xilinx FPGA through the parallel port.

2.6 Hardware Implementation of the Tunable Heterodyne Filter

The implementation of the Tunahle Heterodyne Band-pass filter was done using
the VHDL (VHSIC Hardware Description Language) behavioral code. There are three
parts to this structure (1) the Splitter, which translates the signal up to fixed filter
frequency. (2) the Prototype TIR Filter, which is the fixed frequency filter used to extract
the narrowband interference from the incoming signal. and (3) the Combirer which
translates the signal back to the base-band and adds the output of the two branches. thus
yielding a image free narrowband interference frequency. The transfer function of

Tunable Heterodyne Band-pass Filter can be shown to be [8]:

H(z.w,)=H(ze’™" )+ H(ze /" ) (2-1)
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where, Uiis the heterodyne frequency. Since the final transfer function of the tunable
heterodyne filter is the sum of translated transfer functions of the fixed filter. some
limitation is imposed on the types of filters that can be tuned using this structure. High-
pass, low-pass and band-pass filters are the best candidates for implementation with this
technique. There are a few unique band-~pass filters, which can be converted into a notch
filter and thus made tunable with this heterodyne technique. An example of such a filter

is a simple 2" order band-pass filter, with the following transfer function:

(1-a)(l-2z7)
2 (1+az'2)

H(z,w, )= (2.2)

2.7 Simulation and Experimental Results

To simulate the behaviour of the tunable heterodyne band-pass filter, we madc
use of Matltab tools. The results obtained from both the simulation and hardware show the
feasibility of tunable heterodyne filtering technique. It is apparent from the results that for
the extraction of narrowband interference signals. we would require an extremely
narrowband band-pass filter. As a consequence of this statement, we require a high order
band-pass filter with sharp transition bands to avoid elimination and distortion of the
information signal contained in the spread-spectrum signal. Thus an estimate comparison
can be devised to show that it would be more hardware efficient to implement a tunable

heterodyne filter for narrowband interference suppression.



Chapter 3

Tunable Heterodyning Filter Concept

3.1 Introduction

The notion of heterodyne filtering stems from cormnmunications theory and is
embedded in many analog wireless applications. Heterodyning (figure 3.1) 1s another
term for frequency translation, which is the process of mixing (multiplying) an incoming
signal with a heterodyning frequency to shift the entire signal to a new frequency
spectrum. The following equations give the Fourter transtorm of the cosine and sine

functions:
cos(myt) > 172 [d(w-wy) + d{m+ v,)]
sin(wgt) € 1/2) [d (w- o) - d (v ¢ w,)]
Therefore, multiplying by an input signal x(t) where x(t) ¢->X(w):
x(t) ¥ cos(ogt) & 172 [X(0- o)+ X (o + oy)]
x(t) * sin(mpt) € 1/2) (X(or- oy} - X(o + 03)]

The incoming signal which 1s considered as a real band-pass signal centered at a

certain frequency (w) when multiplied with the local oscillator (LO) operating at a fixed
18



intermediate frequency (wy), translates the input signal to the new spectral locations of

(@ — @) and (w + wy), 2s shown in figure 3.2.

x(t) cos (oot)

x(1) OR x(t) stn(oyt)

cos(agt) OR sin(wgt)

Figure 3.1 Heterodyne Structure with “mq” as heterodyning frequency.

X(w)
A

X(w)

i A

-0 o, m

Figure 3.2 The Heterodyned Signal.

The incoming signal for the tunable heterodyne band-pass filter 1s assumed to be a
broadband signal that is corrupted with narrowband interference during its path from the
transmitter to the receiver. The heterodyning frequency is selected to shift the input signal
to a new frequency spectrum, thus assuring that the narrowband interference falls within
the pass-band frequencies of the fixed filter. This technique works perfectly in getting the

signal to the fixed filter frequency where the filtenng occurs. The problem with the
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technique of heterodyning is the generation of images whenever two frequencies are
multiplied. Although the images formed in the first stage of heterodyning are eliminated
because of the selection of a narrowband of frequencies by the band-pass filter, when the
signal is translated back to it’s base-band with a second stage of heterodyne, images are
generated again. In order to cancel these images, we have two branches which are 90° out

of phase from each other and are discussed in detail later.

3.2 Basic Tunable Heterodyne Filter Structure

The Basic Heterodyne Tunable Filter Block is divided into three parts, performing

distinct operations: 1) Splitter 2) Band-Pass Filter 3) Combiner

3.2.1 Splitter

The Splitter is a direct digital up-converter that multiplies the input signal by sine
and cosine at the heterodyne frequency to create the intermediate frequency quadrature
signals. The input for this application will be an 8-bit 2°s complement fixed-point audio

signal sampled at 48kHz.

Cos(mgt)

— u> = x(1) cos (mat)

x(t) —Pp

Py, = x{t) sin (ml)

sin(wqt)

Figure 3.3 The Splitter Structure.

20



The Splitter is the first part of the Tunable Heterodyne Band-pass filter. It splits
the incoming signal x(1) <> X(f) into real and imaginary parts thus producing two outputs,
input signal x(z) multiplied with cosine and with sine, respectively. Both the sine and the
cosine frequency is the heterodyning frequency and is the same for all the heterodyning
units.

1f we assurmne X f) as the incoming signal in frequency domain, equations 3.1 and
3.2 show the Fournier Transform of the results when the incoming signal is convolved
with the Fourier transform of the sine and the cosine signals, respectively. As we can see
from equations 3.1 and 3.2, the input signal is split into two images and each image is
translated to a new spectral position, located at +/- @, where @, is the heterodyning

frequency. The power of the incoming signal is equally split between each of the images.

] - + Jtw
Uyz)= X0z )2 Slsint wyn )= -z )= xezer )| (3.0)
J

U_-,(.‘;') = X(Z)*:S[COS( wun )]: %[X(Ze-/mu )+ X(ze*/"0 )] (3.2)

Both the branches produce the images in the same spectral locations but are 90"
out of phase due to the imaginary term 'J* in equation 3.1. This defines the cosine branch

as the real (In-phase) branch and sinc branch as the imaginary (Quadrature) branch.

3.2.2 Prototype Filter

The next part of the Tunable Heterodyne Band-pass Filter is the Fixed Filter,
which is required to isolate the narrowband interference. Both the branches have identical

filters with the same transfer function. These filters are required to extract the
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narrowband interference signal in both the channels. It is essential to have identical filters
to cancel the images. This can be done easily with digital filters, whereas it is extremely
difficult to produce identical analog filters. Since analog filters are implemented with
discrete components which are greatly dependent on many factors which effect their

values, this technique is perfectly suitable for implementation in the digital domain.

In this thesis, the fixed digital filter is implemented as a band-pass filter but can
be replaced by a narrow low-pass or a high-pass filter that generates the tunable band-
pass filter. Tunable heterodyne filters are suitable for tuning IIR filters, which are
extremely difficult to tune but bear with them many advantages that would require a very
high order FIR filter. Therefore. in this technique, it is suitable to have a narrowband
band-pass IR filter with sharp transition bands. Also due to the targeted applications, the
requirement for having a lincar phase is non-critical and thus makes IR filters a more
desired choice. Since the filter is fixed, it gives an advantage to the technique of
heterodyning to have very high order filters, which can be designed with a constant
coefficient multipher using techniques such as Canonic Sign Digits (CSD) or Dempster-
McLeod (DM) [19]{20]. Implementing the heterodyne structure with higher order filters
does not have as significant an etfect on the hardware complexity when compared to the
standard technique of constructing a tuning band-pass filter. To validate the theoretical
aspects of the tunable heterodyning filter technique, a prototype second-order band-pass
filter was designed and implemented using FPGAs. The filter was chosen to be centered
at quarter of the sampling frequency (f, / 4), where f; is the sampling frequency. The

filter equation is given by
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H(z)=

1-a)l-z"2)

2(l+a 2z~

2y

where a = 78 =0.875

Then ,H (z) =

(0.125 )1 - 72|

201 +(0.875)z77 |

Y(z) 0.0625 - 0.625z""

X(z)_

1+ 0875z 2

[+ 08752 2y (z) = [0.0625 - 0.0625 272 |x (2)

Y(z)+0.87527Y(z) = 0.0625 X (z) - 0.0625 z * X (z)

Y(z) = 0.0625 X (z) - 0.0625 X (z)z™* - 0.875Y(z)z"* (3.3)

Let k = 0.0625 and r = 0.875, Then

Y(2) = kX (2)- kX (2)z72 - rY (2)z7? (3.4)

The heterodyne frequency 1s chosen to translate the interference signal to the band-pass

filter frequency. Figure 3.4 shows the insertion of Band-Pass Filters in both the channels.

x(1)

cos{wgt)

—> - v=u () h(Y)

h(n)

by > ViTwb)

sin(wgt)

Figure 3.4 Splitter and Band-pass filter configuration,
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The transfer function of the filter is:

B(z)

H(z) = AZ)

Equations 3.5 and 3.6 show in the form of Fourier Transform, the effect after the output
of the Splitter is multiplied by the transfer function of the prototype filter. U;(z) and Uy(z)

are taken from equations 3.1 and 3.2, respectively.

V(z)=U,(z)H(z)= %[X(ze"“’o )= X(ze ' )]H(z) (3.5)
J
Vi(z)=U,(z)H(z)= é[X(ze_jw" )+ X(ze' ™0 )1H(z ) (3.6)

The Splitter circuit translates the input signal to the fixed frequency of the band-
pass filter, which allows the band-pass filter to select out the interference from the input

signal.

3.2.3 Combiner

The final part of the tunable heterodyne filter is the Combiner structure. The
Combiner 1s a direct digital down-converter that multiplies the intermediate frequency
quadrature signals (one signal by sine and the second signal by cosine) thus bringing back
the signal to its base-band. Since both the branches in the tunable heterodyne filter
structure are out of phase, the summation of both the channels cancels the effect of all the
images created by the heterodyning process. Figure 3.5 shows the structure for the

combiner circuit.
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cos(wot)

wz = vy(t) cos (wot)
vty —» v

vi(1) ?

wy = v (1) sin (wot)

sin{wpt)

Figure 3.5 The Combiner Structure.

Equations 3.7 and 3.8 show the effect ot convolving the output of the prototype

filters in both channels with the Fourier transform of the sine and the cosine functions.

] N
W, (z)=V(z)*I[sin(w,n)]= 7—}_[V,(ze 190 )~V (ze" 10 )] (3.7)

Wiz)=V,(z)* S[L-os(w,,n)]z %[V,,(ze"“"” )+ V_,(:c*j’”" )] (3.8)

Substituting the V,(z) and Va(z) terms from equation 3.5 and 3.6 respeciively, we
get the results shown in equations 3.9 and 3.10. Since V,(z) contains imaginary terms
when convolved with another imaginary term, the imaginary terms cancel out and the
equation becomes real. As we can see, there are no ymaginary terms present in either of
the equations. Since both the channels are real and have images produced in the same
spectral locations but with different signs, when these terms are added, the images cancel
cach other out. This is the reason the transfer function of both of the prototype filters is
required to be identical, otherwise the images would not cancel out completely and an

image canceling filter needs to be implemented to extract the desired response.
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W,(z) = i L (2) - x(ze* 7 JH (ze™ )+ % Xy - x(ze ¥ JH(ze ) (3.9)

W,(2) = %[X(z) + X(ze ™ ||r{zer J-{-%[X(z) + X(ze 7 JH(ze™)  (3.10)

Equations 3.11 and 3.12 show the response of the complete structure.

Y(2)=W,(2)+W,(z)

Y(z) =%[H(ze Y 1 H (ze )| X (2) 3.11)
Y(Z) l iwy -Jjw,
Ho0) =4 =23 [H(ze™ )+ H(ze ™) (3.12)

The transfer function equation 3.12 for the tunable heterodyne filter is given in terms of
wo. thus reflecting that poles and zeros are located at a new position as a function of wy

The transfer function of the tunable heterodyne filter gives the effect of the filter being
moved or translated, but in reality the incoming signal was translated to the fixed filter.

-jen0

Thus if we express the “z" terms in form of z = €, then ze" 7" is translated in the

. - Ku+/~ o)
frequency domain and is given by """ """

3.3 System Transfer Function Analysis for various Prototype

Filters

In this section we will develop and analyze the charactenstics of tunable
heterodyne filter’s transfer function with different types of prototype filters. To

vigorously analyze the output response. we chose three different types of filters; High-
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pass, Low-pass and Band-pass. Since the final transfer function of the tunable heterodyne
filter is the sum of the translated transfer function of prototype filter (equation 3.12),
notch filters cannot be used in this structure of a tunable heterodyne filter. It can be
shown by this analysis that the range of tunability of the heterodyne filter is relative to the
type of prototype filter used as the fixed filter. In this chapter, all the simulation from this
point onwards will be considered to have a sampling frequency of 48000Hz and

heterodyning frequency (¢x) of 10000Hz.

3.3.1 High-pass Prototype Fixed Filter

Through the use of frequency translation, we can show that a high-pass fiiter can
be converted into a tunable band-pass filter. Elaborating equation 3.12 in the following

form can show the effect of frequency translation:
H(Z) = %[H(e-fj(t)e"'j(v())_l_ H(e+jwe—_i(v() )]
] J(w+wq ) Jjlw=-wy )
H{z):—Z—H(e )+ H(e ) (3.13)
A 6" order high-pass filter is taken as an example to show the consequence of

each component in equation 3.]13. Figure 3.6 shows the magnitude response of the 6"

order high-pass filter and figure 3.7 shows the corresponding zero/pole plot.
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Figure 3.6 Magnitude response of original high-pass filter

The response of the transfer function H(e™ * %

)

pole locations of the fixed filter have been shifted by +wp . This result shows that
atthough the incoming signal is translated to the fixed filter, in the final response of the
tunable heterodyne filter. it appears as if the filter has been translated to the signal.
Figures 3.8 and 3.9 show the plot of the magnitude response of the translated transfer
function and the relocated zeros/poles, respectively. From figure 3.7 we can see that the
zeros and poles to the nght of Nyquist frequency on the unit circie have their conjugates
on the left side of the Nyquist frequency, thus giving a band-pass filter centered at
Nyquist frequency. When we rotate these poles and zeros by +wy, as shown in figure 3.9,
we see that the center frequency of the band-pass filter is shifted to the lefi of the Nyquist

frequency to (Nyquist + y). Similarly, figures 3.10 and 3.11 show the magnitude

response and the zeros/poles plot for the transfer function when shifted by -ox.
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respectively. Since the Nyquist is at 24kHz, translation by +wq centers the band-pass at

34kHz and translation by -wy centers the band-pass at 14kHz.
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Figure 3.7 Zero/pole diagram for the 6™ order high-pass filter
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Figure 3.8 Magnitude response of the filter transfer function shifted by +a.
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Shiing by +w0
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Figure 3.9 Zero/pole plot for the transfer function shified by + ..
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Figure 3.10 Magnitude response of the filter transfer function shifted by -ox,.
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Figure 3.11 Zero/pole plot for the transfer function shifted by -ay.

Now finally we add the two transfer functions, as i1s done in equation 3.13. We get
the magnitude response and zeros/poles locations as shown in figure 3.12 and 3.13,

respectively.
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Figure 3.12 Magnitude response of the tunable heterodyne filter.
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Figure 3.13 Zero/pole plot for the tunable heterodyne filter transfer function.



The final transfer function gives a 12™ order band-pass filter centered at
frequency (Fs/2 - f), where Fs is the sampling frequency and f; is the heterodyning
frequency. Thus this band-pass filter, which is generated from a high-pass filter through
the process of frequency translation, can be tuned continuously from DC to the Nyquist

frequency.

3.3.2 Low-pass Prototype Fixed Filter

The characteristics of the output response of the tunable heterodyne filter with a
low-pass filter used as a fixed prototype filter are similar to the results obtained when a
high-pass filter is used as a fixed prototype filter. Therefore we go through the similar
excreise as we did with the high-pass filter and observe the results obtained when a 6"
order low-pass filter is used. The magnitude response and the zero/pole plot for the low-

pass filter is given in figures 3.14 and 3.15, respectively.
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Figure 3.14 Magnitude response of original Low-pass filter
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Figure 3.15 Zero/pole diagram for the 6" order Low-pass filter

Figures 3.16 and 3.17 show the responses when the transfer function of the fixed
low-pass filter 1s shifted by +ay. Similarly, figures 3.18 and 3.19 shows the responses
when the transfer function of the fixed low-pass filter is shified by -ay,.
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Figure 3.16 Magnitude responsc of the filter transter function shifted by ~+ox,.
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Figure 3.17 Zero/pole plot for the transter functton shifted by +ax.
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Figure 3.18 Magnitude response of the filter transfer function shifted by -wy.
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Figure 3.19 Zero/pole plot for the transfer function shified by -wy.

Due to the zeros and poles conjugate mirroring effect, the low-pass filter response
produces an effect ot having a band-pass filter centered at DC and therefore translation
by +ouy centers the band-pass at 10kHz and translation by -6y centers the band-pass at
38kHz. Comparing these results with the response of high-pass filter, we see that the only
difference between the responses of the high-pass filter and the low-pass filter is where
the resulting band-pass filter is centered. When we add these two translated transfer

functions. we get the responses given in figure 3.20 and 3.21.
Again a 12" order band-pass filter is obtained which is centered at frequency (ox).
where oy 1S the heterodyming frequency. Thus this band-pass filter, which is generated

from a low-pass filter through the process of frequency translation, can be tuned

continuously from DC to the Nyquist frequency as well.
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Figure 3.20 Magnitude response of the tunable heterodyne filter.
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Figure 3.21 Zero/pole plot for the tunable heterodyne filter transfer function.

3.3.3 Band-pass Prototype Fixed Filter

In the discussion above we have converted a 6" order high-pass and a 6™ order

low-pass filter to a 12" order tunable band-pass filter. In this sub-section we will develop
37



and analyze the results when a 6 order band-pass filter is used as a fixed prototype filter
in the tunable heterodyne structure. The type of filters used as prototype filter in the
tunable heterodyne filters depends on the application where the structure is employed.
The magnitude response of the band-pass filter is given in figure 3.22 and its
corresponding zeros/poles plot is given in figure 3.23.

We go through the same procedure to rotate the poles and zeros of this band-pass
filter by +wp which gives us the corresponding magnitude response shown in figure 3.24
and the zeros/poles plot shown in 3.25. Similar to high-pass and low-pass filters, we
rotate the zeros/poles location by -ay to get the magnitude response and zero/pole plot as

shown in figures 3.26 and 3.27, respectively.
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Figure 3.22 Magnitude response of onginal Band-pass filter
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Figure 3.23 Zero/pole diagram for the 6" order Band-pass filter
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Figure 3.25 Zero/pole plot for the transfer function shifted by +wy.
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Figure 3.27 Zero/pole plot for the transfer function shifted by -ow.

The fixed prototype band-pass filter is centered at a guarter of the sampling
frequency (Fs/4). Therefore, when we translate the zeros and poles of the band-pass filter
to +/-axy (where the heterodyning frequency fy is set at 10000Hz) and add these translated
transfer functions as in equation 3.13, we get two band-pass filters; onc centered at
2000Hz and the other one at 22000Hz. The final magnitude response and corresponding
zero/pole plot for the tunable heterodyne filter is shown in figure 3.28 and 3.29,
respectively.

As a consequence of having two band-pass filter responses at the output of the
tunable heterodyne filter, the tuning range for this tunable heterodyne structure with the
band-pass filter as prototype filter is split into two regions. Therefore we have to apply a
constraint to the incoming interference frequency. thus limiting the tuning range from

either DC to Nyquist/2 or Nyquist/2 to Nyquist frequency.
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Figure 3.29 Zero/pole plot for the tunable heterodyne filter transfer function.
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3.3.1 Band-stop (Notch) Prototype Fixed Filter

Since the transfer function of the tunable heterodyne filter (given in equation
3.13) is a sum of the two translated filter transfer functions, a notch filter cannot be made
tunable with this structure. Figure 3.30 shows the magnitude response of a notch filter
and figure 3.31 shows the magnitude response of the tunable heterodyne final output
when a notch filter is utilized as the prototype filter. The output response of the tunable
heterodyne filter structure in figure 3.31 shows that the notches are only 3dB deep, thus

rendering the output response to appear as almost an all-pass filter.

One way to get around this problem is to have a band-pass filter that has a unique
property where it can be converted into a perfect notch filter. But this charactenistic for
particular band-pass filters is extremely rare and limited. A special second order filter
with the following transfer function can be converted into a stop-band filter

(l—a) /}—:"))

H(z)= — (3.14)
2 (l+a )
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Figure 3.30 Magnitude response of onginal Stop-band filter
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Figure 3.31 Magnitude response of the tunable heterodyne filter.

The magnitude response of the band-pass filter and the tunable heterodyne filter is
shown in figures 3.32 and 3.33, respectively. Now if we subtract “)" from the tunable

heterodyne filter transfer function we get:
44



H (z,w,) = H(z,0,) -1

_ B(z,w,)
Az, w,)

_ B(z,w,)~ A(z,w,)
A(z,w,)

_B(z,@,)

= A (zoy (3.15)

Where H'(z. wy ) 1s the new transfer function with zeros defined as B’(z, wq ) and
poles defined as A’(z, mp ). Figure 3.34 shows the magnitude response of new transfer

function. As can be seen from this figure we have similar results for the band-pass filter

but this time we have two notches placed at 2000Hz and 22000Hz.
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Figure 3.32 Magnitude response of 2™ order Band-pass filter
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Figure 3.34 Magnitude response of the modified tunable heterodyne filter.

To show the effect when a band-pass filter that does not have the characteristic to

be converted into a notch filter, we take the example of 6" order band-pass filter
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described in sub-section 3.3.3. Figure 3.35 shows the magnitude response of the filter if

we insert a 6 order filter transfer functions in equation 3.14.
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Figure 3.35 Magnitude response of distorted notch filters

The poles and zeros plot corresponding to the magnitude response shown 1n figure

3.35 is shown in figure 3.36.
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Thus the results show that if the specifications do not allow 4dB ripples at either
edge of the notch, then this type of notch filter cannot be used. This matter can be further
probed to find some unique way to produce distorted band-pass filter response, which

yields a perfect tunable notch filter.

3.3.4 Tuning Ranges and Heterodyne Frequency Relationships
Summary

From the preceding analysis and results we can conclude that a band-pass, high-
pass or a low-pass filter can be funed easily with a single parameter, the heterodyning
frequency. Notice that the range of tunability depends on the type of fixed prototype filter
used in the tunable heterodyne filter structure; high-pass, low-pass or band-pass. Another
factor that depends on the category of the prototype fixed filter used in the heterodyne
structure is the heterodyne frequency. The interference signal coming in the tunable
heterodyne filter is translated to the fixed filter frequency by the process of heterodyning.
Thus there exists a relationship between the interference frequency and the fixed filter
frequency. This relationship is used to calculate the heterodyning frequency rcquired to
bring the interference signal to the fixed filter. The following table summarizes the range
of tuning frequencies for the different types of prototype filter. This table also 1llustrates
the relationship between the interference signal frequency and the tuning heterodyne

frequency.
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Low-pass High-pass Band-pass
Filter Filter Filter

' Tuning From DC to FromDCto | 1) FromDC to Nyquist/2 Frequency
| Range Nyquist Nyquist OR
l. Frequency Frequency 2) From Nyquist®2 to Nyquist Frequency
|[ Heterodyne F,=F, ] Fy=F/2-F |1)Fy=F.-F I, F <F/4
| Frequency ; OR

Relationships \ HFy=F-F; 0 F>F/
Note It 1s assumed for the band-pass filter that the center of the pass-band (5 located at quarter of the samphng

frequency

TH =Heterodyne Tuning Frequency

FS =Sampling Frequency
FI =Interference Frequency

FF =Fized Filter Center Frequency

Table 3.1

Tuning range and heterodyne frequency relationships.
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Chapter 4

Signal Analysis for Tunable Heterodyning
Filter

4.1 Introduction

Figure 4.1 shows the block diagram of the Tunable Heterodyne Band-pass filter.

cos(mygt) cos(myt)

h(n)
x(t) v(t)

h(n)

sin(yt) sin(mypt)

Figure 4.1 Block Diagram of Tunable Heterodyne Band-pass Filter.
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Real signals are composed of an infinite number of frequencies limited to a
bandwidth of ‘W', All the real signals have equal amounts of positive and negative
frequencies. Therefore, for signal x(t) we would have spectrum [X(f)] = |X(-f)]. This is
shown in figure 4.2, where the three dimensional real signal spectrum is shown at (+/- fo)
frequency. The real (in-phase) component of the spectrum is shown on the real plane and
the imaginary (Quadrature) component of the real signal spectrum is shown on the
imaginary plane [17]. Terms, In-phase and Quadrature signal are used to signify the fact
that the imaginary and real components of the real signals are 90° out of phase with

respect to each other.

Quadrature
Phase (Imag) [n-Phase
(Real)

Figure 4.2 3D Representation of Real Signal Spectrum.



4.2 Signal Analysis of Tunable Heterodyne Band-pass Filter

4.2.1 Signal Response of In-phase and Quadrature Signals

The concept of tunable heterodyne band-pass filter utilizes the tricks of complex
mathematics to eliminate the images generated through the process of heterodyning. This
process yields a hardware efficient tunable band-pass filter with the ability to tune
continuously across the range from DC to Nyquist frequencies in the case of high-pass
and low-pass prototype filters and from DC to Nyquist/2 or Nyquist/2 to Nyquist in the
case of band-pass prototype filters. To illustrate the concept used to develop the
foundation of this theory. the following case can be used. We assume an input to our
tunable heterodyne band-pass filter structure (figure 4.1) is a band limited signal of ‘W’
width centered at frequency fc with narrowband interference at frequency f; shown in
figure 4.3. Figure 4.3 shows the real signal spectrum X(f) with both positive and negative

frequencies centered at +/- f. respectively.

X

>
'fc1 'h f]l h‘ frcq

Figure 4.3 Wide-band signal with narrowband interference.
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[n the Splitter circuit, the input signal is distributed in two separate channels,
where one of the branches multiplies the input signal with cosine and in the other channel
the input signal is multiplied by sine. The frequency for both the sine and cosine signals'
generation is set as the heterodyne frequency. For future reference we would identify the
channel with cosine mixers as the ‘In-phase’ channel and channel with sine mixers as the

‘Quadrature’ channel, since both are 90° out of phase from each other [17).

Figure 4.4 shows the output of the first heterodyne unit in the “In-phase” channel.

Both positive and negative signals are translated to plus and minus the heterodyne
frequency f;. Since the cosine function does not constitute an imaginary term, the

spectrum 1s plotted on the real axis. This first heterodyne process translates the whole
input spectrum to two different frequencies. Our goal in this pant of the circuit is to
translate the center frequency of the narrowband interference signal to the center
frequency of the fixed band-pass filter. We set the tuning heterodyne frequency in such a
way that the sum of thc mixer frequency and the center frequency of the incoming
narrowband interference equates to the center frequency of the fixed band-pass filter. The
relationship to determine the heterodyne frequency for a different type of prototype filters

is given in table 3.1. Thus, in this example it 1s assumed that the center frequency of the

band-pass filter is equal to the sum of interference frequency (fj) and hcterodyne

frequency (f;). As a consequence of the heterodyning process, two images are formed in

the positive frequencies and two images are formed in the negative frequencies. The

images of the signal produced due to the 2™ would add to the interference frequency

(f)) and images produced due to ¢’

would subtract from the interference frequency
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(f;). Since the heterodyne process generates two replicas of the real signal, the spectral

power of the images is half that of the real signal.

X(f) (Real axis)
A
) dwa
- J\ I\
e T | >
‘|fc+frJ ‘[fc'fr] |—‘fc‘fr | fc+fr frcq
-(fi+fz) ~(fi-f2) f; -fy f; 44,

Figure 4.4 Translation of input signal using Cosine Function.

We take the output of the Splitter circuit and pass it through the fixed prototype
fitter. This prototype filter selects the narrowband interference and attenuates all the other

frequencies. This result is illustrated in figure 4.5.

X(f) (Real axis)

A
YA A

—

freg

-(i+fry fi+fr

Figure 4.5 Band-pass Signal (1) in [n-Phase Channel.
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Now we turn our attention to the Quadrature channel where a similar process
occurs but this time instead of a cosine signal, we multiply the input signal by the sine.
Since the multiplication is with sine function, which constitutes imaginary terms, we
represent all the waveforms on the imaginary axis. Due to the negative sign present in the
sine term (=j €™™), the image generated at +f; is always in the opposite direction of the
image produced at -f,. This is shown in figure 4.6, where images are flipped around the
axis.

The output from the Quadrature channel is fed into the prototype filter in similar
fashion as in the In-nhase channel. The result of the filtered sivnal is shnwn in ficure 4.7.

X(f) (bmaginary ams)

A

' 1 %A
i (6] f\ fi+,

P _‘[fc_fr] ‘ C+fl‘
|

' 1 |
‘[fc"‘fr} :-r S __: | fc‘fr freq
~(fi+E) o fi-f, V

Figure 4.6 Translation ot input signal using Sine Function.

X(f) (Imaginary axis)

A7TA
! T fi+fr

freq

-(fi+fr)

Figure 4.7 Band-pass Signal (Q) in Quadrature Channcl.
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4.2.2 Signal Response after Combiner Circuit

Now the In-phase (I) and Quadrature (Q) signals go into the combiner circuit. The
In-phase signal in figure 4.5, is produced after the prototype filter is heterodyned again in
the combiner circuit to bring the translated signal back to the base-band. Similar to the
first heterodyne process, the images of the heterodyne signal are produced at plus and
minus the heterodyne frequency. Figure 4.8 illustrates the output of the second

heterodyne process in the In-phase channel.

X(f) (Real axis)

4 A

A
—

e

~a
~
-

»-

freq
-(G+2f5) -f; fi fi+2fc

Figure 4.8 In-phase Signal (I) to the Combiner Circuit.

The Quadrature channel is a little more complicated then the In-phase channel
since we arc multiplying an imaginary term, at the output of the prototype filter with
another imaginary term (sine signal), which results 1n j2 terms. As a consequence of this
multiplication, the j* term gives us ~1. This has two effects: 1) Due to the multiplication
by j term, all the imaginary terms are rotated by 90" thus resulting in al} real terms 2) The
j2 (1) factor flips the images around their axis. Figure 4.9 shows the results when the

Quadrature signal coming out of the protatype filter is only multiplied by j. Note that the
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imaginary terms have a phase shift of 90° and thus is plotted on a real axis rather then an

imaginary

Now we multiply the other terms of sine function. Since there is a negative sign in

one [17].

the sine function, terms would not be in the same direction. This ts shown in figure 4.10.

X(f) (Real axis)
T_'/z A
(f+F)
- >
.‘. ! freq
l\‘{': f}+fr
Figure 4.9 Multiplying Q signal by j.
X(f) (Real awis)
A
1 = A
]
-(fi+21) ,’I\I fi+2f
1 l

———
LR

—_

freq

1
w
o
=
v

Figure 4.10 Quadrature Signal (Q) to the Combiner Circuit.
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Now we have the two outputs from the combiner circuit, which are then added
together 10 cancel all the undesired images. Therefore, we add figures 4.8 and 4.10 to
yield the output of the tunable hetecrodyne band-pass filter. Figure 4.11 shows the final

result, which is the narrowband interference frequency at f,

X(f) (Real axis)

4 A

E—

it PSS

>
freq

-f; f,

Figure 4.11 Final output from Tunable Heterodyne Band-pass filter.

58

IR IEI ST SV

LAl T YN § gUL™y A2\ Iy I J

Al icve @ Al izanird 1 i -



Chapter 5

Field Programmable Gate Array (FPGA)

5.1 Introduction

The Field Programmable Gate Array (FPGAY) s a uniform structured VLSI chip
that can be configured and reconfigured for different designs. [t allows for a wide variety
of applications to have a quick and cheap means of implementing digital designs.
FPGA’s were chosen to implement the Tunable Heterodyne filter for reasons of rapid
prototyping and the ability to configure and reconfigure for different prototyping filters.

There are 4 types of FPGAs on the market today: the symmetrical array, the row-
based FPGA, the hierarchical PLD, and the sea-of-gates. All these devices allow for
designs to be configured and tested without the tong development cycle associated with
many custom VLSI designs of this nature and complexity. A relatively quick download
process replaces all test pattern generation, mask making. wafer fabrication. packaging
and testing associated with design implementation. Given the quick turnaround time and
the dynamic capability that comes from using FPGAs. it is much easier to venfy the

correctness of a design and also much less expensive to fix the error.
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However, the greater size of FPGA logic also means that its logic function is
smaller when compared to a gate array of similar size, which is composed of the denser
mask, programmed logic. Current FPGAs are about ten times less dense than the
equivalent mask programmed devices, so FPGAs are considerably more expensive when
used to implement a specific logic function. This greater size for eguivalent logic
function also leads to its interconnect being longer and slower - about twice as slow as a

mask programmed gate array.

Field Programmable Gate Array (FPGA) is used in many domains where quick
and relatively efficient results are required. FPGAs are applied in prototyping and
emulation, where it acts as a bridge to aid software development in parallel 1o hardware.
In certain circuits, designers use FPGA as glue Jogic to fil] a communication gap between
two or more systems. This technique s especially attractive because it gives extremely
quick results, as compared to developing an ASJC or custom design a chip. Another
discipline where emergence of FPGA is becoming apparent is Custom Computing, which
has a number of reconfigurable chips on the same platform along with a memory and
controller unit. These boards are plugged into the workstation or PCs to accelerate
computationally intensive tasks. Due to the flexibility of reconfigunng the device and the
comparatively short time required for configuration. FPGAs are the best choice for
custom computers [21][24]. This is also the reason FPGAs are the preferred choice for

the Digital Signal Processing applications.
To implement the hardware for the tunable heterodyne band-pass filter. we chose
the Xilinx Virtex FPGA family chip. There are a number of features in Virtex FPGAs

which can be used in parallel to develop an efficient hardware implementation. In the
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next section, a brief overview of the architectural structure of the Xilinx Virtex FPGA is

introduced to acquaint the readers with the terminology used in chapter 6.

5.2 Xilinx FPGA Architecture

FPGAs are a form of programmable logic that, in general, have a higher gate-
count and allow for much greater flexibility than most other programmable logic devices.
Therefore, FPGAs range from coarse grain (Larger logic units) to fine grain (Smaller
logic units). Most FPGAs on the market today are SRAM (Static Random Access
Memory) based, meaning that they can (and must) be reconfigured each time they power-
up. To make an FPGA stand alone, we need to store the bit stream configuration file in an

EPROM that downloads and configures the FPGA every time the power turns on.

Essentially, the XTLINX FPGA chip is considercd as coarse architecture and
contains three main components: The Configurable Logic Block (CLB), the
programmable interconnect and finally the Input/Output block (IOB). The Virtex chip.
which is used to implement our structure, has an on chip RAM (Read Access Memory)
component called Block RAM. The CLBs are connected through vast and versatite
programmable interconnect routing resources that can support highly complex patterns
and are abundantly surrounded by Input/Output Blocks (IOBs) which connect the FPGA
to the outside world. In most of the Xilinx FPGA families, CLBs are the umit structure.
But in the case of Virtex family, Slices are the unit structures. CLBs are wired to cach
other and to other wire segments using programmable interconnects which are essentially

configurable switches or SRAM. These switches open or close depending on the voltage
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applied to their gate and are laid out in matrix fashion in order to provide the much-

needed flexibility in routing [21]{24].

5.2.1 Configurable Logic Block (CLB) or Slices

To implement our designs, we made use of Vitex 800 family FPGAs. The basic
virtex FPGA logic building block is called a Slice. There are two Slices in one CLB and
each slice consists of two four input Function Generators also referred to as Look-up
Tables (LUT), two flip-flops and control and carry logic. The presence of the Functions
Generators enables the CLB to implement a wide variety of combinational logic
functions depending on the number of inputs. These function generators can also be used
as Read-Only Memory (ROM) or Random-Access Memory (RAM). The carry logic
produces a fast propagation carry chain dedicated to arithmetic logic, which yields long
delays due to long chains of carry and borrow signals. The carry chain for the dedicated
arithmetic logic is independent of normal routing resources. This greatly increases the
performance of adders, subtractors. multipliers and counters in the design. The
multiplexers or the control logic in the CLBs aid the routing of thc design to the

appropriate cells in the logic block while the flip-flops allows for cfficient
implementation of pipelined designs and shift registers. Figure 5.1 below shows an

example of a CLB [22].
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Figure 5.1 Virtex Family Configurable Logic Block (CLB).

5.2.2 Programmable Interconnect

All internal connections of an FPGA are composed of metal segments with
programmable switching points and matrices to implement a desired routing. There are
several different programmable interconnect configurations depending on the type of
device being used. There are usually up to five (5) different interconnect types available
and they are distinguished by the length of their metal segments. The single-length lines
connect the switching matrices that are Jocated in every row and column of CLBs. The
double-length lines consist of a grid of metal segments. each twice as long as the single-
length hnes: they run past two CLBs before entering a switch matrix. Double-length lines
are grouped in pairs with the switch matrices staggered. so that each line goes through a
switch matrix at every other row or column of CLBs. The horizontal and vertical single-
length and double-length lines intersect at a Programmable Switch Matrix (PSM). Shown

in Figure 5.2 below 1s an example of a PSM [22].
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5.2.3 1/0 Blocks

IOBs provide the interface between the external package pins and the internal
logic of the FPGA. Each 10B controls one package pin and can be configured for Input,

Output or bi-directional signals. Figure 5.3 shows the simplified block diagram ot an [OB
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5.3 FPGA Design Flow

A generalized FPGA development flow is shown in figure 5.4. This flow is
similar to an Application Specific Integrated Circuit (ASIC) design flow with 2 standard
cell fibrary. The design entry for the FPGAs is in the form of either behavioral code using
Hardware Description Languages (like VHDL and Verilog) or Schematic capture.
Synthesis tools are used to fabricate and optimize the design described with these HDL
languages. Using this synthesized circuit of the design, it is then targeted toward a
specific technology hibrary, which uses the components available in the library to map the
components required in the design with the ones that are available in the library. Once all
the components are mapped to the circuit file generated by the synthesis tool. these
components are placed and routed. Implementation of this design in actual hardware is

done by downloading the configuration file into the FPGA using downloading tools.
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Figure 5.4 FPGA Design Flow Block Diagram

5.3.1 Synthesis

Synthesis 1s the process of converting a behavioral description of a design using
hardware descniption language (like VHDL. Venlog ctc.) or other means of design
defiition into gate level netlist [23). Netlist is a file that is generated by the synthesis
tool to implement the functionality of the design desenbed by the designer. The contents
of these files include instantiation of predefined circuit modules linked together through
wire connections. These predefined elements are specific to a certain vendor to which the

design 1s linked to a targeted standard cell Jibrary
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5.3.2 Synthesis Flow

A block diagram from [23] shows the process of a synthesizer program

optimize the circuit description in the best possible way.

Target
technology

Verilog HDL model

v

1
|

— 1

!

Unoptimized —
Gate level netlist

Area and timing
constraints

'

Logic Optimizer

v

Optimized

Gate level netlist

Figure 5.5 Synthesizer optimizing flow diagram.

to

Figure 5.5 shows the flow of synthesis process. where the Netlist is optimized to

meet the constraints (timing or arca) the designer has specified. The Netlist created

depends heavily on the coding style adapted in the hardware description languages. To

fully utilize the synthesizer’s optimizing abilities. it is of utmost importance that the HDL

designer write the code more effectively [23].
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5.3.3 What is Synthesized?

The synthesizer tool 1s sensitive to the way the code ts wntten and the way the
model is described for the circuit. The manner in which the instructions are placed in the
code makes a profound difference in how the optimizer will generate the Netlist [23].
Design can be implemented according to the requirements defined in the design
specifications. Sometimes designs are opted to be more area efficient and sometimes
designs are opted to be more speed efficient. Designers have to make the decision to
model their design in the light of this tradeoff to yield the most efficient design.
Introducing techniques to intensify resource sharing and parallelism in the HDL design
code would give two different optimizing cnitedja to the synthesizer. Resource sharing is
usually used to make the design more area efficient by reducing the module duplication
as much as possible, commonly at the expense of increased delay in the system. On the
other hand, by sacrificing area, designers can try to decrcasc the dclay factor by

introducing more parallelism in their designs.

5.3.4 Implementation

The design developed using the hardware description Janguage and synthesized
using a synthesizing tool, now can be implemented in hardware using the EDIF
(Electronic Design Interchange Format) file produced by the synthesizer. The design is
mapped to the certain technology library and the components are placed and routed to
complete all the connections in the design. The Alliance tool provided by Xilinx does the
place and route and creates an implementation file with extension <filename>.bit. This

file is downloaded into the FPGA using various methods. depending on the application.
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Chapter 6

Hardware Implementation of the Basic Block

6.1 Hardware Implementation of the Splitter Circuit

The splitter circuit s shown as a part of Tunable Heterodyne Band-pass filter
Basic Block, in the rectangular dotted box of figure 6.1. It consists of two components:
Local Oscillator (LO) circuit or the Sine/Cosine generator and a frequency Mixer or a

Four Quadrant Multiplier.

i cos(ont) } Cos(tq!)

o ; h1) > y()

. —» i —
! S h

E sin(gl) ' sinf oyl)

Figure 6.1 Tunable Heterodyne Filter Basic Block.
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The Splitter circuit is commonly found in Analog Communication structures,
where incoming signals are translated to an Intermediate Frequency by modulating the
signal with a local oscillator (LO). In heterodyne receivers, the incoming signal 1s tuned
by adjusting a local oscillator to translate the signal to a band-pass amplifier or to DC
where the desired signal is extracted from the original incoming signal. The local
oscillator's frequency is set so that the difference between its frequency and the desired
signal frequency results in the Intermediate Frequency (IF) of the band-pass amplifier or
cancel each other out to translate the signal down to DC. In the case of heterodyne
receivers, the mixers used to translate the incoming signal are Analog non-linear

Multipliers.

6.1.1 Sine/Cosine Function Generator Circuit Design

The Sine/Cosine generator basically produce sin(2afy) and cos(2nfy)
simultaneously. There are various methods that can be used to implement this type of
structure, one such example 1s a CORDIC algonthm. which calculates the trigonometric
function through the use of rotating phasors. For the implementation of the Tunable
Heterodvne Band-pass Filter structure in this project. a method utilizing the Look-up
tables (LUT) was used. In this implementation, the pre-calculated values of the sinc and
cosine waves are stored in a LUT and then accessed by using an address generator. The

cxpression to calculate the theta for the Sine/Cosine look-up table is [25]:

27 *n

0 = 2 mput  wdth (()l)

Where the input width is given by:
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n = # of samples per pertod

el

mput _ width =log, (n) (6.2)

The theta (B) calculated, represents all the values in radians for n number of
samples, needed 1o represent a sine or cosine wave in one period. This angle is used to
calculate the Sine/Cosine values for each sample. These magnitude values of the
Sine/Cosine samples are then converted into 8-bit, twos complement numbers, which are

stored in the Look-up tables.

Figure 6.2 shows the structure for the sine and cosine generator, where the values
of a full wave are stored in four Look-up Tables. Although sine and cosine waves are out
of phase by 90°, both share the same magnitude values shifted by a quarter of the wave.
A straightforward mechanism is used to obtain all possible values needed to produce full
penods of both Sine/Cosine waves simultaneously. A six bit counter serves two purposes,
one to generate the address for the look-up table and the other to gencratc control bits for
the multiplexers. The two control bits switch the output of the multiplexers in complete

sync with the Look-up table addrcss generation.
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Figure 6.2 Sine/Cosine Generator Hardware Structure.

The two outputs of the Sine/Cosine generator are 90° out of phase. To complete
one period. we have to sample 2° values, therefore the clock frequency of the counter
(from) has a relationship with the required clock (frgo) which is given by the following

expression:

* 21;1/):11 _wiudth

Jrow = fREQ (6.3)

The required frequency (freo) is the heterodyning frequency, with which we wish
1o translate the signal. Thus if the required frequency (freo) is 1000Hz, then the counter

frequency (from) needs to be 64000Hz2.



6.1.2 Signal to Noise Ratio For Sine / Cosine Generation

Since we are trying to generate Sine/Cosine functions in the digital domain, we
are faced with the problem of quantization error. This error is due to the limited number
of both samples in a period and bits used to represent the magnitude of Sine and Cosine
functions. The problem caused due to the limited number of points in a period is not as
significant as the effect caused by quantizing the magnitude values. Figure 6.3, 6.4 and
6.5 show the magnitude response of FFT of 64, 512 and 1024 point sine waves with

infinite precision magnitude generated using Matlab program, respectively.
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Figure 6.3 Magnitude response of 64-point waveform.
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Figure 6.4 Magnitude response of 512-point waveform.
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Figure 6.5 Magnitude response ot 1024-point waveform.

It 15 seen from thesc figures that the noise 1s almost neghgible i all the cases. The
signal to noise ratio (SNR) 1s approximatelv 308 dB and is almost the same for all threc
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plots shown above. Therefore, we can see the number of points 1n a period has very little

effect on the SNR.

Now we will analyze the effects of quantization of output bits, which defines the
limit of the magnitude approximation, made against the real signal. We implement a 64
point sine wave, since it does not contribute significantly to noise generation and also it is
relatively hardware efficient. Figures 6.6, 6.7 and 6.8 illustrate the effect of noise

generation due to quantization of output to 6, 8, 16-bits, respectively.
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Figure 6.6 Magnitude response of 64 point. 6-bits output sinusoid.
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Figure 6.7 Magnitude response of 64 point. 8-bits output sinusoid.
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Number of SNR (dB)
Output Bits

6-bits 42 dB
8-bits 58 dB
10-bits 70 dB

Table 6.1 Signal to Noise Ratio for various length outputs.

Table 6.1 shows the SNR for 64-point sinusoid with various word length output.
It is seen that the quantization effect has introduced a significant amount of noise in the
system. Although 6-bit output has a SNR of 42dB. which Is considered sufficient to
represent a signal but to avoid the effect of additive noise from other sources, which
could deteriorate the output waveform, an 8-bit output word length is chosen in our

system.

6.1.3 Svnthesized Circuit of Sine/Cosine Generator

Syplicity Tools from Synplify were used to synthesize the sinc/cosine gencrator’s
VHDL source code. The quantized magnitude values ot the Sinc and Cosine waveform
were stored in a ROM table. This VHDL code would synthesize differently depending on
the target technology. If the design is targeted towards ASIC or MOSIS technology, then
this ROM table would infer a ROM memory device. In the case of Xilinx Virtex FPGA
technology, these values are stored in a Look-up table (LUT). Since each LUT 1n the
Virtex Chip 1s capable of storing sixteen one-bit values. the estimated number of LUTSs

used to store these values is about 24. Thus the tour 1ables of values would take at least
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16 Slices or 8 CLBs just to produce the ROM tables. These ROM tables could be stored
in the Blocked Memory of the Virtex FPGA, but this was avoided since it would have
required instantiating a specific component from the Virtex library, thus resulting in a
tool dependent code. Another scheme to produce a Sine/Cosine table would require two
ROM tables and two adders rather than four ROM tables. This case was not synthesized
in real hardware and may or may not yield a more optimized circuit. The counter used in
the design is merely a binary incrementer, which also serves as control bits for
multiplexers. The VHDL files for the Sine/Cosine generator are: sin cos.vhd,
counter16.vhd. Figure 6.9 shows the synthesized circuit of the 6-bit counter produced by

the Synplicity Synthesis tools.

2 ns7.addr[3:0, =
ck
50 S
16, 16 0{5: 0] q5:0] 50
R HlnsT mussal[1:0
un3_count(1:6]
|reset court[5:0]

Figure 6.9 Synthesized circuit for 6-bit counter.

Figure 6.10 shows the full structure of Sine/Cosine gencrator circuit, synthesized
by Synplicity Synthesis tools. Notice that “‘counter16™ is used as a component in this

figure.
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Figure 6.10 Synthesized circuit for Sine/Cosine Generator.
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6.1.4 Quadrature Mixers Circuit Design

The next part of the Splitter circuit is the Quadrature mixers. which multiply the
output of the Sine/Cosine generator with the incoming signal. These circuits can vary
depending on the type of technologies the design is linked towards. For example, for
VLS] technologies it is best to implement a Booth Multipliers using the Booth algorithm.
For ASIC and FPGA technologies, it is best to design a sequential multiplier or
combinatorial multipliers. For this project a combinatorial 2's complement 8x8

multipliers were implemented.

Signed magnitude is a number system in which negative numbers are represented
as normal binary numbers with a ‘1’ used as an extra bit in the most significant bit
position. This signifies that the number is negative. Since the input to our structure is
assumed 10 be a 2’s complement 8-bit samples, therefore we need to implement a two's
complement multiplier. To implement a 2's compliment multiplier. three extra adders
along with some control logic was inserted to convert a simple add and shift signed
magnitude multiplier circuit jnto a 2's complement multiplier. The control lopic for the
three extra adders was produced from the most significant bits of the two inputs. Thus a
one in the most significant bit would reflect that the input number is a ncgative number.
If the incoming number is negative, then a 2's compliment of that input is taken und fed
into the signed magnitude multiplier. Again, depending on the most significant bit of the
two inputs, the output is adjusted to be a ncgative or positive value. Figurc 6.11 shows

the multiplier circuit.
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Figure 6.11 Two's Complement 8x8 Multiplier Circuit.

6.1.5 Synthesized Circuit of the Quadrature Mixer

To implement 8-bit x 8-bit signed magnitude multiplier, we require at least 6
adders to add all the partial products along with the carry generated from cach stage. In
addition to these adders we have three extra adders to implement this structure for 2's
complement multiplication. The VHDL source codes to implement this multipher are:

two_comp.vhd, mult8x8.vhd. two_comp_out.vhd.
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The input is a two’s complement number which is converted into appropriate

representation of a signed magnitude number by two_comp file. The VHDL file mult8x8

1s used to implement the multiplier function for the signed magnitude values. The output

of this structure is adjusted to be a negative or positive number with the two_comp_out

VHDL file according to the most significant bit of both the inputs. The synthesized

circuits for all three two _comp, two_comp_out , mult8x8 and mult_top circuits are shown

in figures 6.12, 6.13 6.14 and 6.15, respectively.
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Figure 6.12 Synthesized Circuit to adjust the inputs.
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Figure 6.13 Synthesized Circuit to adjust the output.
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6.1.6 Complete Splitter Circuit

Two components, Sine/Cosine Generator and Quadrature Mixers. are combined
together to form a Splitter circuit. The splitter circuit takes the tnput signal and splits 1t
into two branches, In-phase and Quadrature. One of the branches multiplies this incoming
signal by the sine function generated by the Sine/Cosine generator and the other branch
multiplies the incoming signal by the Cosine function. Therefore, the Splitter has
basically two mput signal buses and two output signal buses. In this case the input signals
are joined together. Another input to the Splitter circuit is the heterodyning frequency

(fr), which is provided to the ROM address generator.
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Figure 6.16 Block Diagram of the Sphtter Circunt,
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6.1.7 Synthesized Circuit of Splitter

The synthesized circuit for the whole splitter is shown in figure 6.17. The VHDL
files used to implement this structure are the same as the combinations of all the files
listed above: counterl6.vhd, sin_cos.vhd, two comp.vhd, two comp_out.vhd,

mult8x8.vhd, mult_top.vhd, mixer cir.vhd.
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Figure 6.17 Synthesized Circuit for Splitter.

There are two-multiplier circuits instantiated where one of the input of each
multiplier 1s the input signal from outside the circuit and the other is ¢ither sine or cosine.
which are the outputs of the Sine/Cosine gencrator. In the case of the Splhitter, the two

inputs are connected in the main VHDL file.
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6.1.8 FPGA Resource Utilization in Splitter Circuit

Table 6.2 shows the utilization of Slices, LUT and Registers for each component
in the splitter circuit using a Virtex 800 family FPGA chip. There are two multipliers and

one Sine/Cosine generator implemented in the Splitter Circutt.

Xilinx Implementation

Slices LUT Reg
Sine/Cosine 30 53 6
Multiplier 53 100 0
Splitter 139 253 6

Table 6.2 FPGA Resource Utilization in the Splitter Circuit.

6.2 Hardware Implementation of Prototype 2" Order IIR Filter

For the prototype band-pass fijters used in the Heterodyne Structure. we chose a
2™ order IR Band-pass filter with center frequency fixed at a quarier of the sampling
rate. Any order band-pass filters depending on the application can replace these band-
pass filters. The general equation describing a second order Band-pass filter is given 1n
equation 6.4.

- | — =7
2 1-Bl-a):"' +a

|
Hgp(2)= (6.4)

where 3 = cos (wp) and wy = center frequency of the band-pass filter. The *f° factor

determines where the filter is located in the frequency spectrum and the u factor
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determines the width of the pass-band. The center frequency for the fixed filter was
chosen as a quarter of the sampling frequency, thus wp = fs/ 4. which, in radian terms, is
located at /2 and hence resulted in the ‘B° value to be zero. The *a’ factor is chosen with
two constderations: one 1s that the pass-band of the band-pass filter needed to be narrow
and the other 1s to keep the coefficients as close to the power of two as possible, thus
reducing the amount of hardware used to implement these coefficients. Thus, after
substituting the values for ‘a” and ‘B’. equation 6.4 becomes:

(1-z7)
(1-0.875z7%)

H 5. (2) = 0.0625 (6.5)

From equation 6.5 we get the values of zero coefficients ‘b’ and feedback
coefficients ‘a” and plot the magnitude response for the filter using the Matlab program.
Figure 6.18 and 6.19 are the magnitude responses of the filter and zplane showing the

poles and zeros, respectively.

Magniude r1eryponag ofihg 2nd Otdar IIN Band pnyy Flitmr

Magnitude in dB
.,

PE—
] [/ ) s 2 2 ¢ L J o
frequerncy (Radansi

Figure 6.18 Magnitude response of 2" Order [IR Band-pass Filter.

87

i 4 6 I'iwm

A



Pole and Zero plot lor Llhe 2nd Order (IR Band-pass Filtar
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Figure 6.19 Poles and Zero Plot for 2" Order IR Band-pass Filter.

Since the coetficient were carefully chosen to be represented with 8-bits, therefore
the problem of scaling did not arise in this filter design. The uniqueness about this bangd-
pass filter is that it can be transformed into a band-stop filter by just subtracting the input

from the output. Thus,

B,,(z
H g (2) = L) -1
App(2)
_ Byp(z) = Agp(2)
Ap(2)
_ B, (2)
Agy(2)
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where Bsg and Agg are stop-band filter's zero and feedback coefficients, respectively.
Magnitude response and pole and zero plot for the notch filter are shown in figures 6.20

and 6.21, respectively.

Magnnrude in 0B

20 L
25 ¢

Figure 6.20 Magnitude Response of 2™ Order IIR Stop-band Filter.
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Figure 6.21 Pole and Zero plot for 2™ Order IR Stop-band Filter.
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Since the transfer function of the Tunable Heterodyne filter results in an add
to the transfer function of translated filters, the notch filter could not be used in
structure. Since not all the band-pass filters can be converted into a notch filter, this b
pass filter is unique with respect to this property. The input of the heterodyne filter ¢
be subtracted from the output of the heterodyne filter to give an effect of a tuning n
filter. Since only a very small number of unique band-pass filters can be converte
notch filters, this heterodyne filter is specifically used for tuning band-pass filters. A
structure “Fully Tunable Heterodyne Filter” eliminates this problem at the expens
more hardware. The tunable heterodyne band-pass filter implemented in this tr

project 1s a basic block in the Fully Tunable Digital Heterodyne (IR Filter [26].

The structure used to implement the fixed frequency Band-pass filter was Dire

Form 11. This structure is shown in figure 6.22.

) [ e

| | —

Figure 6.22 Direct Form I structure of 2™ order Band-pass 1IR Filter.
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Since the coefficients of the filters are known and they do not need to be changed
during the tuning process, therefore add and shift procedure is used to implement the

constant coefficient multipliers. The coefficients of the band-pass filters are,
bo = 0.0625
by =-0.0625 ap = 0.875
Since the ‘b’ coefficients have the same magnitudes therefore we implement the
negative sign in the actual hardware (as shown in figure 6.8) and treat the coefficients as
unsigned numbers. The 8-bit two’s complement representation of 0.625 and 0.875 given
below,
0.06254=(0.0001000),

08754 =(0.1110000)

This is a fixed-point 8-bit representation in binary digits. whereas the binary point
is shown to illustrate the fact that the coefficients are fractions. Thus in the final answer,
1t 1s required to keep a consistent representation so that the binary point convention used
in the design does not change. The implementation of the 'b" coefficients is relatively
easy, since they don’t reguire any extra hardware and can be built by only right shifting
the incoming input by four, hence dividing the incoming signal by 16. The *a’ coefficient
requires more hardware to be implemented. since there are three non-zero numbers in it.
Using binary multiplication, this coefficient can be implemented using two 1)-bit 2’s
complement adders. Using Canonica) Signed Digits as cxplained in the chapter 2, we can
implement the ‘@’ coefficient with a reduced number of adders. The following is the CSD

representation of the *a” coefficient,

9l
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0.8754= 1.00-10000

The CSD representation of the coefficient requires only one adder rather than the

two implemented as shown n figure 6.23.

ez

V

SUBTRACTOR

OUTPUT

Figure 6.23 ‘a’ Coefficient Implementation Structure.

6.2.1 Synthesized Circuit of 2" Order Band-pass IIR Filter

Direct Form 1l structure configuration was used to unplement the prototype 2"
order Band-pass I[R filter. We have to be careful when designing an 1R filter, since the
truncation of bits is inevitable in these filters and may cause fecdback coefficients 1o
change the Jocation of poles, rendering the system unstable, In this structure all the
internal nodes are arranged to have an 8-bit wide data path. Figure 6.24 shows the
synthesized circuit for this filter. The VHDL file used to implemcnt this structure is:

1r.vhd.
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Figure 6.24 Synthesized Circuit of [IR Filter.

6.2.2 FPGA Resource Utilization in Filter Circuit

————

Table 6.3 shows the utilization of Slices, LUT and Registers for the IR Filter

circuit using a Virtex 800 family FPGA chip.

Xilinx Implementation

Slices

L.UT

Reg

Filter

18

26

16

Table 6.3 FPGA Resource Utilization for the Filter Circuit.
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6.3 Hardware Implementation of Combiner Circuit

The combiner circuit is implemented exactly the same way as the Splitter circuit.
One difference between the combiner circuit and the splitter circuit is that there is an
extra adder that adds the two outputs from the rultipliers. Another difference between
the two structures is that the Combiner takes two separate inputs whereas a splitter needs
only one. The same heterodyning frequency was used in the combiner circuit to produce

the same frequency sine and cosine waveforms.

' cosi (f)
: ROM (LDT)
| / \

_ Address Adder yin) = p,(n) costs o)
' Generaior :

¢ ; +p.(n)sine )

Tuning
frequency (£;)

! sin g
: ROM (LUD

v

: ' Variable
P2(n) : ' Muldiplier

Figure 6.25 Block Diagram for Combiner Circuit.

The VHDL code for Splitter and Combiner Circuits was generalized, so that they
both can bc used as a component in these circuits whereas the modifications to attain
required structures were done in the main VHDL file. Since both the Sphtter and

Combiner circuits share similar hardware. in the future only one structure can be used in
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an application where further area optimization 1s required at the expense of an extra

number of clock cycles.

6.3.1 Synthesized Circuit of Combiner

The synthesized circuit for the Combiner circuit is shown in figure 6.26. Same
VHDL files were used to implement this structure as Splitter circuit: counter16.vhd,
sin_cos.vhd, two_comp.vhd, two comp out.vhd, mult8x8.vhd, mult_top.vhd.

mixer_cir.vhd.

Sire_Cosire mut_too
sre(7:0 -9 P9 | sz

15 \,

e L | 9 . M150
e > red  aare7.0 Flf [ e + i LaL: oy T3
5 19 s o159
Irs1 5 Inst2 sin cos_ot_1(1:16)
|
sn inf7: g |
I
79 n}iﬂ_top [
Ema\ 70 e q7a \{150‘—1—15—*]
Irst3

Figure 6.26 Synthesized Combiner Circuit.

6.3.2 FPGA Resource Utilization in Combiner Circuit

Table 6.4 shows the utilization of Slices, LUT and Registers for each component
in the combiner circuit using a Virtex 800 family FPGA chip. Two multipliers and onc

Sine/Cosine generator are used to implement the Combiner Circuit.
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Xilinx Implementation

Slices LUT Reg
Sine/Cosine 30 53 6
Multiplier 53 100 0
Combiner 142 256 6

Table 6.4 FPGA Resource Utilization in the Combiner Circuit.

Comparing the resource utilization table for the Splitter (Table 6.1) and Combiner
(Table 6.4), we can see that both the circuit require almost same number of slices and

LUTs. where the combiner has slightly more slice count due to an extra adder.

6.4 Hardware Implementation of Prototype 6" Order IIR Filter

To completely eliminate narrowband interference from the broadband
communication signal without introducing any kind of distortion. w¢ require high
performance filters. Typically these filters have a narrow pass-band and sharp transition
bands, to reduce the etffect of filtering on the adjacent information data. From the
simulation and experimental results (chapter 7). it can be scen that the second order fitter
designed as a prototype filter does not give impressive results. A lugher order filter needs
to be designed to show that better performing filters would yiceld improved resulis at the

output of the tunable heterodyne filter.

The details regarding the design and implementation of 6" order Chebyshev 1I

band-pass filter are presented in appendix A. Figure 6.27 shows thc magnitude responsc
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of this filter produced in Matlab. As 1s seen from the figure, the pass-band for the filter is

narrow (approx. 500Hz) and the transition bands are sharp. compared to the second order

filter shown in figure 6.18.
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Figure 6.27 Magnitude response of the 6" order Chebyshev band-pass filter.
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Figure 6.28 Poles and zcros of the 6" order Chebyshev band-pass filter.
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Since this 6™ order filter has a larger structure, we have to make a design tradeoff
between the performance of the filter and the amount of hardware utilized. The filter was
constructed using a cascaded structure scheme to reduce the effect of quantization error
produced due to bit truncation. [n this type of structure. each pole and its conjugate are
realized independently from other poles, thus confining the effect of quantization on

poles to be local in each cascade stage [28).

6.4.1 Synthesized Circuit of 6" Order Band-pass IIR Filter

Each stage in this configuration is effectively a second order filter, cascaded 1n
series to yield a final desired response. Figure 6.29 show the top-level cascaded band-
pass structure. The detailed structure used to construct these stages is given in appendix

A.

1 —
! :- slaged
| e
e | ax stage2 L | RESET auTPUn 0| T R
o slage e OURLM 15 0 -4 TS T s o)
— { RESEY DUTPUTS ¢ 41512 1IN 5 0, INST3
= INPUT (0] INST2
INSTY

Figure 6.29 Synthesized cascaded 1R band-pass tilter.

6.4.2 FPGA Resource Utilization in 6" Order Filter Circuit

Table 6.5 shows the utilization of Slices, LUT and Registcers for the 6™ order 11R

band-pass filter circuit using a Virtex 800 family FPGA chip.

98



Xilinx Implementation

Slices

LUT

Reg

Filter

334

478

48

Table 6.5 FPGA Resource Utilization for the 6" order Filter Circuit.

Comparing the hardware utilization for the second order filter (table 6.3) and the

6™ order filter (table 6.5), we notice that considerably more hardware is required to

implement the 6™ order filter, thus trading off hardware for performance.

6.S FPGA Resource Utilization of Complete Heterodyne Filter

Two heterodyne filter structures were designed; one with a 2™ arder IR filter as a
prototype filter and the second with a 6™ order IIR filter as a prototype filter. Table 6.6a
and 6.6b. illustrate the hardware utilization for both of thesc structures. It can be seen
from the tables that the hardware required for implementing tunable heterodyne filter
with 6™ order band-pass filter is about 3 times the hardware used to implement with 2"

order band-pass filter. Thus we have utilized more hardware to obtain better performance

at the output of the heterodyne filter structure.
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Xilinx Implementation

Heterodyne with 2" order Filter

Components
Splitter Filter Combiner Total
Slices 139 18 142 293
LUT 253 26 256 491
Reg 6 16 6 43

Table 6.6a Hardware utilization for heterodyne structure with 2™ order filter.

Xilinx Implementation

Heterodyne with 6'" order Filter

Components
Splitter Filter Combiner Total
Slices 139 334 142 952
LUT 253 478 256 1402
Reg 6 48 6 }07

Table 6.6b Hardware utilization for heterodyne structurc with 6
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Chapter 7

Simulation and Experimental Results

7.1 Simulation

Simulation results to observe the response of the tunable heterodyne band-pass
filter were obtained by using Matlab tools. Since this structure implementation uses a
tunable band-pass filter, the expected signal at the output of the tunable filter is the
narrowband interference frequency. This tunable structure can replace a transversal filter
i an adaptive narrowband interference suppression cjrcuit, where the interference
frequency can be subtracted from the onginal incoming signal by adapting thc heterodyne
frequency. In the case of an adaptive heterodyne filter, the ecxpected input signal is
composed of a spread-spectrum signal, thermal noisc and the interference signal. Since
the value for the interference signal can be predicted from its behaviour because its a
narrowband process [3], the heterodyning frequency parameter can be adapted to
translate the interference frequency to the fixed filter frequency. Eventually, as the error
converges to zero, the filter is locked to the namrowband interference, which then can be

subtracted from the original signal.
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Although the real spread-spectrum signal is composed of many frequencies. for
the purpose of simulation and hardware experiments, a two-tone signal test was used. In
this experiment, two known frequencies are used as input to the tunable heterodyne filter.
One of the frequencies is characterized as narrowband interference frequency, which
even 1n a real world signal appears as a pure sine or cosine tone. The other frequency is

the desired frequency used fo observe and analyze the behaviour and the accuracy of the

heterodyne filter.
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Figure 7.1 Input Spectrum for the Feterodyne Filier.

To analyze and confirm the theoretical results for the tunable heterodync filter, we
step through each node in the filter structure and see its responsc in simulation. These
results are then compared to the theoretical expectations. The Fast Fourier Transform of
the input signal is shown in figure 7.1. where the input spikes are located at two

frequencies. 2000Hz and 5000Hz.
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The frequency of 2000Hz was chosen as the interference frequency. This two-
tone signal is presented at the input of the Splitter circuit, where in one of the channels it
is multiplied by the cosine function and in the other branch it is multiplied by the sine
function. The frequency of sine/cosine functions, which is the heterodyne frequency, is
carefully chosen in this experiment to translate the interference frequency to the fixed
filter frequency (table 3.1). Since we are using a 2™ order band-pass filter discussed in
chapter 6, the center frequencv of the filter is set to be a quarter of the sampling
frequency. In this simulation example we are using 48kHz as our sampling frequency.
Therefore the center frequency of the fixed filter is located at 12kHz. The interference
frequency is chosen to be 2000Hz, therefore. to translate the center frequency of this
signal to the center frequency of the band-pass filter, we set our heterodyning frequency
to be 10000Hz. As a result of this, the frequencies produced afier the Splitter circuit arc
8000Hz and 12000Hz; S000Hz and 15000Hz, as shown in figure 7.2.

The modulated signals have half the magnitude of the ongnal signal, as shown in
figure 7.1. The absolute value of the input signal 1s 46dB. whereas the magnitude of the
modulated signals from sine branch and cosine branch are 40dB and 40dB. respectively.

The output of the splitter circuit goes into the band-pass filter 1n both the
channels. Figure 7.3 shows the FFT of both the channel outputs.

The filter is centered at 12kHz, where the highest peak is shown. Since this is a
2™ order filter and does not have sharp transition bands, we can scc the pcaks at
frequencies other than the 12kHz. This effect can be reduced if a higher order filter with

sharp transition bands has been used to filter out the interference frequency.
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Figure 7.2 FFT magnitude response at the outputs of Splitter two branches.
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Figure 7.3 FFT magnitude response at the outputs of Filters.

This result shows the importance of having a higher order tilter for narrowband
interference, which can be done fairly easity in tunable heterodyne band-pass filter

techmque as compared to the transversal filter, where 1t would be impractical to realize a
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very high order 1R filter. The results obtained by using a high performance filter are
shown later. The output of the filters has the maximum amplitude of 40dB. at 12kHz
frequency. The magnitude of the other frequencies ts observed to be: at 5000Hz the
magnitude is 14dB, at 8000Hz the magnitude is 20dB and at 15000Hz the magnitude is
24dB. This can be compared with the magnitude response of the band-pass filter given in
figure 6.18. It should be noted that the magnitude of the frequencies in figure 7.3 depends

on the magnitude response of the band-pass filter.

The output of the filter is then heterodyned again to bring the interference signal

back to its base-band. The outputs shown in figure 7.4 are the outputs of the two

channels.
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Figure 7.4 FFT magnitude response at the final mixers.

As we can see, the interference frequency (2000Hz) is brought to the base-band,

but still at this time there are images that need to be cancclled out. The magnitude of the
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output signal has once again been halved because of the heterodyning process, thus

yielding 35dB and 35dB magnitudes in the sine and the cosine channel respectively.

The final output is then obtained by adding the two outputs from the heterodyning

multipliers. Figure 7.5 shows the final output of the Tunable Heterodyne Band-pass filter.

FFY Herponse gl A mlmiodyns Basic Blopct
Ly

10 |

2¢ ¢

Magosiyds 1681
~
—_—

.25 1 ! 4 \_ I
[

Fraquency (VM)

Figure 7.5 FFT magnitude response of Tunable Heterodyne Band-pass Filter.

Although the only output we required is the interference frequency at 2000Hz, the
SO00Hz frequency has leaked in the final response due to quantization error and crude
band-pass filter response. From figure 7.5, we observe that the difference in magnitude of
the two spectra is about 15dB. A better response of the Tunable Heterodyne filter can be

shown if we use a higher order band-pass filter. with sharp transition bands.

To make a companson in simulation and to show the results of inserting a higher
order filter in the heterodyne structure, a sixth order [IR band-pass filter is chosen. The
magnitude response of the filter 1s given in figure 7.6. As can be seen from this figure, the

filter has sharp transition bands and 1s also centered at 12K Hz.
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Again we go through the same exercise to see the output response of the tunable
heterodyne band-pass filter using the sixth order filter. Since the output of the Splitter is
not affected by the insertion of the 6™ order filter, we start our analyses from the output

of the filter unit in each channel of the heterodyne filter structure.

Figure 7.7 shows the response, which is comparable to figure 7.3. Although it
appears that even using a higher order filter we are still getting all the other frequencies,
the magnitudes of other frequencies are well attenuated compared to the spike at 12kHz.
The magnitude of the signal at the output of the filter is almost the same as the input
(40dB), thus having a negligible loss of magnitude response. The magnitudes of all the
other frequencies appearing in figure 7.7 are below 0dB, thus making the difference of
40dB betwcen the signal of interest and other frequencies. This is again defined in the 6"

order band-pass filter specifications where the stop-band attenuation is 40dB.
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Figure 7.6 Magnitude response of 6 Order Band-pass IIR Filter.
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Figure 7.7 FFT magnitude response at the outputs of 6™ order Filters.
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Hence in the same manner we can see the final output of the heterodyne filter
after the two channels had been added together. Figure 7.8 shows the results of the output

response of the tunable heterodyne band-pass filter with a higher order filter, compared to
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figure 7.5. The output Signal is approx. 40dB, whereas the frequency at 5kHz is about

40dB below the 2kHz frequency.

7.2 Experimental Results

The Tunable Heterodyne Band-pass Filter structure with the 2™ order band-pass
fitter was implemented using Xilinx Virtex 800 family FPGA. Each structure was
implemented separately and then the whole system was put together in a single Virtex
800 Chip. This section gives a slight overview of our design, testing setup, and then an
analyses of the results obtained from each section as well as the whole system and

compares them with the results obtained through simulation.

7.2.1 Experiment Setup

Since our implementation is in the digital domain, 1t was required to have the
analog signal generated outside by a function generator to be digitized in order for it to be
used in the circuit. The output of the filter is converted from digital into an analog signal.
A proto-hoard with Xilinx Virtex 800 FPGA was used as a testing platform. Along with
the Virtex FPGA it also had an Analog to Digital (ADC) and Digital to Analog (DAC)
converters inside a 20-bit CODEC chip. To interface between the FPGA chip and the
CODEC chip. a CODEC handshaking module neceded to be implemented in the FPGA.
This interface betwecn the two chips was done by instantiating a code written 1n VHDL.
The CODEC chip took an analog input through a stereo “in” jack and converted that into
a digital bit stream, which was then senally transferred to the FPGA. It also took a senal
bit streamn from the FPGA chip and converted this data into an analog signal, which went

to the stereo “out™ jack. The VHDL intecface code converied the senal bit stream from
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the CODEC, into a parallel 20-bit bus to be used by our design. It also converted the

parallel out of our design into a serial bit stream, which was sent to the CODEC chip

[18]). A block diagram of the interface is shown in figure 7.9.

—p
< B @ Stereo Out

FPGA CODEC Chip |e
Virtex 800 € ® swewonn

Figure 7.9 CODEC and FPGA interface with external signals.

The stereo “in” signal was connected to the function generators producing
sinusoids at two different frequencies. These frequencies came in as stereo left and right
channels, which were multiplied inside the FPGA chip to develop a two-tone signal.
Stereo “out” was connected to the spectrum anatyzer and/or digital oscilloscope. A block

diagram of this configuration is shown in figure 7.10.
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Figure 7.10 Data Acquisition setup, stereo in/out jack ports.

7.2.2 Hardware Results for Heterodyne Filter using 2"* Order Filter

Each component of the tunable heterodyne filter was tested for its functionality.
The sampling rate used 1n all the experiments was 48kHz. In thesc expenments various

combinations of the left and right channel tor the stereo cable were used.

7.2.2.1 Splitter Experimental Results

To compare our experimental data with the simulationp results obtained from
Matlab, we used the same input frequencies for the two-tone test. 2000Hz and 5000Hz.
Similarly, we chose 2000Hz as our interference frequency and SOO0Hz as our analyzing

frequency. All the nodes in the Tunable Heterodyne filter were kept at the 8-bit precision.
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Since we had to truncate the width of some of the nodes to 8-bits, this introduced

guantization error, which appeared as noise at the output.

Two tones at frequencies 2000Hz and 5000Hz can be produced by either two
analog sine waves and adding them up in analog domain, or two frequencies, 1500Hz and

3500Hz, which when digitally multiplied, yield frequencies at 2000Hz and 5000Hz.

Figure 7.11 shows the output of the Splitter circuit using Xilinx Virtex 800

FPGA. Both the channels in the Splitter circuit produce the same results as figure 7.11.

Since our interference frequency is set at 2000Hz and the fixed filter is centered at
12000Hz, we translate the interference signal to 12000Hz by setting the Heterodyning
frequency at 10000Hz. As the sine and cosine functions are digitally synthesized.

according to equation 6.3, we set our ROM clock rate at 640KHz.

Magnitude (dB)
>
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Figure 7.11 Hardware results of the Splitter circuit.



7.2.2.2 2" Order Band-pass Filter Experimental Results

Varying the frequency for the input signal of the filter and using the oscilloscope
to record the output response, we were able to obtain the magnitude response of the 2nd
order [IR Band-pass filter. To compare the response to the Matlab simulation result of the
[IR band-pass filter, we convert the absojute values of output voltage verses the input
voltage into decibels. Figure 7.12 shows the result obtained from hardware superimposed
on the Matlab response. The difference in the real hardware response maybe caused by
the fewer number of points taken over the frequency sweep and/or data acquisition error

translated from the generation of quantization noise.

) — = — -| MATLASB
Simuation

—— [ =xpPeErRiMENTAL | |

1
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Magnitude (dB)
N
S

0 2.5 S 7.5 10 12.5 15 17.5 20 22.5 25
Frequency (Hz)

Figure 7.12 Superimposed results of [IR filter from hardware and Matlabs.

Figure 7.13 shows the response after the filters in each channel of the heterndyne

filter structure. As shown in this figure. due to the crude response of the 2" order band-
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pass filter, the images of the other frequencies can also be seen. But these frequencies are

almost 20dB below the desired frequency.

Magmtude (dB)

5000Hz 8000Hz 12000Hz  15000Rz Frequency (Hz)

Figure 7.13 Hardware response after the Band-pass filter in Heterodyne Structure

7.2.2.3 Combiner Experimental Results

The outputs of the filters are then fed into the Combiner circuit, where they are

mixed with the heterodyne frequency to bring the filtered signals back to the base-band.

Figure 7.14 shows the results from the hardware.

There is a small amount of leakage frequencies appearing at the output of the
tunable filter, which is again owing to the fact of crude filter response. But we can see

that the interference frequency, which is the desired frequency at the output of this
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structure, 1s about 15dB more than the other frequencies. Inserting a higher order filter,

with sharper transition bands, can solve this problem.

i : [ V — v ; i s Ap g Sy gt S Nt =y e h

Magnitude (dB)

2000Hz 5000Hz Frequency (Hz)

Figure 7.14 Hardware results of the output of the Tunable Heterodyne Filter.

7.2.3 Hardware Results for Heterodyne Filter using 6" Order Filter

Similarly we go through the structure of the heterodyne filter, but this time the 6"
order band-pass filter has been inserted rather than the 2™ order filter, as described in the
previous section. Again the Splitter results are not affected by using a different type of
filter, therefore we will start our anzlyses at the output of the fixed filters in the

heterodyne filter structure.
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7.2.3.1 6" Order Band-pass Filter Experimental Results

Similar to the procedure for obtaining the magnitude response of the 2™ order
filter described in previous section, we vary the frequency for the input signal of the filter
and used the oscilloscope to record the output response to get the magnitude response of
the 6" order IIR Band-pass filter. To compare the response to the Matlab simulation
result of the 6™ order IR band-pass filter, we convert the absolute values of output
voltage verses the input voltage into decibels. Figure 7.15 shows the result obtained from
hardware superimposed on the Matlab response. The difference in the real hardware
response may be caused by the fewer number of points taken over the frequency sweep

and/or data acquisition error translated from the generation of quantization noise.

Magnirude response of the 6th order band-pass filter.

ot — ]
_....-—-lMATLABSmM' m|

10t 4| EXPERIMENTAL | |

Magnitude (4B)

Freguency (Hz)

Figure 7.15 Superimposed results of 6™ order [IR filter from hardware and Matlabs.
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Figure 7.16 shows the response after the filters, in each channel of the heterodyne
filter structure. Comparing this result to the one obtained from the heterodyne structure
with the 2™ order filter, we see that the results have improved significantly. As shown in
this figure, due to the relatively sharp transition bands of the 6™ order band-pass filter, the

images of the other frequencies are attenuated significantly.

Magnitude (dB)

12000 Frequency (Hz)

Figure 7.16 Hardware response after the 6™ order Band-pass filter

7.2.3.2 Combiner Experimental Results

The outputs of the filters are then fed into the Combiner circuit, where they are
mixed with the heterodyne frequency to bring the filtered signals back to the base-band.

Figure 7.17 shows the results from the hardware. Again there is a slight leakage of
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frequency at 10KHz. This can be due to a synchronization problem with the main system

clock or/and quantization error effect,

Magnitude (dB)

W.NWI'\L{\MM.MJM i

|
2000 Frequency (Hz)

Figure 7.17 Hardware results of the Tunable Heterodyne Filter with 6 order filter.

7.3 Hardware Resource Comparison between Standard and
Heterodyne Techniques

The technique of the tunable heterodyne filter is much more hardware efficient
with a higher order filter compared to the standard technique of a tuning filter. What we
characterize as standard technique is a tunable filter that can be tuned by adjusting the
weights of the coefficients. Just to keep all the compansons within a similar structure, we
chose Direct Form I1 structure (as shown in figure 7.15) in both the techniques.

Thus to compare these techniques, we assume an Nth order Direct Form I, IR
filter. Lets assume the standard technique can tune to M distinet position, where M is the
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number of ROM locations for each coefficient. that stores N+1 8-bit filter coefficients for
each of the M discrete frequencies that the filter can be tuned to. Table 7.1 estimates the
hardware resources in terms of order (N) and tuning positions (M), used to implement
both the techniques in Virtex 800 FPGA. Since the tunable heterodyne filter can be tuned

continuously from DC to Nyquist/2 or Nyquist/2 to Nyquist, the final term for that is in

terms of order (N) only.
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Figure 7.18 Direct Form I1 1IR filter structure
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CLB's Helerodyne CLB's in Standard CLB's In
Component Per Filter Heterodyne Filter Standard
componeant Filter Filter
Adders 8 4N+1 3IN+R 2N 16N
Delays 4 2N 8N N aN
Fixed-Coefficient 4 4AN4 ToN-16 0 0
| Multipliers
Vanable-Coefficrent 21 4 R4 AIN-1 42N-21
Multipliers
64-Bit ROM's 9 8 72 (2N-1)/M/8 92N-1HMR
TOTAL S6N+148 62N «G(IN-1)M/8-24 ]

Note: N is the order of the OR filter and M is the number of frequencies that the standard

filter can be tuned to. The

heterodyne filter is continuously tunable while the standard Rlter can only be tuned to M distinct frequencies.

Table 7.1 Comparison of Heterodyne Tunable Filter to Standard Tunable Filter

To get the same amount of hardware as the tunable heterodyne filter, we equate

the two final equations and thus can obtain the number of tuning position the standard

filter can be tuned to. Equation 7.1 gives this expression.

o _ 8169 -6N)
18N -9

(7.1)

Plugging in the order number, we can see that for higher order fiiters, the tunable

heterodyne filter out performs the standard tunable filter’s technique. Figure 7.16 shows

the number of tuning frequencies that the standard tunable tilter cun be tuned to, for

vanous order tilters. Therefore if the number of tuning freguencics (M) cexceeds the

number shown on top of ecach bar for that particular order filter. then the tunable

heterodyne filter technigue would be better.
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Figure 7.19 Number of tuning position against the order of the filter.

Since we need vaniable muluiphers to implement the standard technique. as the
order of the filter is increased to where a reasonable filtening can be obtained for the
applications described in chapter 2. the hardware resources needed to build these
structures goes up. A highly optimized IIR filter can be realized by using Cunonic Signed
Digits (CSD) or Dempster & Macleod (DM) to implement constant coefficient

multipliers [19] used in Tunable Heterodyne filter techniquce.



Chapter 8

Future Work

8.1 Alternative Structures

The structure discussed in this thesis has been demonstrated for tuning band-pass
filters. We have concentrated on demonstrating the feasibility and the hardware
complexity of this structure with vanious tunable band-pass filers. We have not attempted
in this thesis to develop other tunable structures. We have noted that in one very special
case, that of a second-order band-pass filter with unity gain in the pass-band. the band-
pass filter can be converted to a notch filter. This hints at the possibility of developing
other tunable structures from this basic structure. However, the summing nature of the
prototype filters in this structure presents a challenge to implementing anything other
than band-pass filters. Thus one possible topic for future rescarch would be developing
design criteria for tunable filters other than band-pass filters using this structure. This
would fall beyond the scope of this thesis. but could result in some very useful structures

in addition to the band-pass structure proposed in this thesis.

A different heterodyne filter structure is proposed in [26] which defines a new

architecture with which any type of filter would be suitable to tune. The basic block used
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In that structure 1s the Tunable Heterodyne Band-pass filter presented in this thesis report,
Therefore if the application requires a tunable band-pass filter, then the structure
presented in this thesis would be an ideal choice. On the other hand. if the application can
only use tunable notch filters, then a fully tunable heterodyne filter would appear to be a
better choice. The design of filters using the filter structure of [26] would be another

topic for work beyond the scope of this thests.

Another potential project would be to implement the hardware for the fully
tunable heterodyne filter. The solution to having any type of tunable filter comes at the
expense of more hardware requirement. It would be a worthwhile task to build this new
structure in hardware for comparison purposes. This would be a very good follow-up
topic to the present thests.

The implementations of the sine and cosine functions in this thesis were done
using look-up table LUT technigues. However, this operation could be replaced by the
CORDIC (COordinate Rotation Dlgital Computer) algorithm that calculates the angle of
sin and cosine by using phasors {27], thus yielding sin(B) and cos(0). This algorithm
appears to be more efficient in VLSI technologies and some other FPGA technologies
than it is in the Xilinx FPGAs. An implementation of Tunable Heterodyne Band-pass
filler or Fully tunable Heterodyne filter in VLSt technology would give a good
comparison for an optimized implementation of tunable filters using either LUTs or the
CORDIC Algorithum. This could be the source of several new projects based upon the

work of this thesis.
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Appendix A
IIR Filter Design and Implementation

This appendix presents the design and implementation of a sixth order IR filter
using Matlab and Xilinx Virtex FPGA respectively, 1n a tutonal manner. This filter ts
used as a fixed filter in the tunable heterodyne band-pass filter structure introduced in this
thesis report. The first part of this appendix goes through the filter design procedure using
Matlab from the specifications defined to generate a narrowband band-pass filter with
sharp transition bands. The second pant of the appendix illustrates the design techniques
and procedures used to implementation this structure in Xilinx FPGA. The comparison
between the results obtained from the hardware and Matlab simulations is given in

chapter 7.

Al. Computer Aided [IR Filter Design

The specification for the band-pass filter was chosen so as to have a narrow band-
pass frequency filter with sharp transition bands, which is very important in order to have
effective filtering of a narrowband interference signal from the spread-spectrum signal.

Usually the interference frequency in the broadband signal appears as a sine tone and
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only occupies a specific frequency, thus having its spectral power concentrated in a
narrowband. The purpose of developing this filter is to prove that a better system
response can be obtained by using a narrowband filter, and consequently this result is
compared to the system response obtained from the second order filter designed initially.
Figure A.l1 shows the representation of typical magnitude specifications required to

obtain the desired response.
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Figure A.1 Band-pass filter critical specifications

The specification values chosen to design this filter are:

center = 0.5;

pfi = center*(.98;

pf> = center*(1/0.98);
sf, = center*(0.80:

st; = center*(1/0.80);
8 =0.01 dB:

0s =40 dB;



In Matlab, the Nyquist frequency is referenced as one, therefore to center the
band-pass filter at a quarter of the sampling frequency, the center is set at 0.5. The filter
type chosen to meet these specifications is Chebyshev Il filter, which 1s monotonic in
pass-band and equi-ripple in the stop-band. The choice of pass-band and stop-band
frequencies was made to have a narrowband band-pass filter while keeping the order of
the filter relatively manageable to implement in hardware. The pass-band ripple (3p) is

chosen to be 0.01dB and stop-band ripple (8s) is chosen as 40dB.

Matlab function of ‘CHEB2ORD” is used to determine the order of the band-pass

filter to meet the specification of the filter described above. The Matlab function is:
[N, Wn] = CHEB2ORD(Wp. Ws. Rp, Rs)

where: Wp = [pf) pf;]

Wq = [sf) sf; )
Rp= 59
Rs= &s

This function returns a number N. which 1s half the order number (N - order / 2),
so to obtain the real order of the filter we have to multipty N by 2. In our casc the value
of the number ‘N' retumed was 3, thus making the order of our filter to be 6. This filter
order is the minimum requirement needed to meet the specifications defined. This

function also returns the stop-band frequency edges “Wn'.

These values are used in another Matlab function to get the transfer function for

the band-pass filter.
[B.A] = CHEBY2(N, Rs, Wn)

This function returns the transfer function in form:
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H(z) = B(z) /A(z)
where the B(z) and A(z) are coefficients for the band-pass filter and are elaborated in the

following expression:

by +b,z7 +b,z7 +b3z‘3 +b,z? 4 bz b z78

]+a,:_’ + agz_z +a3:_3 +a4z_4 +a5z_5 +aéz_6

H(z)= (1)

Due to the feedback coefficients (a,(z)), IIR filter suffer greatly from quantization
error. This error is caused by the truncation of bits after each calculation. To reduce the
effect of this error, a cascaded structure was used to implement this filter. In this structure
the transfer function is broken down into second order equations and then cascaded in an
optimum manner to obtain the required response. Thus as opposed to the direct method,
where all the poles need to be realized in the same structure, in cascaded structure each
pair of complex-conjugate poles is realized independently of all the other poles. This
reduces the error since all the poles and zeros are adjusted independently of the other

poles and zeros in the system [28).
Using a Matlab function of,
[SOS.G] = TF250S(B.A)

we can generate an optimum set of second order state (SOS) equations from the transfer
function (TF) equation obtained in equation 1. This function retumns a 6 x L matrix of

form:

bo; by, by ag  a;  ay

boy D12 by ap ap ap

bo by by ag a ay



where L is the number of stages in the cascaded structure. This function also retumns the
gain ‘G’ which is included in the first section of the cascaded structure. Each stage is
cascaded in the same order as given in the SOS matrix [29]. Since the band-pass filter is a

sixth order filter, we get three second order equations as follows:

SOS =

Columns 1 through 3

1.00000000000000 -0.00000000000000 -1.00000000000000

1.00000000000000 -0.56715697967715 1.00000000000000

1.00000000000000 0.56833652474461 1.00000000000000

Columns 4 through 6

1.00000000000000  0.00058832361840 0.8343142734203}

1.00000000000000  -0.14485243409168 0.92108023901739

1.00000000000000 0.14607795305132 0.92108392006242

G=

0.00703896232741



The transfer functions for the three 2™ order filters are given as:

0.00703896232741 —0.0070389623274]1 272

HJ(‘:)= ] )
1+0.000588323618402z"" +0.83431427342031z""

1—0.56715697967715z2" + z7¢

H_‘)(Z) = oy, )
1—0.14485243409168z"" +0.92108023901739z""

Hilz)= 1+0.56833652474461z™" + 272
’ 1+0.14607795305133z"" +0.921083920962422*

Note that the gain has been included in the first stage of the cascade structure.

These sections are cascaded in following manner.
H(z) = Hy(z) *H,(z) *Hs(z)

The individual magnitude response ot H)(z). H2(z) and H3(z) is shown in figure

A.2, A3 and A 4, respectively.

Figure A.2 Magnitude response of the first cascade section.
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Figure A.3 Magnitude response of the second cascade section

Y agndudes revponsa ollae I8y 24d 2rdsrcascads hidnr

Maqniude 19B)

I PR N

Dowmry My,

Figure A.4 Magnitude response of the third cascade section

Three 2™ order structures are cascaded to obtain the same response as the
complete band-pass filter. Since multiplication in the frequency domain is convolution in
the time domain, to see the response of the total filter, the impulse response of each stage
is convolved with the impulse response of the following stage and is shown in figure A.S
[29].
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Figure A.5 Cascading three 2" order filters

The impulse response of each section is ohtained from the Matlab function:
[Fw] =IMPZ(B,A)
Convolving can be done with the following function:
C = CONV(F,, F>)
where F| and F» are the two impulse functions to be convolved. giving the output C.

Figure A.6 shows the 6" order filter response obtained afier all the sections have been

cascaded together.

The coefficients produccd by Matlab are represented with infinite precision,
which is not practical to realize in actual hardware. We have to represent these
coefficients with a fimite number of bits. Therefore, at this time all the coefficients have

infinite precision, thus presenting us with an ideal response of the filter. Next we go
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through the exercise of truncating the feedback coefficients (poles) and scaling the zeros

to make the filter coefficients realizable in hardware with a finite number of bits.
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Figure A.6 Magnitude response of 6" order 1IR band-pass filter.

Since the position of poles can be very critical and consequently, any alteration in
their values can cause the poles to go out of the unit circle, thus rendering the system
unstable, we avoid scaling the feedback coefficients. We perform bit truncation to limit
the number of bits with which these feedback coefficients can be represented without
causing the system to become unstable. The zero (numerator) coefficients can be scaled
and truncated for two reasons: (1) to limit the number of bits required to represent each
coefficient and (2) to avoid overflow in the adders. Rounding off the coefficients to B-

bits 1s done in the following manner:

R_FB = ROUND(FB, * 2"B)/2"R
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where B = number of bits and FB = feedback coefficient. The coefficients are considered
as unsigned and the negative signs are implied in the cascaded structure adders. In this

fashion we get the number representation in the following form:
COEFF= XXXXXXXX

To perform scaling we divide all the coefficients by the maximum coefficient and
then round it to B bits.

R ZB = ROUND(ZB;/ MAX(ZB) *2 ~B)/ 2" B

This process can alter the positions of zeros in the unit circle and as a result
increases the magnitude response of the filter. To avoid having a scaling multiplier to
bring the magnstude back to have a gain of one, we divide the zero coefficients by a
number which i1s a factor of two. which requires no extra hardware and can be
implemented by shift operation. Sometimes multiplying by the power of two does not
accurately bring the magnitude back to 0dB, therefore to do this we muluply the zero

coefficients by a fudge factor before rounding the bits. This process is shown as follow:
R 7B S = ROUND(Fudge * ZB;/ MAX(ZB) * 2"B) / ({2"B)*(2"5})
where fudge = fudge factor and S = the scaling factor.

The S factor is a power of two scaling factor and can be implemented by a simple
shift operation, therefore in the following calculations of coefficients. this factor will not
be included and is implied only at the output of each stage of the cascade.

After rounding and scaling. we rewrite the second order filter transfer functions as

shown below.
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0.76171875—0.76171875 z 2
1+0.835937527¢

H}(Z)':

0.76171875 —0.42968752™) +0.761718752~°
]—0.144531252"1 +0.92187527°

Hy(z)=

0.76171875+0.43359375z"" +0.76171875=*

Hi(z)= -
’ 1+0.144531252 +0.921875=""

The binary representation of these numbers is given 1 the table A.l. All the
coefficients are jimplemented as unsigned numbers. where the signs of each coefficient

are implemented in the 2™ order filter adders.

rraal bl 1. 0000000

rraal b2 00000000

H,(2) rraal_b3 11010010
rrbb1 bl . 11000011

mbbl b2 00000000

rbbl b3 - 11000011

————— — —

rraa2 bl 1. 0000000

rraa2 b2 . 0010010)

H,(z) rraa2_b3 11101100
bb2 b . 1100001 1

mhb2 b2 01101110

rrbb2 b3 11000011

rraa3 bl 1. 0000000

Ha(z) rraa3 b2 .00100101
rraa3_b3 11101100

rbb3 bl 11000011

rrbb3 b2 NONTORER

rtbb3 b3 11000011

Table A.1 Binary representation of the coefficients
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Since the filter has a fixed transfer function, we can use add and shift techniques
to implement each coefficient. A better technique of constructing these constant
coefficient multipliers is to use Canonic Signed Digit (CSD) number representation [ 19].
This number representation system promises to yield better or at the least, equa) number
of adders to implement these coefficients. In this scheme each coefficient (b) is

represented by the following expression:
LR
— ?
b=3s; (2)

\where s, € {0,1-1}

The CSD number system tries to reduce the number of non-zero elements by
forcing no adjacent digits 1o be non-zero, thus having a maximum of (n+1)/2 non-zero
digits 1n a n-bit number. Let us assume an 8-bit number in binary format shown betow

B=01101111

In this case we would require five adders to implement this number (1114) with a
siraple add and shift technique. A CSD representation of this number is shown below:

C=100-1000-1

This gives same result (111,) but utihizes only two adders to implement this in
hardware, thus giving a savings of 3 adders [19]. CSD representations of all the filter

coefficients are given in table A 2.
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maal cl 1.0000000 1
rmaal c2 .00000000 0
-10-10- 0.835937
H,(z) maal ¢3 | 1.00-10-10-1 375
mbb! _cl 1.0-100010-1 0.76171875
mbbl ¢2 | .000000600 0
rrobl 3 1.0-100010-1] 0.76171875
rraa2_cl 1.0000000 1
rraa2 c2 .00100101 0.14453125
Hy(z) | maa2 3 | 1.000-10-10 0.921875
rbb2 cl 1.0-100010-1 0.76171875
mbb2 ¢2 | .100-100-1 0.4296875
rrbb2 c3 1.0-100010-1 0.76171875
maa3 ¢l | 1.0000000 1
Hi(z) rraa3_¢2 | .00100101 0.14453125
rmaa3 c3 1.000-10-10 0.921875
mbb3 ¢l 1.0-100010-1 0.76171875
mbb3 _¢2 .100-1000-1 0.43359375
rrbb3 _¢3 1.0-100010-1 0.76171875
Table A.2 CSD representation of all the filter cocfticients
Figure A.7 shows the magnjtude response of the 6 order filter, with finite

number of bits represenung each coefficient. The CSD representation of coefficients 1s
used to implement these structures in Xilinx FPGA. Note that the magnitude of the band-
pass filter 1s at almost 36dB. Now we divide the output of each cascaded structure by the
scaling factor 2"S, which results in bonging the magnitude of the band-pass filter back to

almost 0dB. The final magnitude response of the 6 order band-pass filter is shown in

figurc A.8.
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Figure A.7 Magnitude response of 6" order IR filter with finite bits coefficients
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Figure A.8 Magnitude response of 6" order 1R filter with scaled output
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A2. Hardware Implementation of 6 Order IIR Band-pass Filter

A Direct Form 11 structure implementation style was used to construct each 2™
order filter in the cascaded organization. Structures of H,(z), Ha(z) and Hj(z) are shown

in figures A9, A.10 and A.11, respectively.

v
AR\ 076171875 GB ‘
—> p O - —»| oz [
L/
A v A
7!
SeAm I =D
A _ v _4
4!
0.8359375 B! 75171875
Figure A.9 Direct Form I1 structure of first section, 2™ order filter
X Y
I N @
—» 5 L » —| s |
L/
A
B
z
% . ;
> 014453125 |.g 04298875 |__p
L/
4- v
!
0 521875 > 076171875

Figure A.10 Direct Form Il structure of second section, 2™ order filter
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Figure A.11 Direct Form [I structure of third section. 2™ order filter

Note that zero the coefficients have been included n figure A.9, which can be
optimized either by the circuit synthesizer or can be left out, resulting in no connection.
Also we divide the output of each structure by a scaling factor S (where S=4 in our case)
to bring the magnitude response of the structure to 0dB. This configuration needs no
extra hardware and can be done by two right shifts. The adders in all these structures are
16-bit wide and the delays are 8-bit wide, this technique is used to preserve as many bits
as possible before truncation becomes eminent. To reduce the effect of quantization error,
truncation is performed where it is essenual. Since the outputs of the splitter circuit is
16-bits, therefore the input to all the 2™ order stages have been kept at 16-bits, and
consequently the output of first two stages is also 16-bits. The output of the last stage has
to be truncated to 8-bits since the input to the combiner quadrant multiphers is 8-bits

wide. This configuration is shown in figure A.}2.
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A hi(n) / > hy(n)

Figure A.12 Cascade structure with elaborated internal bus widths.

Now using table A.2 we can build the hardware for the constant coefficient
multipliers. Since the ymplementation 1s done using fixed-point arithmetic, we have to
make sure that all the binary points are aligned with each other. From table A.2 we can
see that the maximum shift is 8-bits and also the input to our constant multipliers is &-
bits, therefore we will keep the outputs of each constant multiplier at 16-bits, with one bit
of integer and 15-bits of fraction. Therefore, our binary point is after the most significant
digit. Figure A.13 shows the multiphier structure for the feedback coefficient of the first
cascade structure (aarrl_c3). Note. that a zero is appended at the lcast significant bit, to
make the output 16-bit wide. to align the binary point with other constant cocfticients

multiplier structures. A.14 — A.18 shows the implementation structures for rest of the

coefficients.
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Figure A.13 ‘rmraal c3’ constant coefficient multiplier structure
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Figure A.14 ‘rrbbl_cl' constant coefficient multiplier structure
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Figure A.15 ‘rraa2_c2’ constant coefficient multiplier structure
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Figure A.16 ‘rraa2 ¢3' constant coefficient multiplier structure
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Figure A.17 ‘mbb2 c2’ constant coefficient multipher structure
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Figure A.18 ‘rrbb3 ¢2’ constant coetfticient multiphier structure.
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