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ABSTRACT

Southerly flow over the eastern slope of the Rocky Moun­
tains under the influence of a diurnal surface temperature 
wave is studied by numerical experiments and by analytic 
methods. The puipose of this study is to determine the inter­
relationships of various processes associated with the diurnal 
variation of the low-level jet.

Analytic solutions have been obtained in order to diag­
nose the structure of the boundary layer of a rotating strati­
fied fluid over a sloping surface undergoing heating and 
cooling. The results show that the thermal and momentum 
fields of this boundary layer are coupled; the cross-isobar 
boundary layer flow is increased by the effect of a buoyant 
force along the direction of the terrain slope. Also, the 
vertical motion field is shown to be controlled by two mechan­
isms, namely, Ekman pumping and buoyant pumping, respectively.

For the numerical experiments, a two-dimensional meso- 
scale model has been adopted. The horizontal domain (east- 
west direction, perpendicular to the sloping terrain) is 
1000 km in extent and is resolved by 21 grid points. The 
vertical domain extends to 4000 m above the ground and is 
resolved by 22 grid points. Turbulent transport of momentum
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and sensible heat and the radiational cooling process are 
included in the model through parameterizations. A geostro- 
phic wind field with shear in the horizontal direction only
is specified as an initial condition.

The diurnal variation of the vertical profiles of wind 
and potential temperature are in good agreement with observa­
tions. Most important, the diurnal variation of the momentum 
field and the evolution of the low-level jet is well simulated; 
this development is characterized by a significant increase of 
wind shear in both directions (x,z). The mechanisms which are 
responsible for this two-dimensional low-level jet are the 
self-organization processes of the turbulent boundary layer.
The vertical motion field (and low-level convergence) is found 
to be closely related to the processes associated with the 
formation of the low-level jet. The maximum amplitude of this
field occurs in the early evening hours, and internal gravity
waves are excited during this period.

IV



ACKNOWLEDGMENTS

I wish to express my sincere thanks to Professor Rex Inman 
for his enduring encouragement, inspiration and guidance through­
out my graduate study in Norman. I also wish to thank Professors 
Y. K. Sasaki, C. E. Duchon, J. S. Fein, J. F. Kimpel, E. F. Blick 
and M. C. jischke for their many helpful suggestions. I also 
thank Ms. Jo Ann Oberst for her expert and patient typing of 
the manuscript.

This research was supported by the National Severe Storms 
Laboratory, National Oceanic and Atmospheric Administration, 
Contract 04-6-022-44002, and by the George C. Marshall Space 
Flight Center, Contract NAS8-31377.

V



TABLE OP CONTENTS
Page

LIST OF FIGURES...........................................  vii
LIST OF T A B L E S ...........................................  ix
LIST OF SYMBOLS...........................................  x
Chapter

I. INTRODUCTION....................................... 1
II. BUOYANT-EKMAN LAYER THEORY AND ITS APPLICATIONS . 9

III. THE NUMERICAL MODEL AND THE EXPERIMENTS..........  23
IV. RESULTS AND COMPARISONS.......................... 41
V. SUMMARY AND SUGGESTIONS.......................... 58

BIBLIOGRAPHY.............................................. 63
APPENDIX A ................................................ 92
APPENDIX B ................................................ 96
APPENDIX C ................................................ 101

VI



LIST OF FIGURES
Figure

1. Sloping terrain coordinate system 
2a.

2b.

3.

5.

6 . 

7.

Initial u-, v-field for Case IV and Case V 
(1000 LST)................................ .
Initial potential temperature field for Case rv 
and Case v (1000 LST) ..........................
Diurnal surface temperature waves

Potential temperature profiles for the middle 
grid point for Case IV........................
Surface heat fluxes predicted by the model for 
Case IV .........................................
u-profiles for the middle grid point for Case I
(slope = 0) ....................................

vii

Page
67

68

68
69

4a. Wind field for Case IV (1200 L S T ) ......... . . . 70
4b. Wind field for Case IV (1400 LST) . . . . . . . . 70

4c. Wind field for Case IV (1600 L S T ) ........ . . . 71
4d. Wind field for Case IV (1800 L S T ) ......... . . . 71
4e. Wind field for Case IV (2000 L S T ) ........ . . . 72
4f. Wind field for Case IV (2200 L S T ) ......... . . . 72
4g. Wind field for Case IV (2400 L S T ) ........ . . . 73
4h. Wind field for Case IV (0200 L S T ) ........ . . . 73
4i. Wind field for Case IV (0400 L S T ) ........ . . . 74
4j. Wind field for Case IV (0600 L S T ) ......... . . . 74
4k. Wind field for Case IV (0800 L S T ) ......... . . . 75
41. Wind field for Case IV (1000 L S T ) ........
4m. Wind field for Case IV (1200 L S T ) ........ . . . 76
4n. Wind field for Case IV (1400 L S T ) ........ . . . 76
4o. Wind field for Case IV (1600 L S T ) ........ . . . 77

78

79

80



Figure Page
8 . v-profiles for the middle grid point for Case I

(slope = 0) ....................................... 81
9. Diurnal variation of PEL depth for the middle

grid point for Case I ............................  82
10. Diurnal variation of veering angle profiles for

the middle grid point for Case 1.................  83
11. Schematic diagram showing the diurnal variation

of PEL depth as suggested by Hoxit...............  84
12. Diurnal variation of veering angle profiles

observed by H o x i t ................................  84
13. Diurnal variation of u-profiles for the middle

grid point for Case II............................  85
14. Diurnal variation of v-profiles for the middle

grid point for Case II............................  86
15. Hodographs for the middle grid point at an

altitude 625 m above ground (Case I, Case II) . . 87
16. Diurnal variation of the surface geostrophic 

wind for the middle grid point for Case I and
Case I I ...........................................  87

17. A comparison of diurnal wind variations 
associated with large and small amplitude
surface temperature waves (y-component) ......... 88

18. Same as Fig. 17, except for the x-component . . .  88
19. A comparison of diurnal wind variations at

different latitudes (y-component) ...............  89
20. Same as Fig. 19, except for x-component of wind . 89
21. Vertical velocity at 2 km above ground for

Case IV 90
22. Vertical velocity at 2 km above ground for

Case V .............................................  91
C.l. Relative amplitude of the spurious wave as a 

function of the wave number of the incident 
wave...............................................  106

Vlll



LIST OF TABLES
Table Page

1. Summary of parameters specified in the six
numerical experiments .............................  42

C.l. Correlation coefficients showing the relation­
ship between analytic solutions and numerical 
solutions of the advection equation obtained 
with an open boundary condition.................... 109

IX



LIST OF SYMBOLS

A Amplitude of incident wave
A„ Amplitude of supurious wave
A^ Amplitude of transmissive wave

Amplitudes of diurnal surface temperature wave 
C Phase speed
S Phase speed of incident wave
Cp Specific heat at constant pressure

Component of phase speed along x-direction
D Mean depth of the atmosphere overlying the sloping

terrain
D Horizontal divergence
E The Ekman number
f The Coriolis parameter
Af f cos cp
g Gravitational acceleration vector
g Gravitational acceleration
h(t) Time-varying depth of planetary boundary layer
h^ Depth of constant flux layer
H Scale height of atmosphere
i Finite-difference space index in x-direction
j Finite-difference space index in z-direction

Turbulent exchange coefficient for momentum 
Kjj Turbulent exchange coefficient for sensible heat
k von-K&rmàn's constant
k Wave number in x-direction
L Horizontal scale of sloping terrain

X



LST Local standard time
n Finite-difference time index
N Brunt-Vasaili frequency
0( ) Order of magnitude
p Pressure
Pq Reference pressure
p P/pm

Rossby number 
R Gas constant for dry air
S Measure of static stability
Tg Surface temperature
Tg Mean surface temperature
T Mean temperature of constant flux layer

ATj
^t Time step for finite-difference time integration
tan cp Slope of terrain
u*^ Friction velocity
Uj Initial x-component of wind
U Scale velocity of horizontal wind
Vj Initial y-component of wind
Vg Geostrophic wind
(w'9') Kinematic surface heat flux 
Ax Grid distance in x-direction
Az Grid distance in z-direction

Mean thermal expansion coefficient 
p Buoyancy parameter

XI



Yg Proportionality constant for radiational cooling
r Mean lapse rate of temperature
T1 E Z
6* Characteristic potential temperature of constant

flux layer
Qg Time varying surface potential temperature

Initial potential temperature

0^ Mean potential temperature of atmosphere
X Aspect ratio
\ji Wave number in z-direction
V Kinematic viscosity; the frequency of the wave

solution
TT
TTj Initial pressure
Ç Density of dry air

Mean density of atmosphere 
It ] Magnitude of surface stress

Xll



A NUMERICAL STUDY OF THE DIURNAL 
VARIATION OF THE LOW-LEVEL JET

CHAPTER I 

INTRODUCTION

The planetary boundary layer (PEL) is the lowest 1 ^ 2  km 
layer of the atmosphere which is significantly affected by sur­
face conditions. Surface friction and surface heating are the 
dominant factors which control the characteristics of the PEL. 
The situation becomes complicated for planetary flow over a 
continental surface. The inhomogeneity of the distribution of 
mountains, hills, forest, and urban areas, etc. may cause 
additional perturbations in planetary flow. From the point 
of view of numerical weather prediction weather events are 
solutions of a set of mathematical equations, corresponding 
to various combinations of initial and boundary conditions. 
Eecause of the lack of adequate knowledge of the physical pro­
cesses induced by the boundary conditions, current models are 
formulated with very simple or even without treatment of these 
boundary conditions. Thus, weather events predicted by these 
models are primarily dictated by initial conditions specified 
for the planetary flow. The initial state of kinetic energy.



potential energy, and internal energy determines the evolution 
of weather events through nonlinear energy cascade processes. 
This situation is probably one of the major reasons for the 
limitation of predictability of current models. The problem 
of determining to what extent boundary layer processes can 
affect planetary flow both temporally and spatially remains 
as the next frontier of research in meteorology.

Many examples of weather disturbances which are closely 
related to boundary layer processes can be found. We do know 
a considerable amount about the upper-level frontogensis pro­
cess; however, frontogenesis near the surface (Sanders, 1955) 
still is not well understood because it is affected by rela­
tively unclear boundary layer processes. Similarly, the 
relation between the dry-line and low-level confluence zones 
is unclear, although it is of much interest because of its 
importance in thunderstorm forecasting over high terrain. In 
order to investigate phenomena of this kind one must make 
adequate assumptions to define the localized phenomena such 
that the system of interest is well isolated from the large 
scale prevailing circulations. Only under these assumptions 
can one understand the cause and effect relationships. The 
validity of these assumptions may be justified by considera­
tion of the distinct time and space scales associated with 
the large and small scale circulations, respectively.

Micrometeorologists and turbulence dynamists have di­
rected their interest to theories of the constant flux layer



and of the planetary boundary layer, in highly idealized situ­
ations. Assumptions of horizontal homogeneity and fixed upper 
and lower boundary conditions are generally used such that 
similarity theory can be developed to a high degree. It is 
of practical urgency to check the applicability of these 
theories in general cases through numerical experiments; this 
is the parameterization problem.

One of the boundary layer phenomena which has been docu­
mented in detail both observationally and theoretically is the 
low-level jet stream; however, some important problems still 
remain. The definition of the low-level jet utilized in the 
literature is ambiguous. The low-level jet, in comparison 
with the upper-level jet stream, should be a core of flow with 
a high concentration of momentum, except it is found in the 
lower portion of the atmosphere. Thus, the low-level jet may 
be defined as a two-dimensional core of high velocity flow 
which is located near the surface such that its behavior is 
closely related to boundary layer processes. In other works 
the low-level jet is sometimes defined in terms of a maximum 
of horizontal wind speed in a low-level vertical profile. In 
order to distinguish these two phenomena, the terminology one­
dimensional (1-D) low-level jet and two-dimensional (2-D) low- 
level jet are used to avoid this ambiguity. Hoxit (1973), by 
analyzing low-level wind data, found that the 1-D low-level 
jet is a common phenomenon of the boundary layer over contin­
ental areas, especially in the summer season when the surface



receives maximum radiational heating. Bonner (1968), in his 
study of the climatology of the 1-D low-level jet, has shown 
that the place of maximum frequency of occurrence of this 
phenomenon is located to the east of the Rocky Mountains and 
within a latitudinal band of about 35° ~ 45°N.

A significant feature of the formation of the low-level 
jet is the diurnal variation of the horizontal wind in the PEL. 
Hoecker (1963) has observed that the horizontal winds are sub- 
geostrophic during the daytime and super-geostrophic at night­
time. The two-dimensional low-level jet has been depicted by 
Wexler (1961) using observational data for a cross-section 
perpendicular to the jet stream. He found that the low-level 
wind field experiences a strong diurnal variation of wind 
speed about a mean state. Also, this variation seemingly is 
associated with the low-level lapse rate of temperature; the 
wind speed is a minimum when a super-adiabatic lapse rate 
exists in the lower levels. On the other hand a well defined 
low-level jet develops when a stable lapse rate of temperature 
is in existence.

The low-level jet has aroused wide attention and interest 
not only because of the phenomenon itself, but because of its 
close relationship with meso-scale disturbances. Pitchford 
and London (1962) have shown that the location of high frequency 
of occurrence of nocturnal thunderstorms coincides with areas 
characterized by high frequency of occurrence of the low-level 
jet. Gangster (1967) showed that in this area the surface



geostrophic wind experiences a diurnal cycle of variation with 
the maximum surface geostrophic wind occurring during the day­
time. gangster believes that this variation of the surface 
geostrophic wind must have a close relationship with the low- 
level jet. From this information about the low-level jet, it 
seems natural that the question about the cause and effect 
relationship of these different features accompanying the 
development of the low-level jet needs to be answered. The 
relationship between the low-level jet and the low-level con­
vergence and/or divergence fields is of special interest and 
importance from the point of view of interaction of mesoscale 
and small scale phenomena. Also, since the low-level jet 
phenomenon is closely associated with specific terrain and 
with diurnal heating and cooling of the surface these two 
factors need to be critically evaluated.

The diurnal variation of the low-level wind field has 
been theoretically studied by several authors. The most im­
portant theories which concern the 1-D low-level jet have been 
proposed by Bujitti and Blackadar (1957) and Holton (1967), 
respectively. They deal with two different mechanisms which 
may cause low-level wind variations. Buajitti and Blackadar 
assumed that the diurnal variation of the lapse rate of tem­
perature in the lower atmosphere affects the efficiency of 
the turbulent momentum transport process. This effect is 
explicitly shown by the diurnal variation of the value of the 
turbulent exchange coefficient K^. An analytic solution



derived by them well simulates the diurnal wind variation 
seen in the vertical wind profile. Holton discussed a large 
scale "drainage" wind caused by the downslope movement of 
radiationally cooled air along the slope of the Rocky Moun­
tains. This gravitational drainage mechanism implies that 
the thermal and viscous boundary layer are coupled through 
the diurnally oscillating density field, and that the diurnal 
low-level wind oscillation over a sloping terrain is driven 
by this density oscillation. Combination of the mechanisms 
associated with terrain and the turbulent exchange coeffici­
ents may explain the intensity of the 1-D low-level jet 
observed over the central Great Plains (Bonner et , 1970). 
However, the relationship of the concepts of the drainage wind 
and of the surface geostrophic wind has been unclear. On the 
other hand, conditions which favor the formation of the 1-D 
low-level wind maxima do not necessarily guarantee the forma­
tion of the two-dimensional low-level jet. For example, low- 
level wind maxima may develop in the vertical profiles with 
no apparent increase of the horizontal wind shear. A signi­
ficant increase of the wind shear in both the vertical and 
horizontal directions is a necessary condition for the develop­
ment of the two-dimensional low-level jet. Wexler (1961) 
noticed this point and proposed a theory of the 2-D low-level 
jet analogous to the theory of the Gulf Stream. Both are 
geophysical flows blocked on the western boundary. The Gulf 
Stream theory can partly explain the development of the



horizontal shear but not the vertical shear of the low-level 
jet. Consequently, these problems remain to be thoroughly 
studied and explained.

Considering the relation between the low-level jet and 
the low-level convergence field, Tepper (1955) applied the 
geostrophic adjustment theory to explain the relationship 
between gravity waves and the low-level jet in the state of 
super-geostrophy. According to this theory, the horizontal 
velocity convergence (associated with gravity waves) in the 
flow must occur after the maximum development of the low-level 
jet. This implies that the convective system must occur sev­
eral hours after the maximum development of the low-level jet. 
This is not consistent with climatological evidence presented 
by Wallace (1975).

In order to study these phenomena and their interrela­
tionships, it is intended to develop a unified theory of the 
low-level jet over the central Great Plains. Holton's ideas 
concerning the coupling of the thermal and viscous boundary 
layers are further extended by the development of the buoyant- 
Ekman layer theory in Chapter II. From analytical results 
characteristic structures of the momentum and thermal fields 
of the boundary layer over sloping terrain are revealed.
Thus, the concepts of the "drainage" wind (Holton, 1967) and 
the surface geostrophic wind (Gangster, 1967) become related 
and clear. In addition, because of rapid progress in the 
development of the theory of the planetary boundary layer
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in recent years, these up-to-date theories have been incor­
porated into the turbulent parameterization within the numeri­
cal model. Numerical experiments are carried out to test the 
diurnal variation of the low-level jet in a two-dimensional 
model. In addition, the free atmosphere and the boundary layer 
are coupled within the model such that the feedback effects of 
the boundary layer can be examined. The design of the model, 
the experiments, and the results are discussed in the following 
chapters.



CHAPTER II

BUOYANT-EKMAN LAYER THEORY 
AND ITS APPLICATIONS

The major forces acting in a rotating and stratified 
fluid with a flat bottom surface are the Coriolis, pressure 
gradient, and frictional forces. In this type of boundary 
layer, which is known as the Ekman layer, stratification plays 
only a secondary role. But in the case of a boundary layer 
with a sloping bottom surface a component of the gravitational 
force is parallel to the bottom and the characteristics of the
Ekman layer may be modified as along as temperature perturba­
tions occur at the bottom boundary. In some situations the
buoyancy force may be of the same order of magnitude as other
forces; thus hereafter, the boundary layer above a sloping 
bottom surface is called the buoyant-Ekman layer to distin­
guish it from the normal Ekman layer. Below, a scale analysis 
will be completed to show the importance of the buoyant forces. 
Then the equations will be solved by regular and singular per­
turbation methods which are described in Greenspan (1968) and 
Cole (1968). Hseuh (1968) studied the buoyant-Ekman layer, 
especially the thickness of the layer; here this type of 
treatment is extended to include heating and cooling processes
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of the buoyant-Ekman layer which resemble the diurnal heating 
and cooling of the PEL along sloping terrain. The analysis 
is attempted in an effort to explain that the heating and 
cooling processes of the buoyant-Ekman layer causes an increase 
or decrease of the low-level geostrophic wind. The analysis 
also shows that heating and cooling of the buoyant-Ekman layer 
may enhance the Ekman pumping effect (see Greenspan, 1968 or 
Holton, 1972).

The Basic Equations and the Scale Analysis 
Consider a rotating and stratified fluid in the coordinate- 

system shown in Fig. 1; the x '-coordinate is to the east and 
the z '-coordinate is upward. The x-z coordinates represent a 
sloping-terrain coordinate system. Here it is assumed that 
the fluid properties are homogeneous along the y-direction. 
Furthermore, it is assumed that the Prandtl number is unity, 
i.e., the kinematic viscosity and the thermal conductivity are 
equal. Finally, if the scale height of the atmosphere 
(H = (9̂ / (d8/dz) ) is much larger than the depth, D, of the 
fluid the Boussinesq assumption is valid (Spiegel and Veronis, 
1960). Under the above conditions the governing equations 
may be written as

1^ -f- V • 7U - fcoscp v = - ^  |£ - sincp + v 9^ u , (1)

+ V" 9 v + f coscp u = V V , (2)

+ V-vw = - + ga^e coscp + V w , (3)
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+ V*v9 + r(- sincp u + coscp w) = v 6 , (4)

In the above equations u, v, and w are the east-west, north- 
south, and vertical components of the wind, respectively, 
cp is the angle of the sloping terrain, is the mean density 
of the fluid, is the mean thermal expansion coefficient, 
and r is the lapse rate of temperature. All other variables 
have conventional definitions.

Before performing a scale analysis of the equations all 
variables are normalized as follows :

V ) = U(u*, V * )  , ( 6 )

X = L(x*) , (7)

z = D(z*) , ( 8 )

w = U §  (w*) , (9)

t = f"^(t*) , (10)

p = p ^ f L U  (p*) , (11)

9 = f L U/g cy ̂  D (9*) . (12)

Here.the starred variables are dimensionless. The time scale 
for this problem is f” ;̂ in this time scale only inertial- 
gravity waves and diffusive transport processes of the boun­
dary layer are important phenomena. Thus, the pressure per­
turbations are scaled considering quasi-geostrophic balance.
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while the temperature perturbations are in hydrostatic balance 
with the pressure perturbations. It should be noted that this 
scaling of the perturbations is quite different from that 
appropriate for convective processes where the Coriolis force 
may be neglected and the appropriate time scale is N  ̂ (N is

M I tthe Brunt-Vasaili frequency). Horizontal distance is scaled 
with the span of the terrain L, and vertical distance is scaled 
with the depth of the atmosphere. After substituting the 
expressions (6) - (12) into the governing equations the dimen­
sion less equations become

+ Rq(V-vu) - coscp V = - |£ - -5 ^ 0  + E(X^ ^  + ^ )  , (13)
ÔX az

2 2
+ R (V-vv) + coscp u = E(X^ ? + ^— ?) , (14)

° ax az

+ R (v-vw) 1 = - + coscp e + E + -̂— |) » (15)° ° ax a z
2 2

^  + R (V*V0) + S ( -  sincp u + Xcoscp w ) = E(X^ , (16)
°  a x  a z

^  = 0 . (17)ax az

Here, all the star superscripts are omitted and the variables 
are dimensionless. Several nondimensional parameters are 
defined as follows ;

R = ^  = the Rossby number,O jTL

X = ^  = the aspect ratio,Li
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E = — ^  = the Ekman number, and 
fD^
Tga D

S = — g—  = a measure of the static stability. 
f^L

For a special application of these equations to the central 
Great Plains, it is assumed that is of the order of magni­
tude of lO” ,̂ the aspect ratio X is of the order of magnitude

— 2 ”3of 10~ , the Ekman number is of the order of magnitude of 10 ,
and the static stability S is of the order of magnitude of

210 . It can be seen that as long as the slope of the terrain
-3 -2is of the order of magnitude ranging from 10 to 10 , the

buoyant force parallel to the terrain becomes as important as 
the Coriolis and pressure gradient forces. Thus, it can be 
expected that characteristics of the PEL in the central Great 
Plains must be significantly different from those of the tra­
ditional stable and/or unstable baroclinie or barotropic 
planetary boundary layers.

Some Analytical Results 
It is of interest to understand the physics of a buoyant- 

Ekman layer under the influence of diurnal heating and cooling 
of the underlying surface. Mathematically, this becomes an 
initial boundary value problem with a sixth-order partial 
differential equation. The transient part of the solution 
reveals interactions between four different kinds of oscilla­
tory modes. These four modes are the inertial oscillation, 
the gravitational oscillation, and modes related to the diurnal
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heating cycle and the diffusive transport rate. Finding an 
analytical solution for the transient part of the solution 
thus becomes extremely difficult, although not impossible.
On the other hand it is possible to determine the solution 
corresponding to the forced oscillation; that is, the part 
of the oscillatory motion connected to the frequency of the 
forcing oscillation. But, physically, this may be somewhat 
misleading, since the solution for the forced oscillation is 
valid only after many cycles of the forcing oscillation, 
without varying other boundary conditions. In reality this 
seldom occurs. For simplicity only steady state solutions 
are pursued. This procedure may sacrifice information about 
the important inbetween processes, but it is helpful in under­
standing the trend of the physical processes. With the assump­
tions of steady state and an aspect ratio X asymptotic to zero, 
and utilizing an expansion about the small parameter (the 
reason not to choose the Ekman number at this stage will be 
clear later), the set of equations is greatly simplified.
Thus,

E -â— ^ - 5.Î2Ç2 9 _ + coscp V = 0 , (18)
az2 t a*

àE - coscp u = 0 , (19)

- coscp 9 = 0 ,  (20)

E - S(- sincp u + f coscp w ) = 0 , (21)
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(22)

Here the Ekman number E is much smaller than unity; however 
a straightforward omission of all the terms associated with 
the Ekman number reduces the order of the partial differential 
equations. Then, it is impossible to fit all the boundary 
conditions; e.g., the no-slip boundary conditions at the 
lower boundary surface. This situation leads to the singular 
perturbation problem which has been discussed by Cole (1968) 
and Greenspan (1968). The solution for this problem can be 
decomposed into two parts; an interior part which satisfies 
the equations as the Ekman number asymptotically approaches 
zero and a boundary part which satisfies the surface boundary 
conditions. Thus,

(23)u = u^ + u^

p = p^ + p®

w = w^ 4- w®

(24)

(25)

(26) 

(27)

where variables superscripted with I represent interior solu­
tions and variables superscripted with B represent boundary 
layer solutions. All interior variables are asymptotically 
expanded in terms of the small parameter E^ as follows :

(28)
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= vj + + E + --------  , (29)

9^ = ej + E^ 0^ + E 02 +  , (30)

pi = pi + E% pi + E pi + ---------- , (31)

v/I = wl + E^ wl + E v/I + ---------- . (32)

By substituting the expanded interior solutions into (18) - (22), 
and grouping terms of the same order, one can obtain the zero- 
order equations:

COS9 vl = ^5° + S120 gl , (33)

ul = 0 , (34)

aPo I
= =03% 0^ , (35)

wl = 0 . (36)o '

Physically, the zero-order interior solutions represent a 
hydrostatic and geostrophic balance state; the horizontal 
wind is nondivergent. On the other hand, since the boundary 
layer solutions must satisfy the lower boundary conditions.

u = 0 = ul + uB

V = 0 = vl + vB

0 = 8s = 0l + 0-

w = 0 I B = w + w

at z = 0 ,
B
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where 6  ̂ is the surface temperature. This requires that there 
must be a stretched z-coordinate such that terms associated 
with the Ekman number become order of unity. With the stretch­
ed coordinate T) = E~^ z, the boundary layer equations become

_ a ÿ a  e® - + cos œ v® = o , o?)- ^ A. oXôti
. 2 B  „

y- - cos cp u = 0 , (38)
a-n

cos cp 0'“ = 0 , (39)^  (-OS rnôri

2 g
-— §—  - S(- sin cp u^ + X coscp w®) = 0 , (40)
Bîl

I# - I# = ° •
The boundary layer variables may be expanded as

u® = u® + E^ u® + E u® + ------------- , (42)O 1 2

V® = V® + V® + E V® + ------------- , (43)

w® = w® + E^ w® + E w® + ------------- , (44)

pB = pB + E^ pB + E pB +   , (45)

0® = 0® + E^ 0® -t- E e® -1-   . (45)

The boundary layer zero-order equations then may be written 
as
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— ^  qB + cos cp yB = 0 , (47)
Ô

g
 2 cos cp = 0 , (48)
ÔT1

= 0 , (49)dri

B
— ~  + S sincp = 0 , (50)
an °

ÔW® ÔU® 1 _ _  o
" ax ' (51)

The boundary conditions at ri = 0 are given below:

*0 = - = 0 , vB = _ vl , Go = 8g - Go = ATg ,

w^ = w^ = 0 , and p® = 0 .

As n ra all the boundary layer variables should be bounded.
After elimination and manipulation of the zero-order 

equations, equations for u®, v®, and 0® may be written as

,4, B
0 R

— 4~  + M- "c = 0 ' (52)an

o ^ ^ 2  (53)
ari 9ri
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,54,
ôri ôn

Here,
|jL̂ = cos^ cp + - S . (55)

The corresponding boundary conditions for u® are:
.2 B

at T] = 0 , u® = 0 , — ^  = cos cp ATg ;
ÔT1

2yB
as T] - “ , u® and — ^  are bounded.

° arT

The boundary conditions for v® are:

at . = 0. vB = - vj . ÿ  . 0 . ÿ  . 0 0 3 %  v: + AT,,

B
4as T] CO / , 2 f and

ôri ari
are bounded.

The boundary conditions for 0® are:

g2gB a4gB
at n = 0, 0® = ATg, — ~  = 0, and — —  = -S sincp[^^ A T^+coscp v^]

hr\ ÔT1

Bas n -♦ œ , 0 ,---5— , and — 7—  are bounded.
° an an

Solutions of (52), (53), and (54) under the boundary
conditions become
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u® = - ^[cos cpv^ +  ̂Tg] exp[- ] s in \l̂ r\ , (56)

"o = - vl + ^ 6 T^](1 VSn), (57)

®o "  coscp v j  + A T g ] ( l  -  CCS JjX] e '̂ )

(58)

The vertical velocity at the top of the boundary layer can be 
obtained by integrating (51); that is,

CO

B ^(n  co) = -  ; (-g-^) d T1 . (59)
•tS

The solution may be written as

Bv^ „  Ô AT
= y ^  (oostp ^  + . (60)

It should be noted that the vertical velocity induced by the 
boundary layer flow is O(E^).

By utilizing the same procedure higher order solutions 
can be deduced. The higher order solutions apply to the 
physical processes of order 0 (E and 0(E), etc. But these 
secondary and/or tertiary circulations have less physical 
significance. Consequently, only circulations of 0(E°) and 
vertical motions of O(E^) are pursured.

Physical Explanation and Application 
Eqs. (56), (57), and (58) represent the velocity and
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potential temperature fields of a buoyant-Ekman layer. In the 
limiting case as sin cp -♦ 0 and cos cp -*1, the solutions repre­
sent the familiar Ekman boundary layer. It can be seen that 
in the limiting case the momentum field becomes decoupled 
from the thermal field. The vertical motion is induced only 
by frictional convergence or the Ekman-pumping effect. In 
contrast, for a heated buoyant-Ekman layer (AT^ > 0) the cross­
isobar flow u^ is increased by an additional buoyant force and 
for a cooled buoyant-Ekman layer < 0) the cross-isobar

■nflow Uq is decreased by a negative buoyant force. From another 
point of view, the quantity [coscp v^ + (sin cp/X) ATg]/p appear­
ing in (55), (57), and (58) can be regarded as an equivalent 
geostrophic wind by comparison with the Ekman-spiral solutions. 
Thus, heating along a sloping terrain has the equivalent effect 
of increasing the geostrophic wind, and cooling along a sloping 
terrain acts to decrease the geostrophic wind.

By examining the temperature solution (58) for the buoyant- 
Ekman layer, it can be seen that as long as sin cp ^ 0 the 
temperature profile shows a spiral shape. This is caused by 
the spiral cross-isothermal flow pattern of u®. Veronis 
(1967) also has discussed the spiral temperature field of a 
pure buoyant boundary layer associated with a vertical wall 
within a rotating fluid.

It is useful to further examine the expression (60) for 
the vertical motion induced by the basic vorticity field

o'
surface heating is homogeneous, the vertical motion is controlled
Ô Vg/ax and the differential heating h AT^/Sx. First, if the
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by the basic vorticity field only. In the case of an uneven dis­
tribution of surface heating, the second term in (60) represents 
another mechanism which contributes to the vertical motion. An 
analog to the concept of Ekman pumping may be drawn; thus, the 
vertical motion field caused by an uneven distribution of surface 
heating may be called buoyant pumping. It may enhance or de­
crease the vertical motion induced by the vorticity field. A 
simple statement of the concept of Ekman and/or buoyant pumping 
is as follows. If the surface heating increases eastward across 
the axis of maximum vorticity of the southerly flow, the upward 
motion may be enhanced. On the other hand, if the surface heat­
ing decreases eastward across the axis of maximum vorticity, the 
upward motion may be reduced.

Finally, we wish to raise a question about whether the 
theory of the buoyant-Ekman layer is a rule rather than an 
exception for the central Great Plains planetary boundary layer. 
For the case of temperature perturbations on a gently sloping 
surface the lowest order boundary layer solution shows a 
coupling between the thermal and momentum fields. Specific­
ally, the cross-isobar flow is significantly altered in this 
situation compared with the case of level terrain. The tur­
bulent transport processes must be modified in this situation 
also. Thus, one needs to be cautious in the application of 
traditional PBL theories, which are based on the assumption of 
level terrain, to the sloping terrain case. Modification and 
assessment of traditional PBL theories for a general terrain 
situation is an important problem.



CHAPTER III 

THE NUMERICAL MODEL AND THE EXPERIMENTS

The Formulation of the Model 
From the results of the scale analysis in Chapter II, 

there are three small numbers associated with the governing 
equations; the Rossby number, the Ekman number and the as­
pect ratio. In the numerical experiment it is assumed that 
\ «  1. Then, the governing equations are reduced to the 
familiar set of equations under the hydrostatic approximation. 
The horizontal diffusion processes are also excluded by choos­
ing X «  1. This set of equations may be written as follows:

ê  + 4 # ^  + , c o s . v  . , sin,

(61)

+  +  f ,62)

Cp e ^  = - g cos cp , (63)

l i  + 4 1 ^  + ' (64 )

23
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These are the momentum equations, the thermodynamic equation, 
and the continuity equation, respectively. The overbarred 
variables are the mean variables which can be resolved at the 
grid points of the numerical model. The primed variables are 
associated with the sub-grid scale turbulent diffusion pro­
cesses and need to be parameterized in terms of the mean 
variables. The last term, (de/dt)^^^, in (64) denotes the 
effect of radiational cooling occurring in the nocturnal 
boundary layer. According to Elliott (1964), the radiational 
transfer mechanism plays a significant role in the total 
energy transfer of the nocturnal planetary boundary layer.

Parameterization of the Turbulent 
Transport Processes 

There are actually nine components of the Reynold stress 
tensor associated with the subgrid scale turbulent momentum 
flux. Three are neglected by the hydrostatic approximation. 
Another four components are neglected in each of the hori­
zontal momentum equations because of the assumption that the 
dominant stress components are along the direction normal to
the boundary surface. This is partially justified by the«
scale analysis in Chapter II? such terms as ô(u' )/ôx, 
à(u'v')/ôx, ô(u'v')/ôy, and ô(v'^)/ôy are then omitted. Simi­
larly, the horizontal diffusion terms in the thermodynamic 
equations are neglected.

In order to close the set of equations two major appro­
aches have been utilized. One approach is analogous to laminar
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flow theory where it is assumed that the stress tensor is pro­
portional to the rate of strain. The proportionality constants 
also may he a function of the mean variables. This kind of 
approach is the so-called K-theory. Another method commonly 
used in closure theory is the higher order closure model 
(Deardorff, 1974). Instead of relating the turbulent stress 
terms directly to the rate of strain terms, a set of prog­
nostic equations governing the time evolution of the subgrid 
scale turbulent eddy terms are formulated. Although the 
higher order closure model has a more sound physical basis, 
it seems impossible to adopt this kind of approach in the 
mesoscale boundary layer model in the foreseeable future be­
cause of the formidable time and storage requirements for the 
computational work. Thus, it is assumed that

,Bv , 9w. „ ÔV

se
-8 '"' ~ â# ' (G8)

In these expressions, Kĵ  and denote the turbulent exchange
coefficients for momentum and heat, respectively. It is 
further assumed that the vertical shear of horizontal momen­
tum is dominant in the rate of strain expression. The tur­
bulent exchange coefficients and are functions of the
mean state variables. They can be determined empirically or
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seini-empirically. Before determining the functional form of 
and Kjj, it is worthwhile to first describe some properties 

of the planetary boundary layer. A basic assumption of this 
numerical experiment is that the subgrid scale transport pro­
cesses of the PBL over the sloping surface are identical to 
those of a PBL over a flat surface.

The planetary boundary layer can be divided into two 
different regions. In the vicinity of the planetary surface 
the turbulent flux of momentum and heat remain nearly constant 
with height; this is the constant flux layer. The laws con­
cerning the profiles of velocity and temperature within the 
constant flux layer are well understood for a wide range of 
conditions from observational measurements. In the upper part 
of the PBL the Coriolis force, the pressure gradient force, 
and the frictional force are the dominant forces. The velocity 
structure exhibits spiral properties and this layer is gener­
ally called the turning layer.

The PBL, except over oceanic areas is strongly affected 
by a diurnal cycle of heating and cooling of the underlying 
surface due to solar radiation; thus, the thermal stratifi­
cation continuously changes due to this diurnal cycle. Be­
cause of the concept that atmospheric turbulence is driven by 
buoyant and/or velocity shear mechanisms, one can expect that 
the depth of the PBL will to some extent be a function of the 
surface heat flux. From numerical experiments (Deardorff, 
1972a, 1974) and observational facts (Lenschow, 1973) the
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depth of the unstable PBL is believed to be determined by the 
height of the temperature inversion. Turbulent activity is 
confined below this level. In contrast, the night-time PEL 
is confined to a shallow layer several hundreds of meters in 
depth (Uthe, 1972). This is because the Richardson number 
characteristic of the nocturnal PBL usually exceeds some 
critical value and then turbulent activity ceases in the 
upper portion of the boundary layer. With present knowledge 
of the PEL parameterization of the turbulent exchange coeffi­
cients, and Kjj, can be accomplished in the following way. 
First, the functional forms of and can be determined 
uniquely according to the profile laws of the constant flux 
layer. They can then be extrapolated upward into the turning 
layer, and boundary conditions may be imposed at the top of 
the planetary boundary layer.

According to Businger et (1971) velocity and poten­
tial temperature profiles for the surface constant flux layer 
can be expressed as:

## = [1 + 4.7 g] for L > 0 , (69.a)

Ô U --- ^  [1 _ 15 for L < 0 , (59.b)
and

ÔZ k z   ̂ L-

i z  -  k F  [ 0 - 7 4  ( l - 9 j r )  f o r  L < 0 , ( 7 0 . a)

I x  ^ [ 0 . 7 4  +  4 . 7  -2 f o r  L > 0 . ( 7 0 . b)
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In the above expressions L is the Monin-Obukhov length 
and is defined as

3u. ̂
L  -----     , (71)

k 5  (w'8 ')T

where is the surface frictional velocity defined as

= /I' ' (72)

T is the surface frictional stress, (w'0')^ denotes the 
surface kinematic heat flux, and 8* is the characteristic 
temperature defined as

e. = - (we')g/u.o . (73)

Next, the distribution of and within the constant flux
layer can be deduced from the definition of and and the 
profile relationships (69) and (70). These expressions are

X = k u  . z (1 + 4.7 f-)"^ for L > 0 , (74. a)M *0 L

Km = z (1 - 15 f)^ for L < 0 , (74.b)jyi j-j

and
Kr  = ■ ( 1 - 9  g)^ for L < 0 , (75.a)

Kr  = k u z (0.74 + 4.7 ̂)"^ for L > 0 . (75.b)

From these expressions it can be seen that the ratio of Kr /Kĵ  
is equal to 1.35 for neutral stratification and becomes larger 
as the stratification becomes more unstable. This is the
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major difference between the formulations for the constant flux 
layer by Businger et and KEYPS. The KEYPS formulation
(Plate, 1971) assumes a constant ratio of K^/K^ and is not 
consistent with observational studies.

Since the top of the unsteady planetary boundary layer 
is assumed to represent the upper limit of the nonzero turbu­
lent eddy fluxes, a prognostic or a diagnostic equation for the 
PBL height serves as an important constraint on the vertical 
distribution of the turbulent exchange coefficients. Zilitin- 
kevich (1975) proposed a theory of the development of the 
unstable planetary boundary layer. He assumed that there are 
no moist convective processes within the PBL. Then the thermo­
dynamic equation, with the assumption that advection contributes 
only a secondary effect compared to the vertical turbulent flux 
divergence, becomes _ ____

Integrating (75) from the surface to the time dependent height 
of the PBL h(t), utilizing Leibnitz's rule, the expression 
becomes

.h(t)
it j ê dz - 6(h) II = . (77)

“'o
From observations of a well-developed unstable PBL, the lapse 
rate of temperature is adiabatic except for a shallow super- 
adiabatic layer near the ground. So it can be assumed that 
the potential temperature profile is given by

0(z) = 9(h) . (78)
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Then (77) becomes

h(t) ||(h»t) = , (79)

with the boundary condition at the top of PBL, i.e.,

#(h,t) = (||) (|f) . (80)
z=h 2=h

The prognostic equation for the development of the unstable 
PBL may be written as

^  ̂ . (81)
(||) h(t)

FA

Here (ô0/ôz)„„ is the lapse rate of temperature in the free 
atmosphere. Eq. (81) is similar to the inversion rising model 
(Tennekes, 1973), except here entrainment and the strength of 
the temperature inversion are not taken into consideration.
With such a coarse mesoscale PBL model, it is not expected that 
small-scale fluctuations of the temperature inversion can be 
resolved adequately.

The development of a stable planetary boundary layer 
is neither theoretically nor observationally well documented. 
Deardorff (1972b) inferred from a limited number of observa­
tions that the height of the stable PBL is

h ( t )  '  ( 3 &  + O . s l  u ;  > ■ <82)

But with this expression the predicted height of the PBL in 
the numerical model is too high to well simulate the development
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of the low-level jet. So this expression is modified to he

= ( l ^  + ô.ll u. I ' (83)*o

such that a shallower PBL is predicted with the same stability 
parameter L.

The distribution of and throughout the planetary 
boundary layer is determined by a method similiar to that 
suggested by O'Brien (1970), except here a time dependent PBL 
height is used. In order to specify the hypothetical distri­
bution of and Kjj, one needs to know the depth of the con­
stant flux layer. Although there is no strict theory concern­
ing the depth of the constant flux layer, it is safe to assume 
that the depth is less than a hundred meters. In this numeri­
cal experiment, the constant flux layer is assumed to be 25 m 
in depth and to be constant with time. According to O'Brien 
(1970) , Kĵ (z) can be determined if the values of K^(h) , K^Xh) , 
Kj^(hc) , and ) are known; a polynomial can be chosen to
fit these values at the levels h^ and h, where h^ is the height 
of the constant flux layer and h is the time dependent PBL 
height which is predicted by (81) and (83). The prime super­
script on denotes a derivative with respect to z. The 
value of the turbulent exchange coefficient at the top of PBL 
is assumed to be equal to the value of the kinematic viscosity 
of the free atmosphere and is very small; the slope of 
and Kjj at the top of PBL is assumed to be zero, i.e., the 
value of Kĵ  or Kjj is constant above the PBL. A polynomial
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which fits these requirements is

K^(2) = K^(h) + [(z - h)V(iz)^] X {Kj,(h^) - K^(h)

+ (z - %c)[K^|hc) + 2 ( K ^ ( V  - K„(h))/iz]1 . (84)

In this expression = h - h^. The turbulent exchange coeffi­
cient for heat, K^(z), is determined in the same manner.
Eq. (84) is valid only above the constant flux layer. The 
distribution of and within the constant flux layer is 
determined according to (74) and (75). The distribution above 
and within the constant flux layer is matched at the top of 
the constant flux layer with zero and first order continuity.

Parameterization of Radiational Cooling 
The radiative heat transfer in the PBL during unstable 

conditions is much smaller than the turbulent eddy transport; 
thus, it is not necessary to take this mechanism into account 
for the unstable case. However, the amount of sensible heat 
transferred by radiation is significant compared to that trans­
ported by eddy processes in a stable PEL. Thus, in this numeri­
cal experiment radiational cooling is taken into account only 
during stable conditions. Yamamoto et (1973) adopted a
simple method to evaluate the effects of radiation cooling.
As a first approximation, the cooling term is represented by 
means of Newtonian cooling referred to the surface temperature 
and is given by
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(#) = 6 Yo(T - T ) ,
RAD ® ®

(85)

where
Yg = proportionality constant, 
T = temperature at level z.
Tg= surface temperature, and

Ô =
1
0

if T >—  s
if T < T_

Since

and

ST ^ S9 
ÔZ ~ ÔZ _ a_ (86)

(87)

(85) can he simplified to

dt^ RAD 6 Ya(8 - • (88)

The constant Yq used in this experiment has a value ranging 9
from 0.5 x 10 ^/sec to 3. x 10 ^/sec.

The Finite-Difference Analog of the 
Governing Equations 

The finite^difference scheme adopted in this numerical 
experiment is the leap-frog scheme, with centered time and 
space finite-difference analogs of the time and space deri­
vatives. The finite-difference operators are first introduced 
as follows;
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6x9 = ■ 9i_%] ' (89)

9̂ ' = i[9i+% + 9i_%] ' (90)

6 t 9  =  -  * * - % ]  , ( 9 1 )

+ cp^~^] . (92)

Since all variables in this numerical experiment are functions
of two space coordinates (x, z) and time (t) , denotes
the variable at (i Ax, j Az, n At); i.e.,

= cp(i Ax, j Az, n At) . (93)I, ]

Hereafter, the superscripted and subscripted indexes are 
omitted and it is understood that the variable is for the 
grid point (i, j, n) if not otherwise indicated. By this 
symbolic convention it is clear that

6^ 5^ = = ifettPi+i - %i_i] ' (94)

«X 9 = — ^CtPi+i - 2 tPi + tPi-i] • (95)

The finite-difference forms of the governing equations 
can be written as

0^ u^ + ü^) + w^) - f cos cp V

= " Cp 8 6% + g sin cp + [ô2 (^m (96)

6^ + 6jç(ü̂  ü^) + v^) + f cos cp u

= [6^(K^ , (97)
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Cp[ 8  ̂ = - 9 cos cp , (98)

+ 6%.(u* 6̂ ) + ê ) = [6g(Kg 6^ 8)]*"1 - (||)
RAD ' 
(99)

and
5̂  Ü* + = 0 • (100)

In the finite-difference equations the diffusion terms are 
evaluated at a time step lag.

Discussion of the computational stability of the proposed 
finite-difference equations can be divided into two parts; 
linear computational stability and nonlinear computational 
stability. It is assumed here that the system of finite-dif­
ference equations along with the initial and boundary condi­
tions are well posed. During the last decade linear computa­
tional properties of various forms of meteorological equations 
have been throughly surveyed. So it is not necessary to pro­
vide a similiar analysis and proof here. The papers by Ogura 
and Charney (1950), Fischer (1965), Williamson (1966), and the 
text by Haltiner (1971) cover various finite-difference approx­
imations and their linear computational stability. The 
stability criterion for numerical integration of a simple 
advection equation utilizing the leap-frog scheme is 
C At/Ax < 1, where C is the maximum phase speed of waves 
allowed by the system of equations. For the numerical inte­
gration of a diffusion equation with a forward time and
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centered space difference scheme, the stability criterion is 
22 V At/(Ax) < 1. Here v is the coefficient of diffusion.

In conclusion, if a smaller value of At than required by any 
of these criteria is used in the time integration of the set 
of equations (96) - (100), linear computational stability is 
usually insured.

Phillips (1959) discussed the nonlinear computational 
instability arising from numerical integration of nonlinear 
advection or vorticity equations. This kind of instability 
cannot be eliminated by simply reducing the time step in the 
numerical calculations. Thus, the criterion for linear sta­
bility has nothing to do with nonlinear instability. Accord­
ing to Phillips, nonlinear instability arises from the non­
linear interaction between different wave modes; some wave 
modes may be created which are beyond the resolving limit of 
the finite grid domain. Thus, aliasing causes spurious growth 
of the amplitude of certain waves, especially those with a 
wavelength between two and four grid lengths. In his original 
paper Phillips suggested that nonlinear instability can be 
controlled by smoothing with a low-pass filter. However, a 
smoothing operator which is completely effective and simple 
is not available. In general, a smoothing operator may cause 
undesired damping of waves of low wave number in long range 
numerical integrations. Arakawa (1966) pointed out the 
importance of developing a scheme for conserving quadratic 
quantities. In the words of Arakawa,
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" W h e n  q u a d r a t i c  q u a n t i t i e s  a r e  c o n s e r v e d  i n  a  f i n i t e  
d i f f e r e n c e  s c h e m e ,  n o n l i n e a r  c o m p u t a t i o n a l  i n s t a b i l i t y  
c a n n o t  o c c u r .  T h i s  f o l l o w s  f r o m  t h e  f a c t  t h a t  i f  t h e  
s q u a r e  o f  a  q u a n t i t y  i s  c o n s e r v e d  w i t h  t i m e  w h e n  s u m m e d  
u p  o v e r  a l l  t h e  g r i d  p o i n t s  i n  t h e  d o m a i n ,  t h e  q u a n t i t y  
i t s e l f  w i l l  b e  b o u n d e d ,  a t  e v e r y  i n d i v i d u a l  g r i d  p o i n t ,  
t h r o u g h o u t  t h e  e n t i r e  p e r i o d  o f  i n t e g r a t i o n . "

T h u s ,  i t  s e e m s  a p p r o p r i a t e  t o  s a y  t h a t  a  s u f f i c i e n t  c o n d i t i o n  

t o  p r e v e n t  n o n l i n e a r  i n s t a b i l i t y  i s  t o  u s e  a  q u a d r a t i c  c o n ­

s e r v a t i v e  s c h e m e .  T h e  f i n i t e - d i f f e r e n c e  s c h e m e  p r o p o s e d  f o r  

t h i s  n u m e r i c a l  e x p e r i m e n t  d o e s  s a t i s f y  t h i s  r e q u i r e m e n t .  A d d i ­

t i o n a l  p r o p e r t i e s  a n d  p r o o f  a r e  g i v e n  i n  A p p e n d i x  B .

For this numerical experiment the horizontal grid dis­
tance Ax is set equal to 5 x 10^ m and the vertical grid dis­
tance Az is chosen to be 200 m. A time step of 100 sec is 
satisfactory. The model employs 21 grid points in the hori­
zontal direction and 22 grid points in the vertical direction 
for the numerical integration.

I n i t i a l  a n d  B o u n d a r y  C o n d i t i o n s  

I n t e g r a t i o n  o f  t h e  s e t  o f  e q u a t i o n s  i s  s t a r t e d  f r o m  a  

b a l a n c e d  s t a t e .  I n  g e n e r a l  t h e  p r e s s u r e  f i e l d  i s  b a l a n c e d  

w i t h  t h e  t e m p e r a t u r e  f i e l d .  A b o v e  t h e  p l a n e t a r y  b o u n d a r y  

l a y e r ,  t h e  w i n d  f i e l d  i s  g e o s t r o p h i c a l l y  b a l a n c e d ,  a n d  w i t h i n  

t h e  p l a n e t a r y  b o u n d a r y  l a y e r  t h e  C o r i o l i s ,  p r e s s u r e  g r a d i e n t ,  

a n d  f r i c t i o n a l  f o r c e s  a r e  i n  b a l a n c e .  T h e s e  r e l a t i o n s  a r e  

e x p r e s s e d  a s  f o l l o w s ;

# =
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1 _ an . ôu
- f cos cp 8l a ï T  - 9 sin g - -^(F^ ] ,

(102)

“ f cos cp ÔZ ) ̂  ■ (103)

In the above expressions the subscript I indicates initial 
variables; the distribution of is determined by the PBL 
parameterization; has a value of zero above the PBL. The
specific numerical values utilized in the initialization pro­
cedure are varied in different numerical experiments and will 
be summarized in the next chapter. The initialization is 
accomplished by specifying the lapse rate of temperature and 
then determining the pressure distribution. The wind field 
above the PBL is specified by setting = 0 and then utili­
zing the geostrophic relation. Within the PBL the wind must 
be obtained by solving (102) and (103), iteratively. Because 
of the use of a three time-level leap-frog integration 
scheme, it is further assumed that all variables have a zero 
time tendency initially. This assumption avoids the use of 
a forward time integration scheme initially. Also it allows 
for better control of the unwanted gravity wave associated 
with the initialization, since the condition ôD/ôt = 0 is 
satisfied initially (D is the horizontal divergence ôu/ôx).

The boundary conditions specified in any numerical 
experiment, in general, should be consistent with the physical 
conditions and also the order of the partial differential 
equation used in the integration. Mathematically, a first-
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order partial differential equation needs one boundary condi­
tion, and a second-order equation needs two boundary conditions, 
and so on. In this numerical experiment, the governing equa­
tions for u, V ,  and 0 are of first order in the horizontal 
direction and of second order in the vertical direction. But, 
with the centered space difference approximation, an additional 
boundary condition is required in the horizontal direction.
Thus, the lower boundary conditions become

ü = v = w =  0 ,]
> at z = 0 . (104)

8 = 8g(x,t) j

Here 0^ is a prescribed function for the surface potential 
temperature. For a numerical study of the low-level jet, it 
also is of importance to understand the waves generated by the 
boundary layer mechanisms. From Appendix A, the possible wave 
solutions are inertial-gravity waves propogating in the east- 
west direction. Although the Doppler effect may affect the 
phase speed of the waves a little, the maximum phase speed 
calculated from (A.15) is about 50 m sec In order to avoid
spurious reflection of the waves at both sides of the domain, 
an open boundary condition is applied to u, v, and 0 at lateral 
and upper boundaries of the model. The details of this open 
boundary condition are discussed in Appendix C. The diagnostic 
equation for the pressure tt, i.e., the hydrostatic equation, 
is a first-order equation, so one boundary condition is needed 
to specify Physically, one needs to specify ir at the top of
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t h e  n u m e r i c a l  m o d e l .  I t  i s  d e s i r a b l e  t h a t  t h i s  b o u n d a r y  c o n d i ­

t i o n  o n l y  a l l o w  i n t e r n a l  t y p e  g r a v i t y  w a v e  s o l u t i o n s ,  b e c a u s e  

e x t e r n a l  t y p e  g r a v i t y  w a v e s  n o t  o n l y  h a v e  l e s s  p h y s i c a l  s i g n i ­

f i c a n c e ,  b u t  a l s o  a r e  v e r y  f a s t - m o v i n g  w a v e s .  T h i s  s i t u a t i o n  

m a y  c a u s e  a n  a d d i t i o n a l  t i m e  r e q u i r e m e n t  i n  t h e  n u m e r i c a l  c a l ­

c u l a t i o n s  t o  i n s u r e  c o m p u t a t i o n a l  s t a b i l i t y .  S o ,  a s  d i s c u s s e d  

i n  A p p e n d i x  A ,  ir i s  s p e c i f i e d  a s

T T ( x , t , D )  =  TTj. ( X , D )  , (105)

w h e r e  D  i s  t h e  t o p  o f  t h e  n u m e r i c a l  m o d e l  a n d  t h e  s u b s c r i p t  I  

i n d i c a t e s  t h e  i n i t i a l  v a l u e .



CHAPTER IV

RESULTS AND COMPARISONS

As have been pointed out in Chapter I, an examination of 
the development of the low-level jet can be divided into two 
categories: a description of the development of the low-level
jet in one dimension (vertical profile) and a description of 
the development of the low-level jet as a two-dimensional (x-z) 
concentration of momentum. Although phenomena in these two 
categories are not mutually exclusive, only the development 
of two-dimensional low-level jet has physical significance as 
far as mesoscale circulations are concerned. From testing of 
the numerical model it is known that horizontal momentum can 
be dispersed because of the distribution of the surface heating. 
This point can be deduced from the theory of the buoyant-Ekman 
layer and will be discussed further later.

Numerical experiments with the two-dimensional model have 
been carried out to determine the importance of the sloping 
terrain and to study the response of the PBL to the surface 
temperature wave. In order to achieve this purpose, six 
different cases have been investigated with the numerical 
model. These cases are for different terrain slopes (slope
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Table 1. Summary of parameters specified in the six numerical experiments. The height 
of the terrain increases westward. Vg(x) shown in the table denotes the initial geo­
strophic wind. The latitude of the various experiments is denoted by cp. The diurnal 
surface temperature wave is denoted by ATg, and B2# B3 are amplitudes of the three
harmonics of the surface temperature wave. The unit for x within the expression for
Vg is km. The unit of time (t) in the expression for ATg is hr.

Case I Case II Case III Case IV Case V Case VI

Slope 0 1/600 1/600 1/600 1/600 1/600
Vg(x) ^1 = 15 = 15 Ai = 15 = 15 A^ = 15 = 15

^2 = 0 Ag = 0 &2 = 0 Ag = 5 A 2 = 5 A 2 = 5

Cp 35° 35° 35° 35° 35° 40°
AT^ ®1 = 6 = 6.0 = 8.0 Bĵ  = 6.0 B^ = 8.0 Bĵ  = 8.0

1.5 B2 = 1-5 B 2 = 1.5 Bg = 1.5

®3 = 1.0 83 = I'O B3 = 1.0 B3 = 1.0 B3 = 1.0 B3 = 1.0

Vg(K) = exp[-(X + Aj exp[-(2-f5§20,^^

ATg = SIN(15t - 140) + B^ SIN(30t +5) + B^ SIN(45t + 45)

to
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along east-west direction), different latitudes, different 
amplitudes of the diurnal surface temperature waves, and 
different initial horizontal geostrophic vorticity. Table 1 
shows a summary of these cases. The horizontal pressure 
field for all of these experiments corresponds to southerly 
geostrophic flow. An example of the initialization for Case IV 
and Case V is shown in Fig. 2a and Fig. 2b. This initial 
state represents a slightly unstable boundary layer. The 
potential temperature lapse rate of the U.S. standard atmos­
phere (3.26 "̂ K/km) is used to specify the initial potential 
temperature field above the planetary boundary layer. Within 
the PBL an adiabatic lapse rate is assumed except that a super- 
adiabatic lapse rate is specified in the constant flux layer. 
The initial field of the numerical integration is specified in 
such a manner to represent 10:00 a.m. local time. After the 
initialization the only driving force accounted for in the 
numerical model is that due to the diurnal variation of the 
surface temperature. The form of the surface temperature wave 
is specified by

AT g = X sin(15 t - 140) + Eg x sin (30 t + 5)

+ Bg X sin(45 t + 45) , (106)

a n d  i s  s h o w n  b y  F i g .  3. T h i s  e x p r e s s i o n  w a s  d e r i v e d  f r o m  a  

r a d i a t i o n - c o n d u c t i o n  b o u n d a r y  l a y e r  m o d e l  b y  K u o  (1968). I t  

s i m u l a t e s  a c t u a l  d i u r n a l  t e m p e r a t u r e  v a r i a t i o n s  v e r y  w e l l .

I n  t h i s  e x p r e s s i o n ,  t  i s  t i m e  m e a s u r e d  i n  h o u r s .  A  s l i g h t
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modification of the phase angle from Kuo's original form has 
been made in (106) such that the maximum surface temperature 
occurs at 1600 LST (LST is local standard time). The values 
of the constants and Bg are given in Table 1. The
time evolution from the numerical integration of Case IV is 
shown by a series of figures. Figs. 4a - 4o represent the 
horizontal momentum field. The solid lines in the figures 
represent the north-south component (v) of the horizontal wind 
and the dashed-lines represent the east-west component (u).
Fig. 5 shows vertical profiles of potential temperature 0 for 
the middle grid point of the numerical model. The arrow-marks 
shown in the figures indicate the height of the PBL predicted 
by the model. In general, from 0900 to 1800 LST the PBL is 
unstable with upward surface heat flux; during the remaining 
hours the planetary boundary layer is stable. The depth of 
the PBL increases during the period of upward surface heat 
flux. The maximum depth predicted by the model occurs at 
about 1800 LST. After this, the depth of the PBL decreases to 
a shallow layer because the turbulent eddies loose their sup­
port from the buoyant activity. The surface heat flux corres­
ponding to the diurnal temperature wave is calculated by the 
model and is shown in Fig. 6. There is upward flux during 
daytime hours and downward flux at night time. But the hori­
zontal distribution is uneven and depends on the wind speed (act­
ually the bulk Richardson number of the surface layer). In order 
to clarify and illustrate the concept of the development of the
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one-dimensional jet and of the two-dimensional jet, in the 
following paragraphs comparisons are discussed and physical 
explanations are offered.

One-D Low-level Jet 
The one-D low-level jet which develops in the vertical pro­

file of the horizontal wind has been observed and investigated 
by many authors. It is believed that the most significant 
mechanism which affects the diurnal variation of the low-level 
jet was proposed by Buajitti and Blackardar (1957). According 
to their theory the diurnal wind variations in the lower atmos­
phere are driven by the diurnal variation of the eddy exchange 
coefficient K^. The vertical profile of the horizontal wind 
at the center of the grid in Case I (slope = 0) is shown in 
Figs. 7 and 8 . The diurnal wind variation is about 4-5 m/sec 
at a height of 500 800 m above the surface. A unique feature
of this experiment is the time dependent PBL height which is 
different from previous one-dimensional analytical or numerical 
models (Bonner et al., 1970; Krishna, 1968) where a constant PBL 
height has been specified. To illustrate the effect of the 
diurnal variation of PBL height. Fig. 9 shows the diurnal 
variation of PBL height at the center grid point. It can be 
seen that the PBL becomes very shallow after 1800 LST. Thus, 
the layer between about 0.4 ~ 1.5 km becomes fully unbalanced 
and the wind begins rotating in a clockwise sense. This can 
be further illustrated by Fig. 10 which shows the variation
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of the boundary layer wind veering angle, a. The angle a de­
notes the angle between the wind velocity vector and the isobars, 
positive values of a indicate cross isobar flow toward low pres­
sure, and vice versa. The dramatic change of the PBL height 
after the beginning of surface cooling also has been simulated 
by Olanski et £l. (1974) with a more sophisticated model. Hoxit 
(1973), by analyzing wind data for the southeast U.S. (over 
rather flat terrain), has described features similar to those 
predicted in this experiment. For purposes of comparison Figs.
1 1  a n d  1 2  a r e  a d o p t e d  f r o m  h i s  r e s u l t s .

I n  o r d e r  t o  r e v e a l  t h e  i m p o r t a n c e  o f  t h e  s l o p i n g  t e r r a i n  

a s  p r e d i c t e d  b y  b u o y a n t - E k m a n  l a y e r  t h e o r y .  C a s e  I I  i s  c o m p a r e d  

w i t h  C a s e  I .  C a s e  I I  h a s  a l l  t h e  s a m e  p h y s i c a l  c o n d i t i o n s  a s  

t h a t  o f  C a s e  I ,  e x c e p t  s l o p i n g  t e r r a i n  i s  s p e c i f i e d .  F i g s .  13 
a n d  14 s h o w  t h e  u -  a n d  v - c o m p o n e n t s  f r o m  t h i s  e x p e r i m e n t  a t  t h e  

s a m e  l o c a t i o n  a s  b e f o r e .  T h e  t e r r a i n  s l o p e  i s  1/600 ( t e r r a i n  

h e i g h t  i n c r e a s e s  w e s t w a r d ) . A  s i g n i f i c a n t  i n c r e a s e  o f  t h e  

a m p l i t u d e  o f  t h e  d i u r n a l  w i n d  v a r i a t i o n  i s  o b s e r v e d .  T h e  

m a x i m u m  d e v e l o p m e n t  o f  t h e  s o u t h e r l y  j e t  i n  t h e  v e r t i c a l  p r o ­

f i l e  o c c u r s  b e t w e e n  2400 a n d  0200 L S T .  T h e  w i n d  h o d o g r a p h s  a t  

625 m  a b o v e  t h e  g r o u n d  a t  t h e  c e n t r a l  g r i d  p o i n t  o f  t h e  m o d e l  

a r e  p l o t t e d  i n  F i g .  15. T h e  s o l i d  l i n e  r e p r e s e n t s  t h e  h o d o -  

g r a p h  f r o m  t h e  r e s u l t s  o f  C a s e  i i ,  w h i l e  t h e  d a s h  l i n e  r e p r e ­

s e n t s  t h e  h o d o g r a p h  f r o m  t h e  r e s u l t s  o f  C a s e  I .  I t  c l e a r l y  

s h o w s  t h e  r e l a t i v e  a m p l i t u d e  f o r  t h e  c a s e s  w i t h  d i f f e r e n t  

s l o p e s .  T h e  h o d o g r a p h  c o m p a r e d  w i t h  t h e  o b s e r v e d  o n e  ( B o n n e r
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et , 1970) is realistic in both the amplitude and the phase 
relation, except that the hodograph from their observations is 
averaged so the cycle can be closed.

As has been pointed out in Chapter II the buoyant force 
has a component along the sloping terrain; this causes the so- 
called drainage wind. Thus, the drainage wind is up the slope 
when the surface is heated and down the slope when the surface 
is cooled. The relation between the drainage wind and the 
surface geostrophic wind is easily seen from the following 
expressions for the geostrophic wind:

V g  = — 2 ^  [Cp 8 §2 - gsincp] . (107)

Eg. (107) for the geostrophic wind can be decomposed into
two terms as shown below. The first term is the diurnally 
averaged geostrophic wind and the second is a perturbation 
which is related to the buoyant force along the sloping terrain. 
Thus,

Vg = Vg + (^ 8" sincp) . (108)

In this expression, 0 is the diurnally averaged potential tem­
perature and 0' is the perturbation potential temperature 
associated with the surface temperature wave. Thus, part of 
the geostrophic wind over sloping terrain is associated with 
the large scale prevailing pressure distribution. Another part 
is associated with the buoyant force along the terrain slope 
and is induced by surface heating and cooling. This is actu­
ally equivalent to the concept of a drainage wind in the
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d i r e c t i o n  o f  t h e  t e r r a i n  s l o p e  a s  s u g g e s t e d  by H o l t o n  (1967).
g a n g s t e r  (1967) a n d  B o n n e r  e t  (1970) , b y  u s i n g  t h e

a l t i m e t e r  c o r r e c t i o n  f o r m u l a ,  h a v e  c a l c u l a t e d  t h e  s u r f a c e  g e o ­

s t r o p h i c  w i n d  o v e r  t h e  G r e a t  P l a i n s  a r e a .  A  l a r g e  a m p l i t u d e  

d i u r n a l  v a r i a t i o n  o f  t h e  s u r f a c e  g e o s t r o p h i c  w i n d  w a s  f o u n d  

b y  b o t h  i n v e s t i g a t o r s .  F u r t h e r m o r e ,  g a n g s t e r  (1967) h a d  

p o i n t e d  o u t  t h a t  t h e  s h a p e  o f  t h e  c u r v e  i s  q u i t e  s i m i l a r  t o  a  

n o r m a l  t e m p e r a t u r e  t r a c e .

Values of surface computed from the numerical experi= 
ments of Case I and Case II are plotted in Fig. 16. It can 
be seen from the figure that the diurnal variation of the 
surface for the level terrain case is relatively small.
B u t ,  b e c a u s e  t h e  r e s u l t  i s  f r o m  a  t w o - d i m e n s i o n a l  m o d e l ,  t h e  

p r e s s u r e  g r a d i e n t  m a y  b e  v a r i e d  b y  t h e  u n e v e n  d i s t r i b u t i o n  o f  

s u r f a c e  h e a t i n g  a n d  s u b s e q u e n t  r e d i s t r i b u t i o n  o f  t h e  m a s s  

f i e l d .  F o r  t h e  s l o p i n g  t e r r a i n  c a s e  t h e  a m p l i t u d e  o f  t h e  

d i u r n a l  v a r i a t i o n  o f  t h e  s u r f a c e  V ^ .  i s  r e l a t i v e l y  l a r g e .  T h e  

m a x i m u m  v a r i a t i o n  i s  a b o u t  10 m / s e c .  A n o t h e r  i n t e r e s t i n g  f e a ­

t u r e  o f  t h i s  v a r i a t i o n  i s  t h a t  i t  t a k e s  a  f o r m  s i m i l a r  t o  t h e  

v a r i a t i o n  o f  t h e  s u r f a c e  t e m p e r a t u r e  w a v e ,  g o ,  t h e  s u r f a c e  

i s  a c t u a l l y  c o n t r o l l e d  b y  t h e  s u r f a c e  t e m p e r a t u r e  w a v e .  T h e s e  

r e s u l t s  a r e  v e r y  s i m i l a r  t o  g a n g s t e r ' s  a v e r a g e d  v a l u e  o f  s u r ­

f a c e  g e o s t r o p h i c  w i n d  f o r  t h e  m o n t h  o f  J u n e  1966 o v e r  t h e  

G r e a t  P l a i n s  a r e a .  F r o m  t h e  n u m e r i c a l  e x p e r i m e n t  i t  h a s  b e e n  

f o u n d  t h a t  t h e  a m p l i t u d e  o f  t h e  d i u r n a l  v a r i a t i o n  o f  V ^  d e c a y s  

r a t h e r  r a p i d l y  w i t h  h e i g h t .  I n  o r d e r  t o  g a i n  p h y s i c a l  i n s i g h t
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of the cause of the diurnal variation of the boundary layer 
wind, it is worthwhile to examine the phase relationship of 
the diurnal variation of u, v, and as simulated by the 
model. In general, as the surface temperature increases due 
to radiational heating, the buoyant force has a component up 
the slope. Meanwhile the turbulent transport of momentum be­
comes more efficient; thus, the frictional force increases in 
this period. By these mechanisms, increases during the 
development of the unstable PBL; v, the component parallel to 
the isobars decreases because of the increased retarding force 
and u increases because of the buoyant and retarding forces. 
After surface heating ceases the PBL is cooled by both turbu­
lent diffusion and radiational cooling; so the buoyant force 
is directed downslope. During this period decreases in 
magnitude and the magnitude of the cross isobar flow decreases 
(becomes less negative). Meanwhile, during the period of dra­
matic reduction of the frictional force in the stable PBL, v 
becomes increasingly larger. All the variation acts as an 
inertial rotation of the wind component in a clockwise sense. 
Indeed, this mechanism can be explained through a combination 
of the concepts of Buajitti et (1957) and Holton (1967) .
But, from this numerical experiment it is evident that the 
transport mechanism which causes the variation of the buoyant 
force is dominated by the turbulent diffusion process rather 
than by radiational heating or cooling, as suggested by Holton.

As has been mentioned before, the sloping terrain effect
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t e n d s  t o  i n c r e a s e  t h e  a m p l i t u d e  o f  t h e  d i u r n a l  w i n d  v a r i a t i o n .  

F r o m  f u r t h e r  n u m e r i c a l  e x p e r i m e n t s  i t  h a s  b e e n  f o u n d  t h a t  t h e  

a m p l i t u d e  o f  t h e  s u r f a c e  t e m p e r a t u r e  w a v e  a l s o  h a s  a  d i r e c t  

e f f e c t  o n  t h e  a m p l i t u d e  o f  t h e  w i n d  v a r i a t i o n .  A s  t h e  a m p l i ­

t u d e  o f  t h e  t e m p e r a t u r e  w a v e  i s  i n c r e a s e d ,  t h e  d i u r n a l  w i n d  

v a r i a t i o n  b e c o m e s  l a r g e r .  T h i s  i s  s h o w n  i n  F i g .  17 a n d  18 
a s  a  c o m p a r i s o n  o f  t h e  r e s u l t s  f r o m  C a s e  I V  a n d  C a s e  V .  I t  

i s  a p p a r e n t  t h a t  a  l a r g e r  a m p l i t u d e  s u r f a c e  t e m p e r a t u r e  w a v e  

m a y  e x c i t e  l a r g e r  a m p l i t u d e  l o w - l e v e l  w i n d  v a r i a t i o n s .

The time of formation of the low-level jet has long been 
believed to depend on latitude only. This is probably because 
previous studies are all based on climatological data; so the 
phase relation of the surface temperature wave has been neglect­
ed. From other numerical experiments, not discussed here, it 
is known that the time of formation of the low-level jet can 
be shifted by changing the phase of the surface temperature 
wave. With a specific surface temperature wave, it is obvious 
that only the latitude can affect the time of the formation. 
This point has been investigated in depth by Krishna (1968).
H i s  r e s u l t s  s h o w  t h a t  a s  t h e  l a t i t u d e  i n c r e a s e s  a b o v e  30°N, 
t h e  t i m e  o f  f o r m a t i o n  o f  t h e  l o w - l e v e l  j e t  s h i f t s  t o  b e f o r e  

m i d n i g h t .  A s  t h e  l a t i t u d e  i s  d e c r e a s e d  l o w e r  t h a n  30°N, t h e  

t i m e  o f  f o r m a t i o n  o f  t h e  l o w - l e v e l  j e t  s h i f t s  a f t e r  m i d n i g h t .  

T h i s  i s  a l s o  v e r i f i e d  b y  t h e s e  n u m e r i c a l  e x p e r i m e n t s ;  F i g s .

19 and 20 show the results for different latitudes. With a 
latitude increase from 35°N to 40°N, the time of formation of
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the low-level jet is shifted 1-2 hours earlier. Thus, one 
must question the validity of the assumption of homogeneity 
along the north-south direction. With different times of 
formation of the low-level wind maximum, the p-plane effect 
should be taken into consideration. The different time of 
formation of the low-level jet along the y-direction may cause 
low-level divergent wind fields in this direction. However, 
this point cannot be investigated with this numerical model.

It is of interest to point out several properties of the 
one-dimensional low-level jet as simulated by this model. Since 
the conditions which favor the formation of this kind of low- 
level jet exist over almost all the continental area, this 
nocturnal phenomena is not uncommon. From the vertical pro­
files of the low-level jet, it can be observed that several 
inflection points exist. The most prominent inflection point 
is located at a level slightly above the nose of the jet.
Further significance of these inflection points cannot be 
revealed by this numerical model, Lilly (1965) has studied 
the inflection point instability of a neutral Ekman layer. 
Recently, Wagner (1975) studied a very similar phenomenon; 
his study deals with the inflection point instability within 
the nocturnal inversion.

Two-Dimensional Low-level Jet
From the point of view of mesoscale interactions, the 

formation of the two-dimensional low-level jet has further 
physical significance. The mechanism which will be discussed
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below probably is one of the most possible physical mechanisms 
which may be responsible for the low-level jet, especially for 
the nocturnal jet observed to the east of the Rockies (Wexler, 
1961). There are several other types of low-level jet streams 
delineated by mesoscale observations. For example. Browning 
(1973) showed that several parallel jet cores often are ob­
served in advance of cold fronts.

For the discussion of the 2-D low-level jet, results for 
Case IV are shown in Fig. 4a to Fig. 4o. As shown by the 
figures, in the beginning stages of the development of the 
unstable PBL, only a weak horizontal vorticity (shear) exists 
in the southerly wind. Because of the frictional effects of 
the PBL, a small cross-isobar flow exists and is up slope. As 
the development of the unstable PBL goes on, the depth of the 
boundary layer increases and the kinetic energy of the souther­
ly component of flow becomes weaker. Meanwhile the cross-isobar 
flow shows more development. As shown by the numerical experi­
ment, the cross-isobar flow is to some extent proportional to 
the strength of the basic southerly flow. The proportionality 
is enchanced by the development of the unstable PBL, because 
of the increasing magnitude of the retarding and buoyant forces. 
Then, through this boundary layer mechanism, an increase of 
low-level convergence is observed on the cyclonic-shear side of 
the southerly flow. Similarly, an increase of the low-level 
divergence is seen on the anti-cyclonic shear side of the 
southerly flow. This also can be seen in the vertical motion
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field shown in Fig. 21. For a better explanation, the buoyant- 
Ekman layer theory is utilized. The calculated surface heat 
flux is shown in Fig. 5. From this figure it can be seen that 
the surface heat flux responds to the surface temperature wave 
unevenly.

Large surface heat flux is also associated with large 
wind speed. This is a unique feature of the turbulent boundary 
layer, since the turbulent flux is proportional to both the 
temperature stratification and the mechanical shear. The feed­
back effect of this uneven surface heat flux is clearly shown 
by Eq. (56) from the theory of buoyant-Ekman layer. Thus, a 
large cross-isobar flow is associated with a large surface 
heat flux. The enhancement of the low-level convergence and 
divergence is the natural result of the development of the 
unstable boundary layer over the sloping surface. This can 
happen over level terrain also; but, without the effect of 
buoyancy the development is comparatively weaker. The maximum 
development of the cross-isobar flow occurs two hours after the 
cessation of the surface heating as shown in the figure. This 
is because the effect of the decreasing surface friction is 
larger than that due to the reduction of the buoyant force at 
the initial stage of the development of the stable boundary 
layer. As the surface becomes further cooled, the low-level 
jet is forced. This can be seen in Fig. 4g and Fig. 4h which 
show the southerly flow at midnight and two hours after mid­
night. Vertical shear in the southerly flow not only increases
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with time, but the horizontal shear also intensifies. From 
this numerical experiment the concentration of momentum within 
the x-z cross section is directly related to the horizontal 
distribution of the surface heat flux, although the existence 
of the physical mechanism associated with the formation of the 
one-D jet is a necessary condition, too. By the self-organiza­
tion mechanism of the turbulent boundary layer, larger surface 
heat flux is induced at the initial location of higher wind 
speed, and thus larger cross-isobar flow develops. After the 
surface boundary layer becomes stable, the unbalanced cross­
isobar flow, through the inertial oscillation, rotates in a 
clockwise sense to form the 2-D low-level jet. Thus, the 
strength of the southerly jet is actually related to the 
strength of the cross-isobar flow. This explains the concen­
tration of the momentum. But, this self-organization mechan­
ism can be altered by several possible mechanisms. For example, 
the large scale distribution of cloud may prevent this boundary 
layer self-organization mechanism because of differential solar 
insolation. So, when this self-organization mechanism of the 
turbulent boundary layer is not present the low-level jet can­
not form.

During the period of formation of the low-level jet the 
ageostrophic component of wind rotates in a clockwise sense. 
Also, because of the horizontal inhomogeneity of the cross­
isobar flow, gravitional oscillations are induced. The inertial 
wind oscillation is more pronounced at the 500 ~ 1500 m level.



55

It can be seen in Figs. 4a - 4o that the oscillation propogates
eastward. The boundary induced vertical motion field at the
2000-m level is shown in Fig. 21. The mechanism which is 
responsible for the vertical motion field has already been 
discussed. The time series show upward motion on the cyclonic- 
shear side of the southerly flow and downward motion on the 
anti-cyclonic shear side. Both the upward and downward motion 
fields are enhanced during the development of the unstable PBL. 
The upward motion reaches its maximum at about 2000 LST? the 
maximum upward velocity is about 1.5 cm/sec. After 2000 LST
a gravity wave is apparently excited and propogates eastward
at a speed of about 15-20 m/sec. The gravity wave discussed 
in Appendix A is an inertial-gravity wave which is highly dis­
persive. This probably explains the broadening of the initial 
peak in the vertical velocity field. The vertical motions die 
out in the early morning hours when the surface becomes coldest. 
To explain this, one can again resort to the buoyant-Ekman 
layer theory. First, one should examine the surface heat flux 
as shown in Fig. 5. When the surface is cooled and a stable 
temperature stratification exists, the maximum downward heat 
flux occurs at the location of the highest wind speed. Thus, 
according to Eq. (60) for the vertical velocity predicted by 
the buoyant-Ekman theory, the Ekman pumping and buoyant pumping 
effects are out of phase and compensate each other. Thus, the 
vertical motion is reduced. With the same initial and boundary 
conditions as in Case IV, a larger amplitude of the diurnal
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surface temperature wave has been imposed in Case V, as is 
shown in Table 1. The diurnal variation of the boundary layer 
wind in Case V is similar to that of Case IV except that the 
amplitudes are larger. The vertical motion field simulated 
by the model is shown in Fig. 22. Apparently, the amplitudes 
of the gravity waves are larger for Case V. Also, the maximum 
vertical velocity is about 2 cm/sec. From these results, it 
is clear that the low-level convergence and the formation of 
the low-level jet are phenomena which accompany each other as 
a consequénce of the diurnal variation of the planetary boun­
dary layer, especially in a boundary layer with sloping terrain. 
The low-level convergence field is continuously enhanced during 
the development of the unstable planetary boundary layer and 
during the initial stages of development of the stable boundary 
layer. The two-dimensional evolution of the southerly low- 
level jet simulated by the model may be compared with the 
observational results by Wexler (1961); the essential features 
are very similar.

The numerical experiment has been extended to further 
diurnal cycles. The important characteristics of the second 
cycle are similar to those of the first cycle except that the 
southerly flow has been reduced in strength. There are two 
possible mechanisms which may cause the reduction of the 
kinetic energy of the southerly flow. First, it could be 
due to a non-conservative numerical scheme. Secondly, it may 
be caused by the open boundary condition. The first mechanism
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i s  u n l i k e l y ,  s i n c e  a  q u a s i - c o n s e r v a t i v e  s c h e m e  h a s  b e e n  u s e d .  

T h u s ,  i t  i s  s u s p e c t e d  t h a t  w i t h  t h e  u n r e a l i s t i c  t e r r a i n  p r o ­

f i l e ,  a n  e x c e s s  o f  e n e r g y  h a s  b e e n  d i s p e r s e d  t h r o u g h  t h e  o p e n  

b o u n d a r y  b y  g r a v i t y  w a v e s .  I n  t h e  a c t u a l  c a s e ,  a  v e r y  s t r o n g  

w e s t e r n  b l o c k i n g  e x i s t s  d u e  t o  t h e  R o c k i e s .  T h u s ,  i t  m a y  p r e ­

v e n t  i n  s o m e  d e g r e e  t h e  d i s p e r s i o n  o f  k i n e t i c  e n e r g y  b y  g r a v i t y  

w a v e s .  O n  t h e  o t h e r  h a n d ,  t h e  e x i s t e n c e  o f  t h i s  w e s t e r n  b o u n ­

d a r y  m a y  p r e v e n t  t h e  u p - s l o p e  f l o w  i n d u c e d  b y  t h e  f r i c t i o n a l  

a n d  b u o y a n t  f o r c e s ,  a n d  t h u s  c a u s e  s t r o n g e r  l o w - l e v e l  c o n v e r ­

g e n c e  f i e l d s  c o m p a r e d  w i t h  t h e  s i m u l a t e d  l o w - l e v e l  c o n v e r g e n c e .  

C o n s e q u e n t l y ,  i t  i s  b e l i e v e d  t h a t  t h e  e f f e c t s  o f  t h e  R o c k i e s  

o n  t h e  - m e s o s c a l e  c i r c u l a t i o n  o v e r  t h e  s l o p i n g  t e r r a i n  p r o b a b l y  

h a s  b e e n  u n d e r e s t i m a t e d  i n  t h e  n u m e r i c a l  e x p e r i m e n t s .



CHAPTER V

SUMMARY AND SUGGESTIONS

S u m m a r y

The planetary boundary flow over a large scale sloping 
surface is significantly modified because of coupling of the 
momentum and thermal fields. The buoyant-Ekman layer theory 
developed in Chapter II shows that the heated boundary may 
cause a buoyant force up the slope. Thus, this effect can 
significantly alter the cross-isobar flow which is initially 
controlled by the frictional force along. Applying this theory 
to the central Great Plains may reveal an important linkage 
between boundary layer flow and certain mesoscale circulations. 
The central Great Plains region is characterized by a slope of 
1/1000 1/1400 which increases westward. With this specific
terrain, the structure of the southerly flow boundary layer 
is quite different from that of the northerly flow boundary 
layer. With the basic southerly geostrophic flow, the fric- 
tionally induced cross-isobar flow combines with the buoyant 
induced flow and the total cross-isobar flow is significantly 
increased during period of excess surface heating. By the 
same token, but with contrasting conditions, northerly flow 
has a smaller cross-isobar component. Thus, the cross-isobar
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flow of the southerly wind depends on both the friction force 
and the local surface heating. The importance of surface dif­
ferential heating and differential friction is clearly shown 
through this boundary layer process.

Contrary to the belief that a direct cause and effect 
relationship exists between the low-level jet and the low- 
level convergence field, the results show that both the verti­
cal motion and the low-level jet are phenomena accompanying 
each other as an effect of the diurnal variation of the struc­
ture of the PBL, especially over sloping terrain. The time 
of occurrence of the maximum low-level convergence occurs 
prior to the time of maximum development of the low-level jet. 
According to the statistical averages determined by Wallace 
(1975), the time of maximum frequency of occurrence of thunder­
storms in the summer, in central Oklahoma, Kansas and southern 
Nebraska, is around midnight. So results from these experi­
ments may explain the correlation of the boundary layer phe­
nomena and the nocturnal thunderstorms for this specific 
geographical region and time if one assumes that a time lag 
must exist between the maximum low-level convergence (2000 LST) 
and the mature stage of convective systems. Actually, the up­
ward motion field persists for 8-10 hrs on the cyclonic shear 
side of the southerly flow; with an average upward velocity 
of about 0.5 cm/sec, a layer then can be lifted about 150 m. 
Although the process of release of potential instability is 
not included in the model, the boundary layer processes des­
cribed by this model are believed to be important in the
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release of instability at nighttime. The eastward propagation 
of the upward motion field at a speed of 15 20 m/sec probably
has a close relationship with the motion of the convective 
system as suggested by Uccellini (1975).

S u g g e s t i o n s

A l t h o u g h  t h i s  s t u d y  h a s  p r o v i d e d  s o m e  p e r s u a s i v e  r e s u l t s ,  

s e v e r a l  q u e s t i o n s  s t i l l  r e m a i n  u n a n s w e r e d .  I t  i s  t h e  a u t h o r ' s  

o p i n i o n  t h a t  t h e  p r o b l e m s  d i s c u s s e d  b e l o w  n e e d  t o  b e  s t u d i e d  

f u r t h e r .

( a )  T h e  W e s t e r n  B l o c k i n g  E f f e c t  o n  t h e  S o u t h e r l y  F l o w

T h e  f a c t  t h a t  s o u t h e r l y  f l o w  i s  b l o c k e d  o n  t h e  w e s t e r n

s i d e  b y  t h e  R o c k y  M o u n t a i n s  h a s  c a u s e d  s o m e  i n v e s t i g a t o r s  t o  

d r a w  a n a l o g i e s  w i t h  t h e  G u l f  S t r e a m  s i t u a t i o n ;  b u t  b y  n o  

m e a n s  a r e  t h e y  s i m i l a r  p h e n o m e n a .  T h e  d e n s i t y  s t r a t i f i c a t i o n  

i s  m o r e  i m p o r t a n t  i n  t h e  c a s e  o f  a t m o s p h e r i c  f l o w .  T h e  a b i l i t y  

o f  a n  a i r  p a r c e l  t o  r i s e  o v e r  a n  o b s t a c l e  d e p e n d s  o n  t h e  t o t a l  

e n e r g y  o f  t h e  a i r  p a r c e l  a n d  t h e  s t r a t i f i c a t i o n  o f  t h e  d e n s i t y  

f i e l d  w h i c h  m a y  p r e v e n t  u p w a r d  m o t i o n  o f  t h e  a i r  p a r c e l .  T h u s ,  

t h e  d e v e l o p m e n t  o f  t h e  u n s t a b l e  b o u n d a r y  l a y e r  a n d  t h e  c r o s s ­

i s o b a r  f l o w  m u s t  b e  a f f e c t e d  b y  t h i s  w e s t e r n  b o u n d a r y .  I n  

f u t u r e  s t u d y  o f  b o u n d a r y  l a y e r  r e l a t e d  p h e n o m e n a  s u c h  a s  t h e  

d r y  l i n e  o r  t h e  l o w - l e v e l  j e t ,  t h e  e f f e c t  o f  w e s t e r n  b l o c k i n g  

n e e d s  t o  b e  c a r e f u l l y  e v a l u a t e d .

( b )  T h e  T e r r a i n  E f f e c t  o n  t h e  P E L  S t u r c t u r e  a n d  
T r a n s p o r t  P r o c e s s

A l l  t h e  t h e o r i e s  o f  t h e  p l a n e t a r y  b o u n d a r y  l a y e r  w h i c h  

h a v e  b e e n  d e v e l o p e d  a r e  b a s e d  o n  t h e  a s s u m p t i o n  o f  a  f l a t



61

terrain surface. But a large-scale sloping surface actually 
exists over a vast area of the continent. Prom the results 
of this study it has been shown that the terrain induces a 
significant effect on the cross-isobar flow. Thus, it is 
expected that use of traditional boundary layer resistance 
laws (Melgarejo and Deardorff, 1974; Zilitinkevich, 1975) must 
cause erroneous predictions of the boundary layer veering angle 
and of surface fluxes. A wide scattering of values of constants 
of the boundary layer resistance laws determined from observa­
tions has been obtained. Arya (1975) pointed out that the 
scattering may be caused by neglect of the thermal wind effect. 
It is the author's opinion that the variety of terrain slopes 
at different observational sites may be another factor contri­
buting to this scatter. The basic structure and the transport 
processes of a sloping-terrain PBL need to be further studied, 
both theoretically and observationally.

(c) The p-Plane Effect
Even with the assumption of homogeneous terrain along the 

north-south direction, the time of formation of the nocturnal 
jet depends on latitude. Thus, with different times of forma­
tion of the low-level wind maximum, the low-level wind conver­
gence varies along the north-south direction. From this point 
of view, the internal gravity waves associated with the noc­
turnal jet actually are a three-dimensional phenomena. Uccel­
lini (1975), in a case study of the relationship of gravity 
waves and convective systems, has traced the gravity waves
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which originate in the Texas-Oklahoma area and propagate in 
the northeast direction. Further study of the low-level jet 
with a three-dimensional model probably would provide needed 
information about the relationship of these phenomena.
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2!

g sin

g cos ^

X'

Fig. 1. The sloping terrain coordinate system? the 
gravitational force has a component g sin cp along the 
terrain.
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(-2.5

Fig- 2a. Initial (1000 LST) u-, v-field for the numerical 
experiments. Case IV and Case V- Solid lines in the figure 
denote the y-component of wind; dashed lines in the figure 
denote the x-component of wind. The isotachs are constructed 
at intervals of 2,5 m/sec.

Fig. 2b. The initial field of potential temperature for the
numerical experiments. Case IV and Case V. Isotherms are
constructed at intervals of 2.5 K.
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Fig. 3. The two diurnal surface temperature waves used in the numerical 
experiments. For details, see Table 1 and the text.
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Fig. 4a. Wind field at 1200 LST for Case IV. Dashed lines are 
isotachs for the x-component of the wind; solid lines are 
isotachs for the y-component of the wind. Isotachs are drawn 
at intervals of 2.5 m/sec.

Fig. 4b. Same as Fig. 4a., except for 1400 LST.
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2.5

Fig. 4c. Same as Fig. 4a., except for 1500 LST.

5,0

Fig. 4d. Same as Fig. 4a., except for 1800 LST.
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5.0

Fig. 4e. Same as Fig. 4a., except for 2000 LST.

Fig. 4f. Same as Fig. 4a., except for 2200 LST
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F i g .  4 g .  S a m e  a s  F i g .  4 a . , e x c e p t  f o r  2 4 0 0  L S T .

tx
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Fig. 4h. Same as Fig. 4a., except for 0200 LST on the
second day.
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F i g .  4 1 .  S a m e  a s  F i g .  4 a . ,  e x c e p t  f o r  0 4 0 0  L S T  o n  t h e  
s e c o n d  d a y .

In

Fig. 4j. Same as Fig. 4a., except for 0600 LST on the
second day.
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F i g .  4 k .  S a m e  a s  F i g .  4 a . ,  e x c e p t  f o r  0 8 0 0  L S T  o n  t h e  
s e c o n d  d a y .

\0

Fig. 41. Same as Fig. 4a., except for 1000 LST on the
second day.
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F i g .  4 m .  S a m e  a s  F i g .  4 a . ,  e x c e p t  f o r  1 2 0 0  L S T  o n  t h e  
s e c o n d  d a y .

m
Lo

-2.5'

Fig. 4n. Same as Fig. 4a., except for 1400 LST on the
second day.
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- 2 . 5

F i g .  4 o .  S a m e  a s  F i g .  4 a . ,  e x c e p t  f o r  1 6 0 0  L S T  o n  t h e  
s e c o n d  d a y .
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Fig. 8 . v-profiles for the middle grid point for 
Case I.
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Fig. 9. Diurnal variation of PEL depth for the middle 
grid point for Case I.
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Fig. 10. Diurnal variation of the veering angle for the 
middle grid point for Case I. The veering angle is defined 
as the angle between the horizontal wind vector and the 
geostrophic wind. Positive value of veering angle indicate 
cross-isobar flow toward low pressure, and vice versa.



84

2000
V)k.<u
w
E

1500

h-X
1000

e>
LÜ
X

500

TTT"

g r V /  BOUNDARY 
LAYER

MOMENTUM L Z 2 M S M S 2 Ê L 1  
BOUNDARY LAYER_______

I—  
06 12 18 00 

LOCAL TIME
06

__j_
12 18

Fig. 11. Schematic diagram showing the diurnal varia­
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Fig. 12. Same as Fig. 10 except this figure 
is based on observations for the southeast 
United States (Hoxit, 1973).
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Fig. 13, Diurnal variation of u-profiles for the 
middle grid-point for Case II (slope = 1/600).
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Fig. 14. Same as Fig. 13 except for v-profiles,
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Fig. 15. Hodographs for the middle 
grid point at an altitude 62 5 m above 
ground. The hodographs start at 
1200 LST and the interval between 
dots is 2 hrs.
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Fig. 16. Diurnal variation of the surface geo- 
strophic wind for the middle grid point.
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Fig. 17. A comparison of diurnal wind varia­
tions associated with large and small amplitude 
temperature waves. The y-component of the wind 
at the middle grid point of the model at 625 m 
above the ground is shown.
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Fig. 18. Same as Fig. 17, except for the 
X-component.
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Fig. 19. A comparison of diurnal wind varia­
tions at different latitudes. The y-component 
of winds at middle grid point and 625 m above 
ground for Case V (cp = 35°N) r and Case VI 
(cp = 40°N) .
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Fig. 20. Same as Fig- 19, except for 
x-component of winds.
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APPENDIX A

THE WAVE SOLUTIONS INHERENT IN THE 
NUMERICAL MODEL AND CONSISTENT 

UPPER BOUNDARY CONDITIONS

With the assumption of small values of the Rossby num­
ber R^, the Ekman number E, and the aspect ratio X, a set of 
linear equations is obtained from the results of the scale 
analysis in Chapter II. Omitting the terms associated with 
R^, E, and X does not dramatically change the basic physical 
mechanism responsible for the wave phenomena. Terms asso­
ciated with the Rossby number are responsible for the non­
linear interaction between different wave modes; this 
interaction is only of secondary physical significance.
Terms associated with the Ekman number are responsible for 
the damping effects of wave activity. With the understanding 
that the basic state is in geostrophic and hydrostatic bal­
ance, the linearlized equations may be written as

A _  A A
- f V = - H  - 0 sin cp , (A.l)

A
+ f u = 0 , (A. 2)

92
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A
^  (w cos cp - u sin cp ) = 0 , (A. 3)

A A
^  = 0 COS cp , and (A.4)

 ̂ A 2In these equations, f = f cos cp , p = p/p , 8 = ga^^, N = Pgo^.
Other symbols have the same meaning as in Chapter II. With
some mathematical manipulation of this set of equations a

A
single equation in p may be written as

+ (f^ + N^sin^cp) + N^cos^co = 0
at ÔZ ÔZ ÔX

(A. 6)

N is the Brunt-Vasaila frequency and its value is determined 
by the lapse rate of the basic state temperature field. For

A
simplicity f and N are assumed to be constants so that the 
normal mode method can be applied. Since the horizontal 
domain of the physical model extends to infinity, a harmonic 
form can be assumed as a solution along the horizontal direc­
tion. The solution in the vertical direction depends pri­
marily on the upper and lower boundary conditions used in the 
model. A solution of the form

|) = P (z) exp [i(k X - vt)] , (A.7)

is assumed, where k is the horizontal wave number and v is 
the frequency.

By substituting (A.7) into (A.6) the partial
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differential equation is reduced to

dz
where

2 2 2 2 _ k N cos 'enA ip-----  . (A.9)
2 2 2 2 V - (f +N sin cp)

The solution of (A.8) then becomes the so-called eigenvalue 
problem; it depends on the boundary conditions only. The 
p's are the eigenvalues to be determined. The physical lower 
boundary condition consistent with the equation set (A.l) - 
(A.5) is the free-slip condition over the material surface. 
Thus,

w = = 0  at 2 = 0 . (A.10)
ÔZ  ÔZ

On the other hand, there are several choices for the 
upper boundary condition. It is desired that the choice of 
the upper boundary condition may satisfy the physical condi­
tion there and also render an internal gravity wave solution 

2(̂  > 0). Under this consideration the upper boundary con­
dition for p becomes

p = 0 at z = D , (A.11)

where D is the top of the model. Since p represents the time 
varying pressure perturbation its vanishing at the top of the 
model means that the total pressure at the top of the model
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i s  t i m e  i n v a r i a n t  a n d  i s  e q u a l  t o  i t s  i n i t i a l  v a l u e .  T h i s  

i s  b e c a u s e  i t  i s  a s s u m e d  t h a t  t h e  m a s s  f i e l d  a b o v e  t h e  m o d e l  

i s  n o t  d i s t u r b e d  b y  t h e  a c t i v i t y  w i t h i n  t h e  m o d e l  d o m a i n ;  

t h u s ,  b y  t h e  h y d r o s t a t i c  e q u a t i o n  t o t a l  p r e s s u r e  a t  t h e  t o p  

o f  t h e  d o m a i n  i s  t i m e  i n v a r i a n t .  T h e  m a t h e m a t i c a l  c o n d i t i o n s  

e q u i v a l e n t  t o  (A.10) a n d  (A.11) a r e

= 0  a t  z  =  0 a n d  P  =  0 a t  z  =  D  . ( A . 12)

Then the eigenfunctions of (A.8) with the boundary condi­
tion (A.12) becomes

P ( z )  =  A c o s  p z  , (A.13)

w h e r e  A i s  a n  a r b i t r a r y  c o n s t a n t  a m p l i t u d e  a n d

p D  - '2 • / ------ • (A.14)

S o  t h e  e i g e n v a l u e s ,  w i t h  t h e  p r o p o s e d  b o u n d a r y  c o n d i t i o n s ,  

a r e  a l w a y s  r e a l  w h i c h  i m p l i e s  t h a t  t h e  s o l u t i o n s  r e p r e s e n t  

a n  i n t e r n a l  t y p e  w a v e .

T h e  h o r i z o n t a l  p h a s e  s p e e d  o f  t h e  w a v e  i s

^  =  ±  [ j d + g f s i n f ç  +  g f  c o s 2 % ] '  . (A. 15)
^  p

T h i s  i s  t h e  f a m i l i a r  i n e r t i a l - g r a v i t y  w a v e ;  t h e  f o r m  i s  

s l i g h t l y  m o d i f i e d  t e r r a i n  c o o r d i n a t e s .  S i n c e  t h e  p h a s e  

s p e e d  d e p e n d s  o n  t h e  w a v e  n u m b e r  ( k ,  p )  s o  i t  i s  a  

d i s p e r s i v e  t y p e  o f  w a v e .



A P P E N D I X  B

A  P R O O F  O F  T H E  S T A B I L I T Y  O F  T H E  

F I N I T E - D I F F E R E N C E  T R E A T M E N T  

O F  T H E  A D V E C T I O N  E Q U A T I O N S

Nonlinear computational instability is a phenomenon 
that arises because of the nonlinear interaction between 
different wave modes in the numerical evaluation of the ad- 
vection terms in the hydro-thermodynamic equations. Linear 
and quadratic quantities associated with the calculations 
are continuously accumulated by the aliasing processes in 
the wave band of 2d and 4d waves and finally become unbound­
ed. So a necessary, though not sufficient, condition for 
stability is that linear and quadratic quantities be con­
served throughout the numerical integration if there are no 
sources or sinks. Arakawa (1966) proposed a method to treat 
the vorticity equation; Lilly (1965) further extended this idea 
and proposed a method for treating the primitive form of the 
shallow water equations. in general, in order to form a 
conservative scheme, there should be consistency in the 
finite-difference forms of the continuity equation and the 
advection equations.

96
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B e c a u s e  o f  t h e  h y d r o s t a t i c  a s s u m p t i o n  a n d  t h e  t w o  d i m e n ­

s i o n a l i t y  o f  t h e  n u m e r i c a l  m o d e l  p r o p o s e d  f o r  t h e  s i m u l a t i o n  

o f  t h e  l o w - l e v e l  j e t ,  i t  i s  i m p o s s i b l e  e i t h e r  t o  f o r m  a  v o r ­

t i c i t y  e q u a t i o n  o r  t o  e x p r e s s  t h e  e q u a t i o n s  i n  a  f o r m  s i m i l a r  

t o  t h e  s h a l l o w  w a t e r  e q u a t i o n s .  S o  t h e  m e t h o d s  u s e d  b y  A r a ­

k a w a  a n d  L i l l y  c a n n o t  b e  a p p l i e d  d i r e c t l y  t o  t h e  n u m e r i c a l  

m o d e l  o f  t h e  l o w - l e v e l  j e t .  B u t  w i t h  a  c a r e f u l  e x a m i n a t i o n  

o f  t h e  g o v e r n i n g  e q u a t i o n s  i t  i s  s t i l l  p o s s i b l e  t o  f o r m  a  

p s e u d o - c o n s e r v a t i v e  s c h e m e  t o  t r e a t  t h e  n o n l i n e a r  t e r m s .  

S i m p l e  a d v e c t i o n  e q u a t i o n s  s i m i l a r  t o  t h o s e  u s e d  i n  t h e  

s i m u l a t i o n  e x p e r i m e n t  m a y  b e  w r i t t e n  a s

II + |_(uv) + |j(vw) = 0 , (B.2)

+ ^^(u 0 ) + ^-^(w 6 ) — 0 , and (B.3)

+ 15 = 0 ' (B'4)

I t  c a n  b e  e a s i l y  p r o v e d  t h a t  t h e  l i n e a r  q u a n t i t i e s  u ,  v ,  8

2 2 2
a n d  t h e  q u a d r a t i c  q u a n t i t i e s  u  , v  , 0 a r e  c o n s e r v e d  p r o ­

v i d e d  t h a t  t h e r e  a r e  n o  n e t  b o u n d a r y  f l u x e s  i n t o  t h e  i n t e ­

g r a t i o n  d o m a i n .  H o w e v e r ,  f o r  t h e  f i n i t e - d i f f e r e n c e  a n a l o g u e  

o f  t h i s  s e t  o f  e q u a t i o n s  a  s i m i l a r  p r o p e r t y  i s  n o t  n e c e s s a r ­

i l y  g u a r a n t e e d .  T h i s  i s  c a u s e d  b y  n o n l i n e a r  i n t e r a c t i o n s  o f  

d i f f e r e n t  w a v e  m o d e s  i n  a  f i n i t e  s p e c t r a l  d o m a i n ;  a l i a s i n g
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w i l l  e v e n t u a l l y  r e n d e r  a n  u n b o u n d e d  e r r o r .  T o  i n s u r e  s t a b i l i t y  

i n  t h e  a b s e n c e  o f  s o u r c e  a n d / o r  s i n k  t e r m s  a n d  n e t  b o u n d a r y  

f l u x e s  t h e  f i n i t e - d i f f e r e n c e  a n a l o g u e  o f  t h e  a d v e c t i o n  t e r m s  

s h o u l d  c o n s e r v e  l i n e a r  a n d / o r  q u a d r a t i c  q u a n t i t i e s .  T h e  

f i n i t e - d i f f e r e n c e  a n a l o g u e s  o f  (B.l), (B.2), (B.3), a n d  (B.4)
u s e d  i n  t h e  n u m e r i c a l  e x p e r i m e n t  a r e

6^ 5^ + Ô^(Ü^E^) + G^CÜ^üZ) = 0 , (B.5)

+ 6%(ü*v*) + 5g(w^v^) = 0 , (B.6)

6^ 6 ^ + ôj^(ü^ë^) + 6g 8 ̂ ) = 0 , (B.7)

S x " *  + 6g = 0 . (B.B)

F o r  f u r t h e r  v e r i f i c a t i o n  o f  t h e  s t a b i l i t y  p r o p e r t i e s  o f  

t h e  p r o p o s e d  n u m e r i c a l  s c h e m e  i t  i s  v e r y  h e l p f u l  t o  d e f i n e

s o m e  f i n i t e - d i f f e r e n c e  o p e r a t o r s  a n d  u s e f u l  r e l a t i o n s  a s

f o l l o w s  :

6% 9 = (%i+% - ' (B.9)

cp̂  = • (B.IO)

I n  t h i s  d e f i n i t i o n ,  d  i s  t h e  d i s t a n c e  b e t w e e n  g r i d  p o i n t s  

a n d  t h e  s u b s c r i p t  i  h a s  i t s  u s u a l  m e a n i n g .  W i t h  t h e  a b o v e  

d e f i n i t i o n s  i t  c a n  b e  s h o w n  t h a t

= 6^ cp^ - cp^_^)/(2d) , (B.ll)

V Ô ̂  4 = 6x(ÿ* $ ) - f 6 X cp ̂  , (B.12)
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cp̂  5 ̂  cp = 0^(cpV2) . (B.13)

Eqs. (B.12) and (B.13) are the finite-difference analogues 
of the distributive law of derivatives. Since the advection 
terms of (B.5), (B.6), and (B.7) are written in flux form it 
is obvious that this finite-difference scheme conserves 
linear quantities over the integration domain if there is 
no net boundary flux into the domain. The conservation of 
quadratic quantities can be verified as follows. After 
multiplying both sides of (B.7) by 6 and using (B.ll), (B.12),
and (B.13) the equation becomes

_ gt g + _ -X g X  g
X

z
+ 62[üf(Q=)2] - = 0 .  (B.14)

After adding + 6gW^]/2 to (B.14) and performing
additional manipulations the equation may be written as

—  t   X

6t[(Gt)2 - ] + 6x.[G*(8*)2l - u*

2
- 6 g(-^) ) =  0 . (B.15)

After cancellation of the identical terms within (B.15)
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the finite-difference analogue of the conservation equation 
becomes   t —  X

- (§̂ 1 ] = - 6x[G*((8*)2 - (4̂ 4 )]
  z2

- _ (j_) )] . (B.16)

From (B.15) it can easily be seen that when the terms in
(B.16) are summed over the integration domain the quadratic

-  ^*h 9 Aquantity (0 ) “ - (-|— ) is conserved provided there is no
net boundary flux. A similar relation can be derived for the

2 , 2 1 . u + Vkinetic energy --- -̂--•
In summary the quadratic quantities are conserved by

this kind of finite-difference treatment of the advection
terms. However, this does not necessarily prevent other
kinds of instability, especially instability associated with
the time integration method. However, when the equations
are integrated numerically and the linear stability criterion
is satisfied satisfactory stable calculations are obtained.



APPENDIX C 

OPEN BOUNDARY CONDITIONS

For numerical simulation of localized atmospheric or 
oceanic phenomena, the domain of the model is usually trun­
cated to a finite space extent to conform to time and storage 
limitations of the computer. This may become a serious pro­
blem for those phenomena involving wave generation and wave 
propagation. The artificially posed boundary conditions at 
the boundaries may cause reflection of the incident wave and 
as time goes on the spurious reflected waves propagate back 
into the domain of interest and contaminate the forecast 
field. So the search for an ideal boundary condition which 
allows waves generated inside the domain to propagate through 
the boundary has long been an important problem.

Boundary conditions which allow waves to pass through 
are generally called open boundary conditions. On the other 
hand it is well known that the specified value or slope at 
the artificial boundary does cause reflection of the incident 
waves. Among open boundary conditions, the Sommerfeld radia­
tion boundary condition has been used in many different forms. 
Below the properties of the Sommerfeld condition are discussed

101
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a n d  a  n e w  o p e n  b o u n d a r y  c o n d i t i o n  i s  p r o p o s e d .  T h e n  a  c o m p a r i ­

s o n  b e t w e e n  t h e s e  t w o  o p e n  b o u n d a r y  c o n d i t i o n s  i s  m a d e .

T h e  S o m m e r f e l d  r a d i a t i o n  b o u n d a r y  c o n d i t i o n  f o r  a  v a r i ­

a b l e  cp i s  f o r m u l a t e d  a s

| | . s | a = o .  (c.i)
at the boundary of the model. It can be shown (Pearson, 1974) 
that if c is chosen to be the phase speed of the incident wave 
the wave can completely pass through the boundary. This is 
true provided that (C.I) is evaluated in analytic foriu. For
n u m e r i c a l  s i m u l a t i o n  o f  a t m o s p h e r i c  p h e n o m e n a  t h e  w a v e s  g e n e r ­

a l l y  a r e  o f  t h e  d i s p e r s i v e  t y p e .  T h a t  i s ,  t h e  p h a s e  s p e e d  o f  

t h e  w a v e s  d e p e n d s  o n  t h e  w a v e  n u m b e r .  U n d e r  t h i s  c o n d i t i o n  

t h e  i n c i d e n t  w a v e s  a t  t h e  b o u n d a r y  h a v e  d i f f e r e n t  p h a s e  s p e e d s .  

W i t h  a  d e f i n i t e  v a l u e  o f  c  t h e  S o m m e r f e l d  b o u n d a r y  c o n d i t i o n  

w i l l  c a u s e  p a r t i a l l y  t r a n s m i t t e d  a n d  p a r t i a l l y  r e f l e c t e d  w a v e s .  

P e a r s o n  (1974) s u g g e s t e d  t h a t  t h e  v a l u e  o f  c  c a n  b e  d e t e r m i n e d  

a  p r i o r i  i f  t h e  w a v e s  g e n e r a t e d  i n s i d e  t h e  d o m a i n  a r e  o f  c e r ­

t a i n  t y p e s .  H o w e v e r ,  t h i s  s i t u a t i o n  i s  n o t  g e n e r a l l y  r e l i a b l e .  

O n  t h e  o t h e r  h a n d ,  N i t t a  (1952) s u g g e s t e d  t h a t  c  b e  e q u a l  t o  

U j ,  t h e  v e l o c i t y  a t  t h e  o u t f l o w  b o u n d a r y .  S h a p i r o  a n d  O ' B r i e n  

(1970) u s e d  c  =  u  +  c ,  w h e r e  u  i s  t h e  v e l o c i t y  a t  t h e  b o u n d a r y  

p o i n t  a n d  c  i s  a  p r e d e t e r m i n e d  w a v e  s p e e d .  T h e  c o m p u t a t i o n a l  

s t a b i l i t y  a t  l o c a l i z e d  p o i n t s  r e q u i r e d  t h a t  ( C . I )  b e  f o r m u ­

l a t e d  a s

' (=-:)
w h e r e  I  i s  t h e  g r i d  p o i n t  a t  t h e  b o u n d a r y  o f  t h e  n u m e r i c a l
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model and n denotes the time step of the numerical calcula­
tion. This formulation is known as a forward time and
upstream finite-difference approximation. Assuming an inci­
dent wave at n-1 time step is of the form

= A cos k [ j A x -  (n-1) cAt] , (C.3)

where k is the wave number and c is the phase speed of an 
incident wave, the forecast value of the impending wave at 
the boundary grid "I" by (C.2) becomes

= A[(1 - T) cos + % cos M A r l l ] x

COS k [ l A x  - (n+1) c A t] +

A[(% - 1) sin ^  - ■X sin

cosf-^ - k I A X + k(n+l) c A t ] . (C.4)

Here, X - 2 c A t /A x , \ = 2 c A t /A x , and p = 2 T r / ( k  A x) . The
first term on the right-hand side of (C.4) represents the 
transmitted part of the incident wave. The second term of 
(C.4) represents the spurious part of the incident wave.
The spurious part has a phase lag of ninety degrees, has the 
opposite sign, and wave number k, compared with the incident 
wave. So the spurious part of the solution has a tendency 
to reflect back into the domain of the numerical model. The 
amplitudes of the transmitted part and the spurious part of 
the incident wave are given by A^ and A^, respectively. Thus,
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A (1 - t) cos ^  + T cos , (C.5)

^  = (T - 1) sin ^  - T sin a s p z l l  . (C.6)

For an ideal open boundary condition it is desired that 
|A^/a | 1 and |A^/A{ - 0. This situation can be achieved
by the Sommerfeld boundary condition as long as T = X = 1. 
Physically, this means that the constant c chosen in (C.2) 
be equal to the phase speed c of the incident wave, and the 
computational time step At be chosen such that the computa­
tional stability parameter X has a value of one. For X / 1, 
even when c = c, the reflection still depends on the wave 
number of the incident wave. For computational stability it 
generally is required that X and X be less than one. In 
conclusion, the successful use of the Sommerfeld boundary 
condition depends on a priori choice of the phase speed of 
the incident wave and on the wave number of the incident wave, 
A proposed open boundary condition for the variable ç is 
formulated as

= 3(cp"ti - (Piîg) + ^1-3 • (C'7)
Here I is the grid point at the boundary. The variable cp at 
time step n+1 and at points next to the boundary can be eval­
uated by variables at time step n and n-1. Physically, this 
formulation is equivalent to a quadratic extrapolation with 
constant grid distance. Under this open boundary condition 
variables have the same curvature at the two points nearest
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the boundary. This easily can be seen by rearranging (C.7) 
so that

- 2 - 2 4 : 2  +

The transmission or reflection properties of this open boun­
dary condition easily can be revealed by the same analytic 
procedure as before. Assuming an incident wave at time step 
n and grid point j is of the form

cpj = A cos k [ i 6 x - c n  6t] , (C.9)

at time (n+1)A t the open boundary condition in (C.7) 
predicts

CPi = A(3coskAx - 3cos2kAx + cos3kAx)cosk[lAx - (n+l)cAt] 

+ A(3 sin k A X - 3 sin 2 k A x + sin 3 k A x ) x

cos[^ - k I A X + k(n+l)c A t] . (C.10)

The amplitudes of the transmitted wave, A^, and of the spuri­
ous wave, A^, become

^  = 3 cos ~  - 3 cos + cos ^  , (C.ll)

^  = 3 sin ^  - 3 sin —  + sin . (C.12)A p P P

It can be seen that the transmissivity and/or reflec­
tivity of this open boundary condition depends only on the 
wave number of the impending wave. This property is very
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p = L/Ax
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F i g .  C . I .  R e l a t i v e  a m p l i t u d e  o f  t h e  s p u r i ­
o u s  w a v e  a s  a  f u n c t i o n  o f  t h e  w a v e  n u m b e r s  o f  
t h e  i n c i d e n t  w a v e .
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helpful because of the dispersive type of waves simulated 
in the numerical model. The relative amplitude |A^/A| of 
the spurious part of wave is plotted against the wave number 
p in Fig. C.I. It can be seen that for waves with wavelength 
larger than 5 Ax the reflectivity is satisfactory. In order 
to test this open boundary condition, a simple numerical 
experiment has been made for a one dimensional advection 
equation of the form

~  + u = g(x,t) . (C.13)

If g(x,t) is given by

g(x, t) = A k cos k ( x - c t ) [ ( u ^ - c )  + A s i n k ( x - c t ) ]  (C.14)

then u has the analytic solution

u = Ug + A sink(x - ct) . (C.15)

Over a finite span along the x-axis numerical solutions of 
(C.13) are obtained. Then the numerical solution is com­
pared with the analytic solution of (C.15) by computing the 
correlation coefficient between these two solutions. Although 
the finite-difference scheme adopted in the experiment does 
affect the correlation it is believed that the open boundary 
condition has the dominant effect because of the possibility 
of reflecting or transmitting waves. Consistent with the 
numerical scheme used in the study of the low-level jet 
simulation, the leap-frog scheme was used. Then

+ 2 At[g^ - Uj(^5+1 " ^j_i)/(2 Ax)] , (C.16)
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where the subscript and superscript have the usual meaning.
The constants used in the experiment are

A = 2. (m/sec) ,
C = 20. (m/sec) ,

At = 100. (sec) ,
Ax = 5000. (meters) , 
u^ = 10. (m/sec) , 

k = 2tt/L = 2tt/(pAx) ,
and

p = 6, 8, 10, 15.
At the first grid point j = 1, u is calculated according

to (C.4) and at the grid point j = 21 the open boundary
condition in (C.7) is used. At selected time steps the 
correlation between the numerical solutions and the analytic 
solution in (14) is evaluated. The definition of the cor­
relation coefficient is as follows:

2 Cov.CX^.Xgl^
P12 ^ Var.[X^lvar.[X2l ' (C.17)

where

Var.[X^l = E[(X^ - pi)2] , (C.18)

Var.EXg] = E[(X2 - ' (C.19)

Cov.BXi/Xg] = E[(Xi - Pi)(X2 - Pg)] . (C.20)

The sample space for the numerical solutions and for the 
analytic solutions are denoted by X^ and Xg, respectively.
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Table C.I. Correlation coefficients showing the relationship 
between analytic solutions and numerical solutions of the 
advection equation obtained with an open boundary condition; 
p is the wave number (p = L/Ax ).

t(sec) 6 8 10 1 5

1. X 10^ 0 . 9 6 6 0 . 9 9 2 0 . 9 9 8 1.000

2. X  10^ 0 . 9 2 7 0 . 9 4 2 0 . 9 8 4 0 . 9 9 8

3 .  X  1 0 ^ 0 . 9 5 9 0 . 9 8 0 0 . 9 7 9 0 . 9 9 2

4 .  X  1 0 ^ 0 . 9 4 5 0 . 9 9 1 0 . 9 9 0 0 . 9 9 1

5 .  X  1 0 ^ 0 . 9 5 3 0 . 9 7 8 0 . 9 9 7 0 . 9 9 2

6. X 10^ 0 . 9 4 9 0 . 9 5 6 0 . 9 9 2 0 . 9 9 6

7 .  X  1 0 ^ 0 . 9 6 4 0 . 9 8 6 0 . 9 8 7 0 . 9 9 7

8. X 10^ 0 . 9 5 3 0 . 9 8 6 0 . 9 8 6 0 . 9 9 7

9 .  X  1 0 ^ 0 . 9 3 8 0 . 9 7 6 0 . 9 9 1 0 . 9 9 7

1 0 .  X 1 0 ^ 0 . 9 8 0 0 . 9 6 8 0 . 9 9 4 0 . 9 9 6

1 5 .  X 1 0 ^ 0 . 9 4 5 0 . 9 8 5 0 . 9 9 2 0 . 9 9 6

2 0 .  X 1 0 ^ 0 . 9 3 7 0 . 9 7 8 0 . 9 9 2 0 . 9 9 6

2 5 .  X  1 0 ^ 0 . 9 7 8 0 . 9 8 4 0 . 9 9 2 0 . 9 9 5

3 0 .  X  1 0 ^ 0 . 9 4 9 0 . 9 7 7 0 . 9 9 2 0 . 9 9 5

3 5 .  X  1 0 ^ 0 . 9 3 9 0 . 9 8 3 0 . 9 9 2 0 . 9 9 6

4 0 .  X 1 0 ^ 0 . 9 7 8 0 . 9 7 7 0 . 9 9 2 0 . 9 9 5

4 5 .  X  1 0 ^ 0 . 9 4 9 0 . 9 8 3 0 . 9 9 2 0 . 9 9 6
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The means of the samples are denoted by and pg, respec­
tively, and E[ ] is the expectation operator. The ensemble 
of this statistic is for the twenty-one grid points. Since 
a computational mode is induced by the leap-frog scheme a 
time filter is used to control this mode. That is,

üj = (Uj^^ + 2 Uj + Uj”^)/4 . (C.21)

The barred variable Uj means the filtered value at time step
n and grid point j. The results of this experiment are shown
in Table C.I. The numerical values shown inside the table

2are the square of the correlation coefficient And the
symbol t represents the time after the initial integration. For 
waves with wavelength larger than 5Ax the numerical solution 
with an open boundary condition is quite satisfactory. This 
situation is maintained even after an integration of 12 hours. 
Thus, the open boundary condition in (C.7) is better than 
the Sommerfeld radiation boundary condition, when used in the 
finite-difference model. For practical use of the open 
boundary condition it is suggested that a stronger damping 
or low-pass filtering of the impending waves be employed 
near the open boundary such that it is insured that the 
impending waves have a wavelength larger than 5Ax.


