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APPLICATION OF THE DIFFUSION WIND ATMOSPHERIC
DISPERSION MODEL TO THE TULSA URBAN AREA

CHAPTER I 

INTRODUCTION

Public officials and the general populace are 
becoming more aware of the health risks associated with the 
various air pollutants endemic to modern industrial society. 
Many laws and regulations have been written during recent 
years. Some have even been enforced. This aspect of the 
environment may be regulated even more in the future, with 
air quality being checked more frequently for more pollutants.

Tools are required in order to accomplish the clean 
air goals which are being defined over a period of time by 
general consensus of the nation. Some of these tools are 
technological, such as more efficient pollution control 
equipment and new instrumentation for measurement of pollution 
concentrations and meteorological parameters. Some tools are 
conceptual, involving understanding and simulation of the 
processes involved in dispersion of air pollution and the 
prediction of resulting concentrations. Some tools are
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educational, such as methods which demonstrate to non- 
scientific viewers and readers the significant features of 
air pollution problems.

There is no single dispersion model which fulfills 
all of the varied needs of scientific researchers, decision 
makers, and the interested public. There are definite needs 
and opportunities for a variety of dispersion models. Most 
contemporary models are devised to predict concentrations 
over a short time period, such as 30 minutes, in which meteo
rological conditions and emission rates are constant, or to 
predict annual concentrations through climatological weight
ing of short-term periods. The diffusion wind atmospheric 
dispersion model fills a niche for dispersion models which 
predict patterns of concentration for periods from several 
hours up to a week or ten days. Such periods are long enough 
for conditions to vary, but short enough to create problems 
in weighting of short-term predictions.

The diffusion wind model has been devised to treat 
many problems of dispersion in a manner understandable to 
non-technical users. The model allows wind, stability, and 
emission variations in space and time, and contains options 
to allow examination of specific modeling questions. The 
time and space variation capability of the model make it very 
amenable to production of short films for visual presentation 
of results.

The basic diffusing method of the diffusion wind
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model was developed as part of my master’s degree thesis 
(Shannon, 1972). Input data and results of the model shown 
in the thesis were strictly simulations. At that time the 
diffusion technique was basically an engineering or practical 
approach to the prediction of dispersion; an explanation of 
the relationship of the diffusion wind model to other disper
sion models was not thoroughly developed.

In this research, the diffusion wind model is 
applied to the Tulsa, Oklahoma urban area, with real emission 
and meteorological data. Tulsa was selected because it is a 
city of medium size with only a few significant industrial 
sources, built upon relatively flat, homogeneous terrain, and 
isolated from heavy industrial regions. In addition, a good 
working relationship with personnel of the Tulsa City/County 
Health Board helped immensely in data acquisition. Results 
are compared to observed measurements of air quality, where 
available, and a theoretical basis of the model is developed.

A brief description of state-of-the-art dispersion 
models is given in Chapter II. The basic diffusion method of 
the diffusion wind model is then explained, along with key 
algorithms of the model. Input data requirements and output 
of results are explained. ,

Chapter III shows sensitivity tests for the diffusion 
wind model under different data and modeling assumptions. In 
general, one parameter or assumption is varied at a time and 
side by side spatial or temporal comparisons of predictions
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are shown.

Chapter IV compares predicted results from the 
diffusion wind model to observed pollution concentrations. 
Results are mixed, with some predictions quite close to 
measured values while others exhibit wide differences. Pos
sible sources of error are considered.

Techniques and potential for future applications 
and extensions of the diffusion wind model are analyzed in 
Chapter V. A method for rigorous calibration of the model 
for a particular city or urban region is discussed.

A summary of the research accomplished and conclu
sions drawn from results are given in Chapter VI. Mathe
matics of the relationship of the diffusion wind model to a 
Gaussian model, method of calculation of traffic emissions, 
and explanation of a climate generator for use in model simu
lations are shown in Appendices A-C, respectively.



CHAPTER II

THE DIFFUSION WIND ATMOSPHERIC 
DISPERSION MODEL

The diffusion wind atmospheric model was developed 
in order to meet the need for dispersion models which treat 
situations of a few hours to a week in duration, in which 
the temporal sequence of spatially varying meteorological 
parameters and the temporal patterns of emission are impor
tant. For short-term (=30 minute) prediction, current 
models do not treat temporal variations, while for long
term or annual prediction the temporal sequence of spatial 
variation is not important. Contemporary dispersion models 
are briefly examined in section A of this Chapter, with a 
look at the major features of Gaussian and box models.

In section B the diffusion wind model is shown to 
be most nearly a box model. A general description of the 
diffusion wind model is given, including the physical rep
resentation of the atmosphere and an explanation of the 
basic diffusion technique, the diffusion wind. A comparison 
is made to the diffusion method of the Particle-in-Cell 
technique (Sklarew, Fabrick, and Prager, 1971)•



The form and extent of the input data require
ments for the diffusion wind model are shown in section C, 
with particular emphasis given to meteorological data. 
Section D describes the output of prediction results of the 
model.

The key algorithms of the diffusion wind model 
are described in section E, including translation of box 
"clouds" of pollution, allocation of those clouds to the 
grid system, initial layer assignment of plume height 
(partly Gaussian), and time step determination. A technique 
for avoidance of a computational secondary diffusion mecha
nism is also given.

A. Contemporary Dispersion Models
State-of-the-art dispersion models have been 

classified by Singer and Preudenthal (1972) into two basic 
types. The most widely applied models are versions of a 
Gaussian plume, as described by Turner (1969). The key 
feature of the Gaussian model is the assumption that the 
pollutants in the plume are distributed in a Gaussian fash
ion about the plume centerline, both transversely and 
vertically. The parameters which describe the Gaussian 
distribution vary with distance downstream from the source 
and with stability. Application of the model is fairly 
simple, due to the fact that concentrations are predicted 
from an equation, and thus computation time is very short 
(for a single point prediction). The basic model contains
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a number of restrictive assumptions, such as a spatially 
and temporally constant wind, stability, and emission rate. 
Application of the Gaussian plume distribution theory to 
specific modeling questions has led to a number of modified 
Gaussian models. Among these are the Climatological Disper
sion Model or CDM (Busse and Zimmerman, 1973)a which uses a 
narrow plume (22.5°) hypothesis and is widely applied to 
predictions of annual concentrations, and the Tennessee 
Valley Authority (TVA) models (Montgomery, et al., 1973) for 
prediction of short-term maximum concentrations under specif
ic dispersion conditions of fumigation, plume trapping, and 
coning. The TVA models were developed from a combination of 
theory and observation.

The other basic dispersion model type is the box 
model, which is in large part an outgrowth of numerical 
weather prediction techniques. Box models represent the 
atmosphere with a grid, solve the turbulent diffusion equa
tion or some similar equation, and are often used to model 
temporal variations of emissions and meteorology: box models 
normally require iterative steps and more complex calcula
tions than Gaussian models. One of the most advanced box 
models is the Particle-in-Cell method of Sklarew, Fabrick, 
and Prager (1971). The model is based upon the use of 
Lagrangian mass points and disperses by solution of the 
turbulent diffusion equation.
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B. ' General Model Description 
The diffusion wind atmospheric dispersion model 

could be classified as a box model, although not strictly 
according to the definition of Singer and Preudenthal, 
since the model is not based upon the finite difference 
solution of an equation. The diffusion wind model depicts 
the atmosphere in multiblock layers. Pollution concentra
tions are represented by the mass of pollutant inside each 
block, and can easily be converted to micrograms per cubic 
meter values, the form most common in air quality regulations, 

The number of blocks along each of the horizontal 
axes is an input to the model, as is the number of layers.
The optimal choice for the extent of the modeled atmosphere 
should reflect the particular situation to which the model 
is being applied, as well as data availability and computer 
capability. Normally the two horizontal dimensions of 
blocks are equal, but the number of blocks along each axis 
may be varied because of asymmetry in source locations or 
wind direction frequencies. Depth of different layers can 
be varied, with shallow layers normally at the bottom of 
the modeled atmosphere. Grid block dimensions create a 
limit to spatial resolution of the air pollution field, and 
it is important to have the best resolution near the surface 
where people and air quality monitors are located.



The pollutant emission of a source enters the 
calculations of the model as a mass of pollutant per time 
step emitted into the proper block or blocks. The temporal 
resolution of an emission rate is thus bounded by the dura
tion of a time increment. The spatial resolution of source 
emission is limited by the block dimensions, as the diffu
sion wind model does not consider the relative position of 
a source within the block, once the emission is allotted or 
partially allotted to that block. Multiple sources inside 
a block are treated as a single source with emission rate 
equal to the combined multiple sources. Since the block is 
the limit of spatial resolution, all sources are treated as 
area sources at a specific elevation interval; thus they 
might be termed volume sources. Line sources can be approxi
mated by a linear combination of blocks, while point sources 
can be more finely modeled only by decreasing block dimensions.

The theory and algorithms of the diffusion wind 
model can be more easily explained if each block is visualized 
at the beginning of a time step as a separate cloud of pollu
tion, with the concentration constant inside the block. The 
total pollution field is thus constructed from the spatial 
combination of the block clouds.

The most interesting feature of the diffusion wind 
model, and the basis for the name of the model, is the tech
nique used to accomplish diffusion. Each block cloud is ex
panded in turn by "diffusion wind components", which trans
late the walls defining the cloud outward, thereby increasing
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cloud volume and decreasing the effective concentration.
The diffusion wind components (u^, v^, w^) correspond In 
orientation to the regular wind components (u, v, w) ; how
ever, the diffusion wind components have magnitude only, as 
the sign or direction Is determined by the diffusion algo
rithm. A cloud wall originally common to two different 
blocks would be translated outward according to whichever 
block was being diffused, and thus the direction of the 
diffusion wind component at that wall would not be uniquely 
determined. If the diffusion wind components are relatively 
large, the diffusion process Is rapid. If the diffusion 
wind components are relatively small, the diffusion process 
is slow. The key to calibration of the model is determina
tion of the proper magnitude for the diffusion wind compo
nents. A formula has been developed which relates the 
diffusion wind components to block dimensions, time Increment, 
and stability. The derivation of the formula Is shown In 
Appendix A.

After each of the pollution clouds has been ad- 
vected by the regular wind and diffused (expanded) by the 
diffusion wind, the results must be allocated back to the 
model grid. The allocation technique Is shown In section E.

There Is a similarity In the dispersion algorithm 
of the diffusion wind model and the dispersion method of the 
Partlcle-ln-Cell CPICK) technique CSklarew, et al., 1971)..
The PICK technique solves the turbulent diffusion equation.
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where x Is the pollutant concentration; x, y, and z are the 
Cartesian coordinates; t is time; ü, v,'and w are wind compo
nents; and K^, , and are eddy diffusivities• By defining
turbulent flux velocity components

further defining total equivalent transport velocity components

u^ =  u^ +  Û ,  v^ =  v ^ +  V ,  w^ = w^ + w, (3a-c)

and assuming the equation of continuity for an incompressible 
fluid

rearrangement of terms reduces the turbulent diffusion equation 
to

The mass particles move according to the total 
equivalent transport velocity components (u^, v^, w^), which 
are composed of the mean velocity field (ü, v, w) and the 
turbulent flux velocity components (u^, v^, w^). The magni
tude and direction of the turbulent flux velocity components
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are computed from the eddy diffusivities aasd. the concentration 
field.

The major difference between the Sklarew turbulent 
flux velocity components and the diffusion wind components is 
that the Sklarew components are a function of the concentra
tion field as well as being a function of the eddy diffusivi
ties, and the Sklarew components actually form a vector field. 
The diffusion wind components are a scalar function of sta
bility, time step, and block dimensions, aad are not related 
to the concentration field. A side benefit of that indepen
dence is that the diffusion wind model is Bot subject to the 
computational stability considerations of srast box models.

C. Data Requirements
The input data required for the diffusion wind 

model are of three general categories: parameters describing
the particular situation being modeled, meteorological data, 
and emission data. When the diffusion wind model is applied 
to an operational or historical situation, calibration is 
needed, This requires a fourth type of data, the measurement 
of air pollution concentrations over a specified averaging 
period at various locations.

Situation parameters include the number of layers to 
be modeled, the number of blocks along each horizontal axis, 
block dimensions, the pollutant being dispersed, meteorological 
treatment, whether the pollutant is deposited or reflected at 
the surface, duration and time of onset of modeled dispersion.
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chemical decomposition rate, which plume rise formula, which 
type of sources, fall speed, and nonmethane percentage of 
total hydrocarbons (for hydrocarbon dispersion).

The meteorological data depend upon the meteoro
logical treatment option. Observed twenty-four hour mean 
values may be input (speed and direction of the vector 
resultant of the twenty-four hourly observations, arithmetic 
average wind speed, and percentage of possible sunshine 
occurring), a series of three hourly data may be input (ob
served wind speed, wind direction, and cloud coverage), a 
fixed meteorological situation may be input, or the climate 
generator may be used to generate daily mean values. Wind 
speeds are expressed in meters per second.

The final form of meteorological data used in the 
diffusion wind model, as well as in most other dispersion 
models, are the wind field specified in space and time, and 
an indicator or indicators of the stability or mixing field 
specified in space and time. Wind speed and wind direction 
vary temporally and vertically in the diffusion wind model. 
The horizontal variations across Tulsa of wind speed and 
direction, though occurring in reality, are not known well 
enough to specify. The difficulty is practical and not 
theoretical. The average hourly variations of wind speed 
and direction, relative to the twenty-four hour resultant 
surface layer wind, are input for each layer. The variations 
were abstracted from Crawford and Hudson (1970), who analysed
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data collected on an instrumented television tower in Oklahoma 
City. Oklahoma City data were used because vertical variations 
of wind and stability from Tulsa observations are not available 
in a useful form.

Figure 1 shows the daily pattern of average wind 
speed for each level in the Crawford and Hudson study, while 
Figure 2 shows the daily pattern of average wind direction 
for each level. Average diurnal direction variation of the 
lower three levels was like that of the surface. The heights of 
levels 1-6 were 45, 90, 177, 266, 355, and 445 meters, respec
tively. Since midpoints of the layers of the diffusion wind 
model do not correspond to specific tower levels, interpolation 
was necessary when temporal patterns of variation relative to 
the daily surface means were abstracted.

When three-hourly surface observations are input, 
hourly surface values are obtained through interpolation.
The arrays containing the average daily variation patterns 
of wind speed and direction are then expressed relative to 
the hourly surface wind rather than to the daily resultant 
wind. If a fixed meteorological situation is input, the 
average wind variation arrays are not used.

Unless the Pasquill-Gifford stability class is 
specified, the hourly cloud coverage and layer wind speeds 
are used to compute a stability class for each layer in a 
manner similar to the classifications used by Turner (1969). 
Turner’s classifications, which are shown in Table 1, are 
used for the surface layer of the diffusion wind model, while
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Figure 1: Diurnal variations of mean wind speeds on an
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Figure 2: Diurnal variations of the resultant direction on
an annual basis for the surface level and levels 
4 and 6.
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the critical speed categories are arbitrarily increased 0.5 
meters per second for each successive class upward. Stabil
ity thus varies temporally and vertically.

TABLE 1.— Key to Stability Categories.

Surface Wind 
Speed (at 10 nO, 

m sec-i

Day Night

Incoming Solar Radiation Thinly Overcast 
or

N /8  Low Cloud
==3/8

CloudStrong Moderate Slight

< 2 A A-B B
23 A-B B C E F
3-5 B B-C c D E
S6 C C-D D D D

> 6 C D D D D
The neutral class, D, should be assumed for overcast conditions during 
day or night

(Class A is the most unstable; class P is the most stable.
Night refers to the period from one hour before sunset to 
one hour after sunrise. Strong incoming solar radiation 
corresponds to a solar altitude greater than 60 degrees with 
clear skies; slight insolation corresonds to a solar altitude 
of 15-35 degrees, with clear skies.)

Upward propagation with time of daytime instability 
and nightime stability, according to results shown by Goff 
and Hudson (1972) is accomplished by an algorithm which defines 
effective times of beginning and ending of solar heating which 
are one hour later for layers 3 and 4 than for layers 1 and 2, 
and an additional hour later for layers 5 and 6.
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Emission data which are input include point source 
stack parameters and emission rates for each pollutant 
(particulates, sulfur dioxide (SOg), nitrogen dioxide (NOg), 
hydrocarbons (HC), and carbon monoxide (CO)), traffic emissions 
by pollutant and square mile (method of computation discussed 
in Appendix B), and service station hydrocarbon emissions.
The daily and weekly variations in traffic and service 
station emissions, abstracted in part from Roth, et al. (1974), 
must also be input, in order that the average emission rate 
may be adjusted by hour and day of the week. Figure 3 illus
trates the location of Industrial point sources, with a back
ground of Tulsa features for orientation.

Pollution measurements available for comparison to 
model predictions consist of twenty-four hour average surface 
concentrations, except for carbon monoxide concentrations which 
are measured hourly.

D. Output of the Model
The output of the diffusion wind model can easily 

be varied, depending upon what information is desired.
Currently the surface layer concentrations, converted to 
micrograms per cubic meter (milligrams per cubic meter in 
the case of carbon monoxide), are printed or punched for 
each hour and for the daily average. For purposes of later 
three-dimensional plotting or objective analysis, the concen
tration for each layer could be stored on tape. Tape storage 
of fields is also necessary when movies are produced, because
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QUARRY

PIPELINE

Figure 3: Location of major industrial point sources in the 
Tulsa urban area. Dashed lines depict Arkansas 
River; solid lines depict major freeways. Grid 
points are one mile apart.
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of the large number of different concentration fields in the 
time sequence.

Most of the results shown in Chapters III and IV 
are presented as contoured fields of pollutant surface concen
tration over a background of the major Tulsa freeways and the 
Arkansas River. The same background was used in the movies 
from computer graphic presentation of model results. This 
was found to be a useful orientation aid for viewers.

E. Key Algorithms of the Diffusion Wind Model
1. Translation

Since the version of the diffusion wind model 
applied to the Tulsa urban area does not treat horizontal 
variations of wind and stability, the relative translation by 
the processes of advection and diffusion of the pollution 
clouds defined by the grid block walls is identical for each 
block within a particular layer. Advection is due to the 
regular wind components, while diffusion is due to the 
diffusion wind components. Each time the meteorology changes, 
translated wall positions relative to the initial positions 
must be computed only once for each layer. Translation 
positions for each block cloud in the layer are obtained by 
adding the grid positions of the blocks to the relative 
translation.
2. Allocation

After a translation step has occurred, the cloud of 
pollution which originally coincided with a grid block has a
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different position relative to the underlying grid system.
The pollution mass inside the cloud is allocated to the under
lying grid blocks according to the fraction of the volume of 
the cloud contained within each block. When all pollution 
clouds have been allocated and new emissions added to the 
proper blocks, the new pollution concentration field has 
been calculated. A two-dimensional example of the allocation 
routine is shown in Figure 4.

0 0

0 -* 2 
t

0 0 0

iT.« .16

; .36 .24

0 .48 .32

0 .72 .48

0 0 0

Pollution field at 
beginning of iteration 1. 
Total wind field shown 
for center block.

Prectionsl apportionment 
of pollution.

Pollution field at 
beginning of iteration 
1+ 1.

Figure 4: Two-dimensional example of block "cloud" allocation
technique.

The key to the allocation algorithm is determination 
of which of twenty-seven possible configurations, relative to 
the grid system, is assumed by a translated cloud. There are 
three possible configurations along each axis; opposite walls 
within the same grid interval, opposite walls in adjacent 
grid intervals, or opposite walls with a grid interval inter
vening. (A limitation on the time step prevents further 
separation.) The particular grid intervals containing the
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translated walls are determined along with the fraction of 
wall separation distance contained within each interval. The 
fractions are then used to compute volume fractions used for 
pollutant mass allocation.
3. Initial Layer Assignment

Early simulations performed with the diffusion wind 
model assigned the entire time step emission of a point source 
to the layer into which the plume was calculated to rise.
This algorithm, combined with the assumption that any emission 
into a block is evenly distributed throughout that block, 
caused the model to be discretely rather than quasi-continu- 
ously sensitive to changes in plume rise formula or meteoro
logical parameters. A change of formula caused no alteration 
in resulting surface concentrations until the plume was 
computed to lie within a different layer, at which time calcu
lated concentrations could change abruptly. Change in wind 
speed or stability always led to different predicted concen
trations, but that was solely due to changes in advection and 
diffusion until the change was enough to place the plume in 
a different layer.

An algorithm was developed to create an initial 
vertical plume spread. The plume is given a Gaussian distri
bution in the vertical, centered about the predicted plume 
height and with the vertical spread a function of stability. 
The initial vertical spread of the plume varies from 10 meters 
for the very stable case to 35 meters for the very unstable 
case. The range of the initial plume spread is arbitrary, but
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it is similar to initial spread in the CDM model. The emitted 
mass is allotted to the different layers according to the 
fraction of the Gaussian distribution contained within those 
layers. All of the plume may still be contained within one 
layer, particularly if the plume rises into the thicker upper 
layers, but results are considerably less sensitive to small 
changes in calculated plume height.

The model does not allow industrial point sources to 
have a plume height which is less than one half of the initial 
plume vertical spread for the stability class occurring. If 
there were no plume height minimum, low-level sources lacking 
a stack parameter value would always be placed in the lowest 
layer, regardless of its depth. This would lead to predictions 
being dependent upon the depth of the lower layer (and the 
implied volume). The value used for the minimum plume height 
was selected because it avoids initial deposition or reflection 
of the plume.

Emissions due to traffic and service stations are 
evenly distributed through the bottom three layers (35 meters). 
While the actual emissions are in the bottom layer, by the 
time emissions are blown into the next square mile the pollu
tants are distributed through a deeper layer. An initial 
depth of 35 meters was selected because it gave the best 
results.
4. Time Step Determination

When allocation and emission algorithms take place.
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the model assumes that any pollutant mass inside a grid block 
is evenly distributed throughout that block. Over a sequence 
of time steps, the assumption acts as a secondary diffusion 
mechanism, with the relative importance of the secondary 
mechanism increasing when advection of cloud walls is a 
small fraction of a grid interval.

In the case of pure diffusion, this secondary dif
fusion mechanism would cause a block cloud or a plume to be 
diffused outward along each axis one grid length per time 
step, regardless of the grid size. In order to minimize 
secondary diffusion, the time step should be such that a 
cloud wall is advected one grid interval. In such a case, if 
the diffusion winds were set equal to zero (no modeled dif
fusion), only pure advection would be occurring. Since wind 
speed varies by layer and normally by component in the layer, 
a single time increment will not satisfy the desired advection 
distance for all layers. The time increment is selected by 
dividing the maximum wind component of the fourth layer into 
the horizontal grid increment, then adjusting that quotient 
(in seconds) downward until an integer number of time steps 
occurs each hour. The fourth layer was selected as the 
critical layer because there are two thicker layers above 
with faster wind speeds and three thinner layers below with 
slower wind speeds. Some secondary diffusion still occurs, 
but the effect is minimized through use of a concentration 
threshold value. Until the mass of pollutant inside a block 
increases, via emissions or diffusion into the block, to the
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mass corresponding to the concentration threshold value, the 
diffusion algorithm is skipped for that block. This increases 
computation efficiency without decreasing prediction accuracy, 
because the diffusion of concentrations three or four orders 
of magnitude less than the field maximum is essentially noise.



CHAPTER III 

SENSITIVITY TESTING

The diffusion wind atmospheric dispersion model 
contains a number of modeling options; in this chapter al
ternatives are tested for their effect upon dispersion results. 
There are not enough observed data to show which of two 
modeling alternatives is more accurate, but the options which 
are most critical for results can be identified.

The first three modeling options examined depict 
physical processes of pollutant removal. These include surface 
reflection vs. deposition in section A, fallout vs. no fallout 
in section B, and chemical transformation vs. a chemically 
inert pollutant in section C. None of these options appears 
to greatly affect Tulsa results for values tested.

The addition of a seventh layer to the top of the 
model in section D showed no effect upon results. The same 
conclusion would not hold if more layers were created by 
subdividing some of the current lower and middle layers.

The ambient temperature is demonstrated in section E 
to have little effect upon plume rise computation and result
ing layer assignment, because the major Tulsa industrial 
sources tend to be relatively hot compared to the range of

25
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ambient temperatures for Tulsa. However, the choice of plume 
rise formula is shown in section P to be extremely critical 
in dispersion from elevated industrial sources. Holland’s 
formula always predicts a lower plume rise than Briggs’ 
formula and this leads to higher pollution concentration 
predictions.

Wind speed and wind direction are found to have 
more effect upon pollution dispersion from elevated point 
sources than does stability for the ranges tested. In large 
part this is due to the stability cases being neutral vs. 
stable night/unstable day. The daily average of the lat-ter 
case was probably close to neutral.

In section H the optional meteorological treatments 
are compared. In general, one would use the best available 
meteorological data, but the tests demonstrate the importance 
of accurate prediction of temporal and spatial wind variations.

In section I, the day of the week is shown to be 
most important for traffic-related pollutants. Examination of 
source types in section J serves mainly to identify traffic 
as the most important source of hydrocarbons in Tulsa.

A. Reflection vs. Deposition at the Surface
One of the options in the diffusion wind model is 

whether to allow deposition of pollution at the surface or to 
cause pollution to be reflected from that surface. Deposition 
is not just a process of the pollutant falling onto the ground 
The whole process of absorption by plants, buildings, earth.
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and human lungs can be included in the parameterization of 
diffusion, since (from the viewpoint of the dispersion modeler) 
the important aspect is how much pollutant leaves the atmo
sphere, and not the exact manner of removal.

Modeling of surface deposition or reflection is 
accomplished by the treatment of the bottom wall of translated 
pollution block clouds which are in the surface layer. If the 
wall position after a diffusion time step is located under the 
surface (as far as the model is concerned), then the ratio of 
the depth under the surface to the total cloud depth is the 
percentage of pollutant mass within that cloud which can be 
deposited during that time step. The spatial distribution of 
pollutant mass deposited can be calculated and stored, if 
desired. An example of calculated deposition is shown in 
Figure 5- If the bottom wall is repositioned at the surface 
after translation but before the allocation algorithm, then 
all of the pollutant mass is again above the surface and 
reflection is modeled.

Deposition leads to the maximum surface concentra
tion being less and being located closer to the source. Ex
amples of surface concentrations computed with and without 
deposition are shown in Figures 6a-d. The deposition in 
Figure 5 occurs under the dispersion situation depicted in 
Figure 6a.

In Figure 6 and other contoured pollution concentra
tion fields, circled values indicate observed concentrations
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PARTICULATE 2 4 -MR DEPOSITION 10 SEPT 7H
KILOGRAMS PER SCUARE MILE
MOLLANO ALL SOURCES 3-MRLT OBS
LOW CONTOUR VALUE=2.0 CONTOUR lNTEflVAL=2.0
RESULTANT HIND 1 4 5 /5 .2  AVG SPO 5 .5  SUNSMINE 0 .1 7

'Figure 5: Surface deposition of particulates.

(to be discussed in Chapter IV). The non-circled value in 
each concentration field is the maximum predicted value. All 
concentrations shown in this work are for the surface layer.
The twenty-four hour resultant surface wind is shown in degrees 
and meters/secondj the average wind speed is shown in meters/ 
second, and the sunshine is expressed as the ratio of sun
shine occurring to sunshine possible with clear skies. The 
minimum contour and the contour interval are given for each 
concentration pattern.



29

ALL SOURCESRPRTICULPTE Cy-MR AVG 10 SEPT 'y 
HOLLAND DEPOSITION 3-MRLT OSS 
RESULTANT NJNO iyS/S.2 fiVG SPO 5.5 
LC« CONTOUR VPLUE=G.O CONTOUR INTERVALES.0 
CONCENTRAT ;o,.j MICROCRPHS PER CL'S IC METER

PARTICULATE 2y-MR AVG 10 SEPT 7y ALL SOURCES 
HOLLAND REFLECTION 3-MRLT OBS 

SUNSMINE 0 .1 7  RESULTANT WIND iyS/5.2 AVG SPO S.S SUNSHINE 0 .1 7  
LOW CONTOUR V9LUE=S.O CONTOUR INTERVAL'S.0 
CONCENTRATION IN MICROGRAMS PER CUBIC METER

• 10

\  N

502 2y-MR AVG 10 SEPT 7y ALL SOURCES S02 2y-MB AVG 10 SEPT 7y ALL SOURCES
HOLLAND DEPOSITION 3-MRLT 035 HOLLAND REFLECTION 3-MRLT OBS
RESULTANT WIND INS/S.2 AVG 5PD 5.5 SUNSMINE 0.17 RESULTANT WIND iyS/5.2 AVG SPO 5.5 SUNSMINE 0.17 
LOW CONTOUR VALUE'S.0 CONTOUR INTERVAL'S.C LOW CONTOUR VALUE'S.0 CONTOUR INTERVAL'S.0
CONCENTRATION IN MICROCRAMS PER CUBIC METER CONCENTRATION IN MICROGRAMS PER CUBIC METER

Figure 6: Comparison of concentrations resulting from
surface deposition vs. surface reflection.
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B. Fallout
Fallout of pollutant is simply modeled by adding a 

downward bias to the translation of the top and bottom of 
pollution clouds. If the regular wind field is three-dimensional 
(if a w component is programmed), the fall speed acts as a 
bias on the vertical wind component. In the simulation of meso- 
scale dispersion of a cloud of radioactive particles (Shannon, 19.7̂ . 
fall speed varied with both layer and particle size. Layers 
were five kilometers thick, resulting in a considerable decrease 
in air density upward through the model layers, while particle 
size varied from 40 to 300 microns. Pall speed variations are 
not modeled for the Tulsa urban area because of the shallow 
model depth (usually 315 meters) and the lack of information 
on particulate size distribution. It would be inconsistent to 
model fall speed without modeling deposition. Examples of 
surface concentrations computed with and without a pollutant 
fall speed are shown in Figures 7a and 7b.

C. Chemical Transformation 
In previous simulations made with the diffusion wind 

model involving dispersion of a cloud of radioactive particles 
(Shannon, 197%), it was necessary to model radioactive decay 
of the particles. This was accomplished by scaling the pollut
ant mass downward each hour, rather than by scaling the radio
activity directly. The hourly scale factor was computed from 
a half-life term.
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PPPTICULPTE 2W-MB BVC 18 PUG 7q ALL SOUPCES PARTICULATE cH-Hfi PVC IS AUG 74 ALL SOURCES
rSLLAXC GEroSITIOM 3-MBLY OSS F3 . ICM/SEC HOLLAND DEPOSITION 3-HPLT CSS NO FALL SRC
RESULTANT kINO 1 C 4 /2 .8  PVC SFO 3 .8  SUNSHINE 0 .6 S  RESULTANT kiNO ’.0 4 /2 .8  AVG SFQ 3 .?  SUNSHINE 0 .65  
LOW CONTOUR VPLUE-5.0 CONTOUR INTERVAL'S.0 LOW CONTOUR VALUE'S.0 CONTOUR INTERVAL'S.3
CONCENTRATION IN KICFOCRBHS PER CUBIC METER CONCENTRATION IN KICfiCCF.AMS FEB CUBIC METER

Figure 7: Comparison of particulate concentrations calculated
with and without a particle fall speed.

Some of the pollutants modeled for the Tulsa area, 
particularly nitrogen dioxide and nonmethane hydrocarbons 
are known to be very active or reactive in the atmosphere.
The urban dispersion models which predict smog often have 
very involved chemical reactions in their programming 
(Roth, et al., 197%). If a simple approximation, even if a 
crude approximation, could be found for the effective removal 
rate of pollutant by chemical transformation, the process 
could be simulated in the diffusion wind model by an algorithm 
similar to the radioactive decay algorithm. A comparison of 
surface concentrations calculated with and without chemical
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transformation is shown in Figures 8a and 8b. Half-life for 
the decay case was arbitrarily set at one hour.

SH-nr BVC IS  JBM 7H BLL SOURCES N02 24-KB flVG IS  JBN 7M ALL SOURCES
hCLLPXC DEPOSITION 3-HRLY 03S ML IHR HOLLAND DEPOSITION 3-HSLT OS? NO DECAY
RESULTANT WIND 1 9 4 /3 .2  BVC SPC 3 .3  SUNSHINE 0 .4 4  RESULTANT WIND 1 3 4 /3 .2  BVC SCO 3 .3  SUNSHINE 0 .44
LOW CONTOUR VALUE=:0.0 CONTOUR INTERVBL*20.0 LOW CONTOUR VBLUE=10.0 CONTOUR INTErVAL'CO.O
CONCENTRATION IN  HiCRPGRPMS PER CUBIC METER CONCENTRATION IN MICROCPPPS FEB CUBIC METER

Figure 8: Comparison of nitrogen dioxide concentrations
with a one hour chemical half-life vs. no 
chemical decomposition.

D. Layer Number and Depth 
Early versions of the diffusion wind model contained 

three layers of depth 400 meters. Deep layers were used be
cause terrain effects led to vertical wind components which 
were within an order of magnitude of horizontal wind components. 
Shallow layers would have led to time steps of only a few 
seconds, and would have made twenty-four hour simulations much 
more time consuming in computation. The obvious drawback of
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the deep layers was the crude vertical resolution, since there 
were only three values to describe the vertical variation of 
air pollution concentrations.

The version of the diffusion wind model which was 
used to simulate dispersion of a cloud of radioactive particles 
contained eight layers, each of depth five kilometers. This 
did not cause a problem in prediction of surface concentrations 
because the modeled cloud was created by a high level source.

In the first adaptation of the model to the Tulsa 
urban area, five layers of depth 10, 20, 40, 80, and l60 
meters were used. This gave reasonable vertical resolution at 
the surface and total modeled atmospheric depth of 310 meters. 
Vertical placement of point sources after plume rise was still 
a bit coarse, since a plume rise to l40 meters left a plume 
within three layers of the surface, for example. The program 
was adjusted to allow for as many as ten layers, with depth 
of each layer as input data. Most simulations were performed 
using a six layer model (5, 10, 20, 40, 80, and 160 meters 
depth). The addition of a seventh layer of depth 160 meters 
made no noticeable difference in surface concentrations on a 
windy day, as can be noted in Figures 9a and 9h. The addi
tional layer or layers add to computation time. If more 
layers are used in future applications of the model, it 
would be better to subdivide the current layers rather than 
pile more thick layers on top of the modeled atmosphere, as 
the grid system is too small in horizontal extent for signifi
cant interaction between the surface layer and layers above
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315 meters, except for very low wind speeds

a.
502 21-MR OVC 16 JflN 73 ALL SOURCES 502 2 ‘1-Hfl flVG 16 JPN 73 ALL SOURCES
MOLLANO DEPOSITION 3-MRLT OBS 7 LATER5 MOLLANO DEPOSITION 3-HRLT OBS 5 LAYERS
RESULTANT HIND 1SU/5.Q AVG SPO 6 .1  SUNSHINE 0 .3 7  RESULTANT HINO IG U /S.O  AVG SPO 6.1  SUNSHINE 0 .3 7  
LOW CONTOUR VALUERS.0 CONTOUR INTERVBL=S.O LOW CONTOUR VALUE'S.0 CONTOUR INTERVAL'S.0
CONctNTRATION IN MICROCRAMS PER CUBIC METER CONCENTRATION IN  MICROGRAMS FEB CUBIC METER

Figure S: Comparison of sulfur dioxide surface concentrations
with and without a seventh layer.

E. Ambient Temperature 
For most processes of dispersion modeling, surface 

concentrations are affected not by the ambient temperature 
directly, but rather by the lapse rate or vertical gradient 
of temperature. In the computation of plume rise, however, 
the difference between the stack gas exhaust temperature and 
the ambient air temperature is a key factor in plume buoy
ancy, regardless of the particular plume rise formula.

Examination of stack parameters for Tulsa point 
sources shows that most sources, particularly those sources
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in the refinery complex, are relatively hot (575-800°K). 
Ambient temperatures for Tulsa are generally about 275-300°K. 
For a stack gas temperature of 600°K, using 275°K instead of 
300°K for ambient air temperature results in the temperature 
difference term changing by about 8%. The resulting change 
in computed plume rise would be even smaller.

Since Tulsa point source plume rise predictions are 
relatively insensitive to the ambient temperature, no attempt 
is made to model ambient temperatures other than by season. 
Seasonal ambient temperatures, beginning with winter, are 
273°K, 288°K, 300°K, and 288°K. Some plume rises computed 
for SOg point sources for winter (season 1) and summer (season 
3) are shown in Tables 2a and 2b. The initial layer assign
ments for the plumes are nearly identical.

F. Plume Rise
The two most widely used formulas for plume rise 

are those of Holland (1953) and Briggs (1971). Holland’s 
formula was developed from sources with stack diameters from 
1.7 to 4.3 meters and stack temperatures from 350 to 577°K 
(Turner, 1969), while Briggs' formula was developed mainly 
from the large stacks of power plants.

The formula of Holland is
V^d q TL-T,

Ah = -—  (1.5 + 2.68 X 10~j p d) ' (6)
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TABLE 2.—  Effect of Ambient Temperature Upon Plume Rise and 

Layer Apportionment [wind speed is for the surface 
layer).
ttOLV/kfO l»LUMC ntdC rUMMUCA

• IND ^.prro A.Q MCTFA5 Pf.R ütCüNO P*C SÎA01I.1TV CLASS p

STACK PARAMETERS
SOURCE EMISSION HOT OIAM TEMP VEL PLUME RISE PLUME HGT LAVER APPORTIONMENT
M T o /s rc M M K M/SEC M M 1 2 3 4 5 6

12* C.7 10.1 2.1 660. 9.4 IS.X 53.2 0.0 0.0 0.0 1.00 0.0 0.0
t2« 1.5 30.1 2.1 721. 3.5 5.8 43.9 0.0 0.0 0.03 0.97 0.0 0.0
I7* C.8 30.1 2.1 770. 2.4 4.2 42.3 0.0 0.0 0.05 0.95 p.o 0.0
12. 0.7 20.4 1.5 700. 5.7 5.7 26.1 0.0 0.0 0.97 0.03 b.o 0.0
!?• A.O 26.5 , !.-A 723. 4.7 5.8 32.3 0.0 0.0 0.70 0.30 0.0 0.0
12. 2.A 30.2 1.3 723. 5.1 3.9 34.1 0.0 0.0 0.54 0.46 0.0 0.0
12. 6.3 21.3 1.0 880. 9.2 12.1 33.4 0.0 0.0 0.62 0.38 0.0 0.0
12. 2.4 21.6 1.5 736. 4.0 3.9 20.5 0.0 0.0 0.99 0.01 0.0 0.0
12. 0.7 20.4 1.5 714. 5.2 5.0 25.4 0.0 0.0 0.99 O.Ol 0.0 0.0
12. 1.3 27.7 2.1 623. 4.1 6.3 34.1 0.0 0.0 0.54 0.46 0.0 0.0
12. 3.1 17.7 1.8 739. 3.5 4.6 22.3 0.0 0.05 0.95 0.0 0.0 0.0
12. 2.4 15.5 1.3 723. 5.4 4.1 19.6 0.0 0. 17 0.93 0.0 0.0 0.0
12. 11 C.l 42.7 1.4 800. 7.3 6.1 48.8 0.0 0.0 0.0 1.00 0.0 0.0
12. 16.9 29.0 1.4 723. 6.9 5.6 34.5 0.0 0.0 0.54 0.46 0.0 0.0
12. o.s 20.4 1.5 81 1. 4.8 4.8 25.3 0.0 0.0 0.99 0.01 0.0 0.0
12. 0.7 16.2 1.4 533. 3.8 2.7 18.9 0.0 0.23 0.77 0.0 0.0 0.0
12. 0 .9 33.0 3.2 578. 3.4 10.2 44.0 0.0 0.0 0.01 0.99 0.0 0.0
12. 1.0 15.2 1.5 578. 9.9 8.1 23.3 0.0 0.03 0.97 0.0 0.0 0.0

n 12. 23.A 02.3 3.5 578. 2.8 9.8 92.1 0.0 0.0 0.0 0.0 1.00 0.0
12. 5.9 25.9 1.1 578. 15.7 7.9 33.8 0.0 0.0 0.62 0.39 0.0 0.0

A 12. 5.0 42.7 2.6 717. 11.4 26.5 69.2 0.0 0.0 0.0 0.88 0.12 0.0
1 . 7.9 21.3 2.1 430. 10.7 12.8 34.1 0.0 0.0 0.54 0.46 0.0 0.0

3 It. 5.0 53.3 3.0 711. 3.2 9.7 63.1 0.0 0.0 0.0 1.00 0.0 0.0
9 11. 1.5 46.0 1.0 625. 3.6 4.2 50.2 0.0 0.0 0.0 1.00 0.0 0.0
<» 11. 5.0 15.2 0.9 708. 1.4 0.6 15.9 0.0 0.46 0.54 0.0 0.0 0.0
A 11. O.A 15.2 1 .4 767. 1.1 0.9 16.1 0.0 0.38 0.62 0.0 0.0 0.0

11. 0.4 15.2 1.4 717. 1.3 1.1 16.3 0.0 0.38 0.62 0.0 0.0 0.0
*» 11. 1.5 15.2 1.4 717. 1.7 1.4 16.6 0.0 0.38 0*62 0.0 0.0 0.0
o It. 0.4 15.2 1 .4 670. 1.5 1.2 16.5 0.0 0.38 0.62 0.0 0.0 0.0

II. 0.4 22.9 1.5 670. 1.2 1.2 24.0 0.0 0.01 0.99 0.0 0.0 0.0
11. 2.9 70.7 *«## ##** 0.3 0.0 70.7 0.0 0.0 0.0 0.83 0.17 0.0
S S. 1.0 61.0 0.6 570. 2.6 0.6 61.5 0.0 0*0 0.0 1.00 0.0 0.0

19 10. 0.1 59.1 5.5 444. 27.0 164.2 223.4 0.0 0.0 0.0 0.0 0.0 1.00
6 12. 40.5 30.5 1.2 34 3. 8.6 3.6 34.1 0.0 0.0 0.54 0.46 0.0 0.0

b.

SOURCE

■ INO 5Pfrr> 

EMISSION

6.0 MFTCB9 PFB SCCONO

STACK PARAMETERS 
HGT OIAM TEMP

P-G SIAHILITV CLASS 

VEL PLUME RISE

X> SEASON 3 

PLUME HGT LAYER APPORTIONMENT
X V G / V C M M K M/SkC M M 1 2 3 4 5 6
A* 12. 0.7 38.1 2.1 660. 9.4 14.4 52.5 0.0 0.0 0.0 1.00 0.0 0.0
8. 12. 1.5 33.1 2.1 721. 3.5 5.6 43.7 0.0 0.0 0.01 0.97 0.0 0.0
A. 12. C.9 30.1 2.1 770. 2.4 4.0 42.1 0.0 0.0 0.05 0.95 0.0 0.0
8» 12. 0.7 20.4 1.5 780. 5.7 5.5 25.9 0.0 0.0 0.99 0.01 0.0 0.0
8* 12. 4.0 26.5 1.8 723. 4.7 5.6 32.1 o.b 0.0 0.70 0.30 0.0 0.0
A. 12. 2.4 30.2 1.3 723. 5.1 3.7 33.9 0.0 0.0 0.62 0.36 0.0 0.0
A. 12. 6.3 21.3 1.0 000. 9.2 11.7 33.1 0.0 0.0 0.62 0.38 0.0 0.0
A# 12. 2.4 21.6 1.5 736. 4.0 3.7 25.4 0.0 0.0 0.99 0.01 0.0 0.0
A. 12. o.y 20.4 1.5 714. . 5.2 4.8 25.2 0.0 0.0 0.99 0.01 0.0 0.0
A. 12. 1.3 27.7 2.1 623. 4.1 6.0 33.7 0.0 0.0 0.62 0.38 0.0 0.0
8. 12. 3.1 17.7 1.8 739. 3.5 4.4 . 22.1 0.0 0.05 0.95 0.0 0.0 0.0
A. 12. 2.4 15.5 1.3 723. 5.4 3.9 19.5 0.0 0. 17 0.93 0.0 0.0 0.0
A* 12. 11 C.l 42.7 1.4 800. 7.3 5.9 48.6 0.0 0.0 0.0 1.00 0.0 0.0 '
8. 12. 16.9 29.0 1.4 723. 6.9 5.4 34.3 0.0 0.0 0.54 0.46 0.0 0.0
A# 12. C.5 20.4 1.5 011. 4.8 4.7 . 25.1 0.0 0.0 0.99 0.01 0.0 0.0
A. 12. 0.7 16.2 1.4 533. 3.8 2.6 18.7 0.0 0.23 0.77 0.0 0.0 0.0
A# 12. A.A 33.8 3.2 578. 3.4 9.5 43.4 0.0 0.0 0.03 0.97 0.0 0.0
A# 12. 1.0 15.2 1.5 570. 9.9 7.7 22.9 0.0 0.05 0.95 0.0 0.0 0.0
A«* 12. 23.8 02.3 3.5 570. 2.8 9.1 . 91.4 0.0 0.0 0.0 0.0 1 .00 0.0
A. 12. 5.9 25.9 1.1 570. 15.7 7.5 33.5 0.0 0.0 0.62 0.30 0.0 0.0
8. 12. 5.0 42.7 2.6 717. 11.4 25.3 60.0 0.0 0.0 0.0 0.95 0.05 0.0
8. 11. 7.9 21.3 2.1 430. 10.7 11.5 32.9 0.0 0.0 0.70 0.30 o'.o 0.0
8* 11. 5.0 53.3 3.0 711. 3.2 9.3 62.6 0.0 0.0 0.0 1.00 0.0 0.0
8# II. 1.5 46.0 1.0 625. 3.6 4.0 50.0 0.0 0.0 0.0 I .00 c.o 0.0
8« II. 5.0 15.2 0.9 708. 1.4 0.6 15.8 0. 0 0.46 0.54 0.0 0.0 0.0
8# II. 0.0 15.2 1.4 767. 1.1 0.9 16.1 0.0 0.30 0.62 0.0 0.0 0.0
8* II. 0.4 15.2 1 .4 717. 1.3 1.0 16.3 0.0 0.38 0.62 0.0 0.0 0.0
8* It. 1.6 15.2 1.4 717. 1.7 1.3 16.6 0.0 0.38 0.62 0.0 0.0 0.0
8« 11. 0.4 15.2 1.4 670, 1.5 1.2 16.4 0.0 0.38 0.62 0.0 0.0 0.0
8. II. 0.4 22.9 1 .5 678. 1.2 1.1 24.0 0.0 0.03 0.97 0.0 0.0 0.0
8. It. 2.9 70.7 #### *#** 0.3 0.0 70.7 0.0 0.0 0.0 0.83 0.17 OwO
8. 11. 1.0 61.0 0.6 578. 2.6 0.6 61.5 0.0 0.0 0.0 1.00 0.0 0.0
IO« 10. 0.1 59.1 5.5 444. 27.0 143.9 203.1 0.0 0.0 0.0 0.0 0.0 1.00
A. 12. 40.5 30.5 1.2 343. 8.6 3.2 33.7 0.0 0.0 0.62 0.38 0.0 0.0
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where Ah is the plume rise in meters,
Vg is the stack gas exhaust velocity Cm/sec), 
d is the stack diameter (m), 
u is the wind speed at stack height (m/sec), 
p is the pressure (mb),
Tg is the stack gas temperature (°K), and 
T_ is the ambient air temperature (°K).

3.

The plume rise computed from Holland’s formula is scaled by a 
factor which varies from .80 (very stable) to 1.20 (very un
stable), as recommended in Turner (19^9).

The formula of Briggs is

AH = £(3...5X»)^^3pl/3

P  = g  r / ( T ^ - T ^ ) T ^ ,

X »  =  I % p 5 / G  i f  p  £  5 5 ,

X* = if P > 55,

where g is the acceleration due to gravity (m/sec^),
Tg is the stack radius (m), 

and C is a constant [C=1.6 in the CDM model; in the 
TVA models, C is a function of stability and varies from 1.04 
(stable) to 1.60 (unstable)].

When Briggs’ formula was used in the diffusion wind 
model, C varied from 1.70 (very unstable) to 1.20 (very stable). 

A comparison of plume rise of significant Tulsa
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point sources of sulfur dioxide, computed from the formulas 
of Holland and Briggs, is shown in Tables 3a-3b. The dif
ferences in the calculated plume rises are accentuated by the 
low wind speed. It is noteworthy that the considerably 
greater rise computed from Briggs’ formula leads to the plume 
rising above the modeled atmosphere (depth 315 meters) in 
some cases when wind speed is low.

Using expected emission rates and the meteorology 
of a particular day (January l6, 1973), sensitivity tests 
were run showing the effect of plume rise formula upon 
twenty-four hour average surface concentrations. Contoured 
results are shown in Figures 10a and 10b. Since Holland’s 
plume rise formula gives a lower plume rise for the Tulsa 
point sources, the resulting concentrations for comparable 
tests are always higher than when using Brigg’s formula.

A comparison of the plume rise formulas, with a 
bit of manipulation, shows that they have a buoyancy factor 
in common, defined as B = V d^(T -T )/T . For plumes with

S S a. S

low buoyancy (F £  55), Briggs’ formula become

= 0(3.5*14)2/3(9.8/4)'f5B'75 ^

while for sources with large buoyancy (F > 55),.Briggs’ formula 
becomes

= 0 ( 3 . 5 * 3 4 ) 2 / 3 f q . 8 / 4 ) ' G B ' G  , C9)
u
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TABLE 3.— Comparison of Plume Rise and Layer Apportionment 

Resulting Prom Use of Formulas of Holland (a) and 
Briggs (b).

HOLLAK) PLUME RISE FORMULA

miHO SPEFO p.o METERS PER SECOND ,P-0 STABILITY CLASS D

STACK PARAMETERS
SOURCE EMISSION MCT OIAM TEMP VEL PLUME RISE PLUME HCT LAYER .APPORTIONMENT
A Y G/SCC M M K M/SEC M M 1 2 3 A 5 6
R. 12. 9.2 38.1 2.1 660. 9 . A A5.A 83.5 0.0 0.0 0.0 0.03 0.97 0.0
@ # 12. l.S 38. 1 2.1 721. 3.5 17.A 55.5 0.0 0.0 0.0 1.00 0.0 0.0
m. 12. C.9 39.1 2.1 779. 2.A 12.5 50.6 0.0 0.0 0.0 1.00 0.0 0.0
#. 12. C.7 20.A 1.5 788. 5.7 17.1 37.5 0.0 0.0 0.30 0.70 0.0 0.0
9 # 12. A.O 26.5 1.8 723. A.7 17. A AA.O 0.0 0.0 0.03 0.97 0.0 ‘ 0.0
9. 12. 2.A 30.2 1.3 723. 5.1 11.6 Al.R 0.0^ 0.0 0.08 0.92 0.0 0.0
9. 12. 9.3 21.3 1.8 960. 9.2 36.3 57.7 0.0* 0.0 0.0 1.00 0.0 0.0
9# 12. 2.A 21.6 1.5 736. A.O 11.6 33.3 0.0 0.0 0.62 0.38 0.0 0.0
9# 12. 0.7 20.A 1.5 71 A. 5.2 15.0 35.A 0.0 0.0 0.A6 O.SA 0.0 0.0
9. 12. 1.3 27.7 2.1 623. A.l 19.0 A6.8 0.0 0.0 0.0 I.00 0.0 0.0
9. 12. 3.1 17.7 1.9 739. 3.5 13.9 31.6 0.0 0.0 0.77 0.23 0.0 0.0
6« 12. 2.A 15.5 1.3 723. 5.A 12.2 27.7 0.0 0.0 0.95 o.os 0.0 0.0
9. 12. 110.1 A2.7 I.A 800. 7.3 18.A 61.1 0.0 0*0 0.0 1.00 0.0 0.0
9# 12. 16.9 29.0 l.A 723. 6.9 16.8 A S . 7 0.0 0.0 0.0 1.00 0.0 0.0
9. 12. Q.S 20.A 1.5 811. A . 8 1A.5 3A.9 0.0 0.0 O.SA 0.46 0.0 0.0
9# 12. 0.7 16.2 l.A 533. 3.8 8.1 2A.3 0.0 0.01 0.99 0.0 0.0 0.0
9. 12. 9.9 33.6 3.2 578. 3.A 30.6 6A.S 0.0 0.0 0.0 1.00 0.0 0.0
9. 12. 1.0 15.2 1.5 578. 9.9 2A.3 39.5 0.0 0.0 0.1 7 0.83 0.0 0.0
9. 12. 23.9 82.3 3.5 578. 2.8 29.3 11 1.6 0.0 0.0 0.0 0.0 1.00 0.0
9. 12. 9.9 25.9 1.1 578. 15.7 23.7 A9.6 0.0 0.0 0.0 1.00 0.0 0.0
9. 12. S.O A2.7 2.6 717. ll.A 79.5 122.1 0.0 0.0 0.0 0.0 1.00 0.0
0. II. 7.9 21.3 2.1 430. 10.7 38.3 59.6 0.0 0.0 0.0 1.00 0.0 0.0
9» 11. 5.0 53.3 3.0 71 1. 3.2 29.2 82.6 0.0 0.0 0.0 0.05 0.95 0.0
9. II. 1.5 A6.0 1.8 625. 3.6 12.5 * 58.5 0.0 0.0 0.0 1.00 0.0 0.0
9. 11. 5.0 15.2 0.9 709. l.A 1.9 17.1 0.0 0.30 0.70 0.0 0.0 0.0
9. It. 0.9 15.2 l.A 767. 1. 1 2.7 18.0 0.0 0.30 0.70 0.0 0.0 0.0
9. II. O.A 15.2 l.A 717. 1.3 3.2 18.A 0.0 0.23 0.77 0.0 0.0 0.0
9. 11. I.A IS.2 l.A 717. 1.7 A.2 19.A 0.0 0. 17 0.93 0.0 0.0 0.0
9. 11. O.A 15.2 l.A 678. 1.5 3.7 18.9 0.0 0.23 0.77 0.0 0.0 0.0
9. It. O.A 22.9 1.5 676. 1.2 3.5 26.A 0.0 0.0 0.97 0.03 0.0 0.0
9. 11. 2.9 70.7 #$#$ $#*$ 0.3 0.0 70.7 0.0 0.0 0.0 O.A3 0.17 0.0
9# 11 • 1 .0 61 .0 0.6 578. 2.6 1.8 62.7 0.0 0.0 0.0 1.00 0.0 0.0
1C. 10. 0.1 59.1 5.5 AAA. 27.0 A92.7 551.8 0.0 0.0 0.0 0.0 0.0 0.0
6. 12. AS.S 30.5 1.2 3A3. 8. 6 10.6 A1.3 0.0 0.0 o.na 0.02 0.0 0.0

8RICC5 PLUME RISE FOPMtlA

•INO SPEED 2.0 meters PER SECCNC P-G STABILITY CLASS & SEASON 1

stack parametersSOUOCF EMISSION MGT OIAM TEMP VEL PLUME PISE PLUME HGT LAYER APPORTIONMENTX V G/SFC M M K M/SEC M M 1 2 3 A 5 6A. 12. A.7 38.1 2.1 660* 9.C 200.6 238.6 0.0 0.0 0.0 0.0 0.0 1.008. 12. 1.5 38.1 2.1 721. 3.5 101 .6 139.7 0.0 0.0 0.0 0.0 1.00 0.09. 12. C.9 38.1 2.1 778. 2.A 80.0 118.1 0.0 0.0 0.0 0.0 1.00 0.0
9. 12. C.7 20.A 1.5 788. 5.7 93.2 113.6 0.0 0.0 0.0 0.0 i.ob 0.0
9. 12. A.O 26.5 1.8 723. A.7 97.3 123.8 0.0 c.o 0.0 0.0 1 .00 0.0A. 12. 2.A 39.2 1.3 723. 5.1 65.9 96.1 0.0 0.0 0.0 0.0 1.00 0.08# 12. 6.3 21.3 1.8 860. 9.2 173.1 19A.A 0.0 0.0 0.0 0.0 0.0 1.008, 12. 2.A 21.6 1.5 736. A.O 69.2 9C.8 0.0 . 0.0 0.0 0.0 1.00 0.0
9. 12. 0.7 20.A 1.5 71A. 5.2 83.2 102.6 0.0 0.0 0.0 0.0 I.00 0.08* 12. 1.3 27.7 2.1 623. A.l 106.1 133.9 0.0 0.0 0.0 0.0 1.00 0.08. 12. 3.1 17.7 1.8 739. 3.5 83.0 IOC.6 ' 0.0 c.o 0.0 0.0 1 .00 0.0
A. 12. 2.A 15.5 1.3 723. S.A 68.3 83.6 ‘ 0.0 0.0 0.0 0.03 0.97 0.0A. 12. 110.1 A2.7 l.A 800. 7.3 96.0 138.6 0.0 0.0 0.0 0.0 1.00 0.0A. 12. 16.9 29.9 l.A 723. 6.9 68.0 117.0 0.0 c.o 0.0 0.0 1 .00 0.08. 12. C.5 29.A 1.5 811. A. 8 8P.9 103.3 0.0 0.0 0.0 0.0 1.00 0.0
A. 12. 0.7 16.2 l.A 533. 3.8 A7.2 63.A 0.0 c.o 0.0 1 .00 0.0 o.«
A. 12. 8.8 33.8 3.2 578. 3.A 163.5 197.3 0.0 0.0 0.0 0.0 0.0 1.00A* 12. 1 .9 15.2 1.5 578. 9.9 112.A 127.6 0.0 . 0.0 0.0 0.0 1 «00 0.0A. 23.A 82.3 3.5 578. 2.6 160.9 2A2.2 0.0 0.0 0.0 0.0 0.0 1 .00A. 12. 5.9 25.9 1.1 578. 15.7 96.7 12A.6 0.0 0.0 0.0 0.0 1.00 0.0
A. 12. 5.0 A2.7 2.6 717. 1 l.A 293.0 335.7 0.0 0.0 0.0 0.0 0.0 0.09. It. 7.9 21.3 2.1 A30. . 10.7 158.9 180.2 0.0 0.0 0.0 0.0 0.0 1.009. 11 . 5.9 53.3 3.0 711. 3.2 160.9 21A.2 0.0 0,0 0.0 0.0 c.o 1.009. II. 1.5 A6.0 1.8 625. 3.6 73.6 lis.6 0.0 0.0 0.0 0.0 I .GO 0.09. 11. 5.0 15.2 0.9 708. l.A 1A.7 29.9 0.0 0.0 0.88 0.12 0.0 0.09. 11. 0.8 15.2 l.A 767. 1. 1 22.8 38.0 0.0 0.0 0.23 0.77 0.0 0.09. 11. O.A 15.2 l.A 717. 1.3 25.1 AO.3 0.0 0.0 0.12 0.88 0.0 0.09. 11. 1.6 15.2 l.A 717. 1.7 31.1 A6.3 0.0 0.0 0.0 1.00 0.0 0.0
9. It. O.A 15.2 l.A 676. 1.5 27.7 A3.0 0.0 0.0 0.05 0.95 0.0 0.09. II. C.A 22.9 1 .5 678. 1.2 27.7 SO .6 0.0 0.0 0.0 l.OC 0.0 0.09. II. 2.9 70.7 #*#* $**# 0.3 0.0 70.7 0.0 0.0 0.0 0.83 0.17 0.09. 11. 1.0 61 .0 O.A 578. 2.6 11.0 72.0 0*0 0.0 0.0 0.77 0.23 0.019. 19. 0.1 59.1 5.5 AAA. 27.0 911.1 970.2 0.0 0.0 0.0 0.0 0.0 0.06 * 12. A9.5 30.5 1.2 3A3. 8.6 37.9 68.A 0*0 0*0 0*0 0*92 0.08 0.0
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If we assume that the term T^/(d*(T -T )) iss s &
approximately 1, which is roughly the case for Tulsa sources, 
and assume neutral stability, Holland’s formula.becomes

B. (10)

With .constant C set at 1.5 for neutral stability, 
the ratio of Briggs' plume rise to Holland’s plume rise for 
low buoyancy is approximately

AH^/AH^ = IO/B'25 (11)

while the ratio for high buoyancy is approximately

AH^/AH^ = 15/B'* . (12)

The most buoyant point source is in block (10, 10), 
and it can be seen that the associated plume rises are more 
similar than any other case. The large differences in the 
two formulas is due mainly to their being developed from 
different stack parameter and plume rise observation data.

For the same day, surface concentrations resulting 
from adding biases of 20, 10, -10, and -20 meters to the 
plume rises computed for each formula are shown in Figures 11a- 
llh. The effect of a plume rise bias is greater for Holland’s 
formula, since the plume rises predicted by the formula of 
Holland are lower, but the use of a minimum plume height in 
the algorithm eases this somewhat.
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w

S02 24-Mm ftVC 16 JBN 73 ALL SOURCES S02 2U-HR BVG 16 JAN 73 ALL SOURCES
MOLLANO DEPOSITION MET VAR ABOUT 3-HR OBS BfllCGS DEPOSITION 3-HRLT OBS
RESULTANT WIND 1 8 4 /6 .D AVG SPD 8 .1  SUNSHINE D .37 RESULTANT WIND 1 B 4 /6 .D  BVG SPD 6 .1  SUNSHINE D .37  
LOW CONTOUR VALUE=S.O CONTOUR INTERVALES.0 LOW CONTOUR VALUE=S.O CONTOUR INTERVALES.0
CONCENTRATION IN MICBOGRAMS PER CUBIC METER CONCENTRATION IN  MICROGRAMS PER CUBIC METER

Figure 10: Comparison of sulfur dioxide concentrations for
Holland’s plume rise equation vs. Briggs’ plume 
rise equation.

The effect upon surface concentrations of doubling 
or of halving predicted plume rises are shown in Figures 12a-d. 
Since Briggs’ formula predicts higher plume rises, the effects 
upon surface concentrations of scaling Briggs’ predictions 
are more marked.

The most probable cause of error in operational 
prediction of plume rise is an inaccurate wind field. Since 
the predicted plume rise from each formula is inversely pro
portional to wind speed, an error in the predicted wind is 
more nearly akin to a scaling error in plume rise prediction.

As a conservative measure, Holland’s formula is used 
in most results of the diffusion wind model which are shown



42

S02 2%-MB BVG 16 JBN 73 ALL .SOURCES S02 2%-MR BVG 15 JBN 73 ALL SOURCES
R0LLBNO*20 DEPOSITION MET VAR ABOUT 3-RR OSS «LLP N 3*1D  DEPOSITION MET VBR ABOUT 3-HR OBS
RESULTANT HIND 1 8 4 /6 .0  BVG SPD 5 .1  SUNSHINE 0 .3 7  r-SULTAMT HIND 1 8 4 /6 .0  AVG SPD 6.1 SUNSHINE 0 .3 7
LOW CONTOUR VBLUE=S.O CONTOUR INTERVAL'S.0 LOW CONTOUR VALUERS.0 CONTOUR INTERVAL'S.0
CONCENTRATION IN MICROGRBMS PER CUBIC METER CONCENTRATION IN MICBOGRAMS PER CUBIC METER

S02 24-HR BVG 15 JBN 73 ALL SOURCES S02 24 MR AVG IS  JAN 73 ALL SOURCES
MOLLBNO-IO DEPOSITION MET VAR ABOUT 3-MR OBS HOLLAND-20 DEPOSITION MET VAR ASOUT 3-MR CcS
RESULTANT WIND 1 8 4 /6 .0  AVG SPD 6 .1  SUNSHINE 0 .3 7  RESULTANT WIND 1 8 4 /6 .0  AVG SPD 6.1 SUNSnlNE 0 .3 7
LOW CONTOUR VALUE'S.0 CONTOUR INTERVBL'IO.O LOW CONTOUR VALUE=S.O CONTOUR IN1EAVAL«20.0
CONCENTRATION IN  MICROGRBMS PER CUBIC METER CONCENTRATION IN  MICBOGRAMS PER CUBIC METER

Figure 11: Effect upon surface SOp concentrations of a bias
(in meters) in predicted plume rise for both 
Holland's and Briggs’ plume rise equation.
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\V

V. \

S02 2U-WR BVG 16 JBN 73 ALL SOURCES 502 2'1-HR BVG 16 JBN 73 ALL SOURCES
BRICGS'20 d e p o s it io n  3-RRLT OBS BRICGS'IO DEPOSITION 3-HRLY OBS
RESULTANT WIND 1 8 1 /6 .0  BVG SPD 6 .1  SUNSHINE 0 .3 7  RESULTANT WIND 1 6 1 /6 .0  BVG SPD 6.1 SUNSHINE 0 .3 7
LOW CONTOUR VBLUE=S.D CONTOUR INTERVALES.0 LOW CONTOUR VALUERS.0 CONTOUR INTERVSL=S.O
CONCENTRATION IN  MICROGRBMS PER CUBIC METER CONCENTRATION IN  MICROGRBMS PER CUBIC METER

502 21-MR AVG 16 JAN 73 ALL SOURCES 
BMlGCS-10 DEPOSITION 3-HRLY OBS 
RESULTANT WIND 1 B I / 6 .0  AVG SPD 6 .1

S02 21-HR BVG 16 JAN 73 ALL SOURCES 
BRI CCS-20 DEPOSITION 3-MRLY CSS 

SUNSHINE 0 .3 7  RESULTANT WIND 1 8 1 /6 .0  AVG SPD 6.1  SUNSHINE 0 .3 7
LOW CONTOUR VBLUE=5.0 CONTOUR INTERVAL'S.0 
CONCENTRATION IN MICBOGRAMS PER CUBIC METER

LOW CONTOUR VALUE'S.D CONTOUR INTERVAL'S.0 
CONCENTRATION IN  MICROGRBMS PER CUBIC METER

Figure 11 (continued).
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S02 SH-Mfl BVG 16 JBN 73 BLL SOURCES S02 24-MR BVG 16 JRN 73 ALL SOURCES
H3LLB:.'0-2 0EP03ITICN 3-HRLT OSS MOLLBNO*.S DEPOSITION 3-HRLT OSS
RESULTANT MIND 1 9 4 /6 .0  AVG SPD 6 .1  SUNSHINE 0 .3 7  RESULTANT MIND 1 8 4 /6 .0  AVG SPD 6 .1  SUNSHINE 0 .3 7  
L0J4 CONTOUR VBLUE=S.O CONTOUR INTERVAL'S.0 LOW CONTOUR VALUE'S.0 CONTOUR INTERVAL'S.0
CONCENTRATION IN  MICROGRBMS PER CUBIC METER CONCENTRATION IN MICROGRBMS PER CUBIC METER

N X

SO? 24-MR BVG 16 JBN 73 ALL SOURCES S02 24-KR BVG 16 JBN 73 ALL SOURCES
BRICGS-2 DEPOSITION 3-HRLT OBS BRIGGS".5 DEPOSITION 3-MRLT OBS
RESULTANT WIND 1 8 4 /5 .0  AVG SPO 6 .1  SUNSHINE 0 .3 7  RESULTANT WIND 1 8 4 /6 .0  AVG SPO 6 .1  SUNSHINE 0 .3 7
LOW CONTOUR VALUE'S.0 CONTOUR INTERVAL'S.0 LOW CONTOUR VALUE'S.0 CONTOUR INTERVAL'S.0
CONCENTRATION IN  MICROGRBMS PER CUBIC METER CONCENTRBTION IN MICROGRBMS PER CUBIC METER

Figure 12: Effect upon surface SO. concentrations of scaling
plume rise predicted by Holland’s and by Briggs’ 
equations by factors of 2 and 1/2.



45

in Chapters III and IV. Holland’s formula was developed 
from sources most like those of Tulsa.

G. Meteorological Factors 
The value of various meteorological factors is 

second only to emission rates in effect upon the air pollution 
concentration fields. Some comparison tests were made with 
one meteorological parameter varied each simulation. The 
parameters varied were wind speed, wind direction, and per
centage of sunshine. The surface concentrations resulting 
from a light resultant surface wind (1.5 meters/second) and 
from a strong resultant surface wind (7.5 meters/second) are 
compared in Figures 13a and 13b. The average wind speed was 
one meter/second stronger in each instance. The effect 
upon surface concentrations of a resultant twenty-four hour 
wind direction perpendicular to the refinery sources (which 
are oriented generally E-W in the model) and parallel to the 
refinery sources are shown in Figures l4a and l4b. The effect 
upon surface concentrations of the daily stability patterns 
implied by clear skies and by overcast skies are shown in 
Figures 15a and 15b. In the clear sky case, the strong 
radiative flux causes daytime instability and nocturnal 
stability, while overcast skies lead to neutral stability 
both day and night.
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Wa.
502 2q-MR PVC ALL SOURCES S02 2%-MR flVG BLL SOURCES
MCLLBNO DEPOSITION MET VBR ABOUT DAILY MEAN HOLLAND DEPOSITION MET VBR ABOUT DAILY MEAN
RESULTANT WIND 3 0 0 /1 .S AVG SPO 2 .5  SUNSHINE 0 .5 0  RESULTANT WIND 3 0 0 /7 .S BVG SPC 8 .5  SUNSHINE 0 .5 0  
LOW CONTOUR VALUE'S.0 CONTOUR INTERVAL'S.0 LOW CONTOUR VALUE'S.0 CONTOUR INTERVAL'S.0
CONCENTRATION IN MICROGRBMS PER CUBIC METER CONCENTRATION IN  MICROGRBMS PER CUBIC METER

Figure 13: Comparison of sulfur dioxide concentrations for 
light wind speeds vs. strong wind speeds.

a.
S02 2H-MR AVG ALL SOURCES S02 21-HR AVG ALL SOURCES
HOLLAND DEPOSITION MET VAR ABOUT DAILY MEAN HOLLAND DEPOSITION MET VBR ABOUT DAILY MEAN
RESULTANT WINO 1 6 0 /3 .0  AVG SPO 3 .0  SUNSHINE 0 .5 0  RESULTANT WIND 2 7 0 /3 .0  AVG SPD 3 .0  SUNSHINE 0 .5 0  
LOW CONTOUR VALUE'S.0 CONTOUR INTERVAL'S.Q LOW CONTOUR VALUE'S.0 CONTOUR INTERVAL'S.0
CONCENTRATION IN MICBOGRAMS PER CUBIC METER CONCENTRATION IN  MICROGRAMS PER CUBIC METER

Figure 14: Comparison of sulfur dioxide concentrations for 
wind blowing across sources vs. winds blowing 
along sources.
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 S02 2U-HR nVG ALL SOURCES
SC2 24-MR AVG ALL SOURCES HOLLAND DEPOSITION MET VAR ABOUT DAILT MEAN
HOLLAND DEPOSITION MET VAR ABOUT DAILT MEA _ RESULTANT WIND 3 0 0 /3 .D BVG SPO 3 .0  SUNSHINE 0 .0  
RESULTANT WIND 3 0 0 /3 .0  BVG SPD 3 .0  SUNSHINE 1 .0 0  CONTOUR VALUE=5.'o CONTOUR INT£flVAL=5.0

CONCENTRATION IN MICROGRBMS PER CUBIC METERLOW CONTOUR VALUE=5.0 CONTOUR INTERVflL=5.0 
CONCENTRATION IN MICROGRBMS PER CUBIC METER

FlSUFe 15 : Comparison of sulfur dioxide concentrations for
clear skies vs. overcast skies.

H. Meteorological Treatment 
For meteorology associated with a particular day 

(August 10, 1972) hourly concentration patterns and the mean 
daily pattern were obtained using three different meteoro
logical options. (Use of the climate generator would not 
pertain to a particular day.)

Hourly concentration patterns and daily means are 
shown in Figures l6a—d for several different blocks using 
each of the meteorological options. The blocks correspond to 
the three central circled observations in Figures 17a-c plus 
a block to the north at the upper edge of the grid. M indi
cates using mean daily conditions without a temporal variation.
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0.00 16. ou 3 0 .0 0 gy 00
502 PREDICTIONS BLOCK (9 ,1 1 )  15 JAN 71
METEOROLOGICAL TREATMENT: DAILY MEAN (M)
HOURLY VARIATION ABOUT DAILY MEpN (XJ 
HOURLY VARIATION ABOUT 3-HR OBSCO)

o o

0.00 y.Qo
®’““ hour*^‘““ 16 .00 SO.DO sy.oo

502 PREDICTIONS BLOCK(9 .1 3 )  15 JAN 7U
METEOROLOGICAL TREATMENT: DAILY MEANTM)
HOURLY VARIATION ABOUT DAILY MEANtX) 
HOURLY VARIATION ABOUT 3-HR OBSCO)

Figure l6; Effect of meteorological treatment upon modeled surface concentrations a t  
various points. '
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METEOROLOGICAL TREATMENT: DAILY MEANIM)
HOURLY VARIATION ABOUT DAILY MEAN (X) 
HOURLY VARIATION ABOUT 3-HR OBS (0)

Figure 16 (continued)
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HOURLY VARIATION ABOUT 3-HR OBS(0)
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X indicates annual average temporal and vertical variations 
about the daily mean conditions, and 0 indicates use of the 
three-hourly observations. Emissions are given their normal 
temporal variations. The spatial pattern of the twenty-four 
hour average concentrations is shown for each treatment in 
Figures 17a-c.

The highest maximum concentration was predicted 
by the use of the time invariant mean daily meteorology, be
cause plume orientation did not vary. If the emissions had 
been constant in time, the plume would have been more narrow.

There was general agreement between the patterns 
predicted by the average meteorological variation about the 
daily mean and the three-hourly observations. This is 
particularly true for block (9, 20), depicted in Figure l6c, 
which was the farthest from the major sources.

I. Day of Week 
The effect upon industrial emissions of the day of 

the week is very much a function of the industry. The re
fineries in the Tulsa area have been essentially continuous 
sources since the energy and gasoline "crunches" began. On 
the other hand, tne particulate-producing quarries in the 
northeastern section of the urban area are basically 8-10 hour 
operations weekdays and in some cases, Saturday.

Traffic and resulting emissions have the familiar 
double-humped morning and evening rush-hour daily pattern
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SC2 ZW-MR OVG IS  JflN 71 BLL SOURCES 502 21-MR BVG IS  JBN 71 BLL SOURCES
MOLLBHO DEPOSITION MEBN OBILT MET HOLLBNO DEPOSITION ' VBR B80UT MEBN DBILT MET
RESULTBNT KIND 1 9 1 /3 .2  BVG SPO 3 .3  SUNSHINE D .11 RESULTANT HIND 1 9 1 /3 .2  AVG SPO 3 .3  SUNSHINE 0 .1 1  
LOW CONTOUR VBLUE=S.O CONTOUR INTERVAL'S.0 LOW CONTOUR VALUE'S.0 CONTOUR INTEHVBL'S.O

3NCENTRBTI0N IN MICROGRBMS PER CUBIC METER CONCENTRATION IN  MICROGRBMS PER CUBIC METER

S02 21-MR BVG IS  JBN 71 ALL SOURCES 
HOLLAND DEPOSITION 3-MRLT OBS
RESULTANT WINO 1 9 1 /3 .2  AVG SPD 3 .3  SUNSHINE 0 .1 1  
LOW CONTOUR VALUE'S.0 CONTOUR INTERVAL'S.0 
CONCENTRATION IN  MICROGRBMS PER CUBIC METER

Figure 17 : Comparison of sulfur dioxide concentrations for 
different meteorological treatments.
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Monday through Friday, while weekend patterns are much 
harder to define. The fact that much of the weekend traffic 
is discretionary and recreation-related creates difficulties 
in predicting an accurate pattern.

The difference in model simulations of dispersion 
from traffic and service station emissions for a weekday and 
a Sunday are shown in Figures l8a-l8b. The weekday/weekend 
variation would be greatest for the basic automobile pollutants 
(NOg, HC, and CO) and least for SO^, which is emitted mainly 
by continuous industrial sources.

J. Source Types
The three source types in the diffusion wind model 

as applied to Tulsa are industrial sources, mobile sources 
(traffic), and service stations (hydrocarbons only). Sulfur 
dioxide and particulates are produced mainly by industrial 
sources, while nitrogen dioxide, hydrocarbons, and carbon 
monoxide are mainly the result of traffic. Traffic sources 
are more general throughout the grid and result in pollution 
concentration patterns which are less a function of wind 
direction than in the case of SOg, which is mainly produced 
by elevated sources in a small section of the grid. The 
hydrocarbon concentrations for a given meteorological situa
tion for traffic and service station emissions and for 
industrial emissions are shown in Figures l8a and l8c, 
respectively. The cumulative effect is shown in Figure l8d.



53

HC 2q-HB BVG HEEKDBT TRAFFIC AND S .S . HC SU-HR BVG SUNDAY TRAFFIC AND S .S .
DEPOSITION NON-METHANE.25 ML 2HRS DEPOSITION NON-METHANE.25 ML 2MRS
RESULTANT WINO 3 1 0 /4 .0  AVG SPD 7 .0  SUNSHINE 0 .9 5  RESULTANT WINO 3 1 0 /4 .D AVG SPD 7 .0  SUNSHINE 0 .3 5  
LOW CONTOUR VALUE=5.0 CONTOUR lNTERVRL=iq.O LOW CONTOUR VALUE=5.0 CONTOUR INTERVAL=10.0
CONCENTRATION IN  MICROCRAMS PER CUBIC METER CONCENTRATION IN MICROGRBMS PER CUBIC METER

HC 24-MR AVG WEEKDAY INDUSTRIAL MC 24-MR BVG WEEKDAY ALL SOURCES
HOLLAND DEPOSITION NON-METHANE.25 ML 2HRS HOLLAND DEPOSITION N0N-KETHBNE.2S ML 2MRS
RESULTANT WINO 3 1 0 /4 .0  BVG SPD 7 .0  SUNSHINE 0 .9 5  RESULTANT WINO 3 1 0 /4 .0  AVG SPD 7 .0  SUNSHINE 0 .9 5  
LOW CONTOUR VALUE’ S .0 CONTOUR IN7£RVAL.*5.*0 LOW CONTOUR VALUE’ S .0 CONTOUR INTERVBL’ IQ.O
CONCENTRATION IN  MICROGRBMS PER CUBIC METER CONCENTRATION IN MICROGRBMS PER CUBIC METER

Figure l8 Effects of the day of the week and type of 
source upon hydrocarbon concentrations.



CHAPTER IV 

COMPARISON TO OBSERVED DATA

A vital part of the calibration and acceptance of 
dispersion models and other predictive models is compari
son of predicted and observed values. It would be ideal to 
have a great quantity of observed data in both space and time 
so that statistical statements could be made about the
accuracy of the diffusion wind atmospheric dispersion model. 
During twenty-four hours of dispersion of a pollutant over
the Tulsa urban area, the diffusion wind model predicts 
22 X 20 X 24 = 10,560 hourly surface concentrations. However, 
in most cases, there are no observed data to compare with 
predictions because most measurements of air quality are 
made only every third day. On the days with observations, 
there are no more than a half dozen average daily values,- 
and in most cases no more than two or three. The exception 
to this is carbon monoxide, which has hourly average values 
at a single point. The complete space/time prediction 
capability of the diffusion wind atmospheric dispersion model 
cannot be calibrated by the available air quality data, but 
some tentative conclusions can be made. Section A contains 
comparisons of predicted and observed daily averages, while
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section B looks at hourly results.

A. Bally Averages 
Many of the sensitivity tests involving twenty-four 

hour average concentrations were made using observed meteoro
logical data on days with air quality measurements. The 
observed concentrations are shown plotted and circled on the 
contoured concentration fields, when applicable. The results 
are also summarized in Table 4.

The most accurate predictions shown in Table 4 are 
nitrogen dioxide predictions for January 15a 1974. This is 
true both with and without the half-life factor. Nitrogen 
dioxide is emitted mainly by widespread traffic sources; 
thus the resulting patterns are not greatly influenced by 
wind direction, since there is no single plume to orient.
Wind speed and vertical mixing are still quite important, but 
the most important factor is accuracy of emission inventory. 
Results indicate that the Tulsa nitrogen dioxide emissions 
are fairly accurately modeled.

Sulfur dioxide predictions for the same day are 
not -modeled as accurately as nitrogen dioxide. Sulfur dioxide 
is mainly emitted from elevated point sources. A look at 
Figure 17 indicates that the wind field may have veered 
(rotated clockwise) more than the average value predicted by 
the model. It should also be pointed out that measurements 
are made at a point, while predictions are square mile 
averages.



TABLE — Comparison of Observed and Predicted Twenty-four Hour Average Concentrations.

Date 
7 Mar 73

15 Jan 74

Figure
22b
22a

8a-b

Pollutant Observed Predicted
802CO

NO 2

17a-c 80:

18 Aug 74 7 a—b Part

10 Sept 74 6a Part.

21
3.2

91174
44

107

21
28
<5
<5

33
29

29
27
74
274l
4737
29

14
1.6

93176
9118

13
8

<5
15

11
1
21
13,
135
71

1512
3
2

Option
Predicted

half-life 1 hour
 8Ô

160
7

107
mean dally 

met.
12 

. 17
<5 
13

fall speed 
.1 cm/sec. 

13 1 
23
1314 
6

var. about mean 
dally met.

12
8

<5
14

VJ1a\

(Units mlcrograras per cubic meter except for CO, which Is milligrams per cubic meter. 
Normal options: Holland plume rise formula, 3~hourly meteorological observations, no 
fall speed or chemical decay.)
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The sulfur dioxide prediction on March 7 > 1973 was 
fairly accurate, but a single observation prevents any in
ference about spatial accuracy of prediction. The carbon 
monoxide prediction of the daily average was off by a factor 
of 2, but again the comparison of a point value to an area 
average prediction may be the cause. One can nearly always 
obtain lower carbon monoxide readings by locating the sensor 
further away from nearby streets.

There seems to be very little accuracy or representa
tiveness in prediction of particulate constructions. This is 
mostly an emission inventory problem. Many urban particulate 
sources, such as unpaved roads and construction sites, do 
not show up in the data. The most inaccurate predictions are 
those of September 10, which was a windy day. It appears that 
particulate emission data for Tulsa should contain an area 
source array which increases emissions with increasing wind 
speed. Much of this wind dependent emission is dust from 
such sources as fields, yards, and playgrounds.

B. Hourly Averages
Since hourly observations of carbon monoxide con

centrations are available, hourly surface results of the 
diffusion wind model for the square mile containing the CO 
sensor are compared with observed values. The daily patterns 
for March 7, 1973 are shown in Figure 19. It is apparent 
that the dominant feature is the diurnal traffic pattern, 
since the major hump is the morning rush hour, when emissions
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16.00a. 00 12.00 20.000.00 H O U R
PREDICTED VS. OBSERVED HOURLY CO PATTERNS 
7 MAR 73 BLOCK fl2,13) MILLIGPAMS/CUBJC METER 
PREDICTED CONCENTRATION CXI 
OBSERVED CONCENTRATION CO)

Figure 19: Comparison of predicted vs. observed carbon 
monoxide hourly concentrations.
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are high and dispersion is poor. The evening rush hour is 
much less marked, even in the modeled results, because dis
persion conditions are better. The increase in the morning 
maximum of the observed concentrations (15 mg/m ) over that 
of the modeled concentrations (4 mg/m^) is due to the fact 
that the observed concentration is an average at a point 
near a large line source, while the modeled concentration 
is a square mile average.

The spatial pattern of the carbon monoxide con
centration field is shown at three-hour intervals in Figures 
20a-20h. The location of the maximum concentration is not 
greatly shifted by the wind, since the peak is closely 
related to the downtown traffic peak, but the general orienta
tion of the CO pattern does shift.

The spatial pattern of the sulfur dioxide concentra
tion field, also for March 7j 1973 is shown at three-hour 
intervals in Figures 21a-21h. There is only a daily average 
with which to compare the modeled values, but it is instructive 
to note the wide variation in some of the hourly concentration 
patterns from which the daily average pattern is computed.
The predicted hourly patterns vary widely with changes in the 
observed wind. This is due to the sources being, basically 
elevated point sources which are located in a relatively 
small area of the grid. If the horizontal block dimensions 
were doubled, the sulfur dioxide sources could almost be 
combined into a single equivalent source.
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a.
CO «BLT BVG 7 HflB 73 C300 CST
k:KC 3CQ/2.1 H/SEC CLEAR 
CCMCENTBBTIGN IN MILLIGRAMS PER CUBIC METER 
LCk CCNTCUB VBLUE»0.5 CONTOUR INTEHVflL-1.0

CO MRLT BVG 7 MBB 73 0600 CST
WINO 2 5 0 /1 .S M/SEC CLEAR 
CONCENTRATION IN MILLIGRAMS PER CUBIC METER 
LOW CONTOUR VBLUE=O.S CONTOUR INTERVBL«1.0

\\

CO MRLT BVG 7 MAR 73 0900 CST
WINO 2 0 0 /1 .5  M/SEC CLEAR
CONCENTRATION IN MILLIGRAMS PER CUBIC METER
LOW CONTOUR VALUE«O.S CONTOUR INTERVAL>1.0

CO MRLT AVG 7 MAR 73 1200 CST
WINO 1 5 0 /3 .1  M/SEC CLOUO COVER .2 0  
CONCENTRATION IN MILLIGRAMS PER CUBIC METER 
LOW CONTOUR VALUE=O.S CONTOUR INTESvRL=1.0

Figure 20; Hourly carbon monoxide concentrations at three, 
hourly intervals.
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■

N N

CO MRLT flvc 7 MAR 73 1500 CST
Ml M3 M O /3 .1  M/SEC CLOUD COVER .2 0  
CONCENTRATION IN  MILLIGRAMS PER CU31C METER 
LCW CONTOUR VRLUE=C.S CONTOUR INTERVAL=1.0

CO MRLT AVG 7 MAR 73 1800 CST
klNO 1 :0 /3 .6  H/SEC CLOUD COVER .8 0  
CONCEN'BATION IN  MILLJCrAMS PER CU3IC METER 
LOW CONTOUR VRLUE=O.S CONTOUR 1N''ERVBL = 1.0

CO MRLT AVG 7 mar 73 2100 CST
-IM S  3 0 0 /2 .6  M/CEC CLOUO COVER .9 0  
c o n c en tr a tio n  n  MIILICRAMS PER CUBIC METER 
L.OW CONTOUR VALUE'O.S CONTOUR IN TER VA L'!.0

C3 MRLT AVG 8 MAR 73 0000 CST
WIND 1 1 0 /4 .1  M/SEC CLOUO COVER .6 0  
CONCENTRATION IN MILLIGRAMS PER CUBIC METER 
LOW CONTOUR VRLUE-3.5 CONTOUR INTERVAL'!.0

Figure 20 (continued)
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i02 tlPLT PV3 7 H W  73 0300 CST
WIKD 300/2.1 M/SEC CLEPR
:r;;ENT.=PTirj ;« «jcRocPfii's te p clisjc «e t e p
L:k :3NT':3n Vh LÜE*î.O CO'lTOlifi IN:EfiVBL = lû.O

ï02 HP.LÏ PVC 7 HPfl 73 0500 CST
WINO 200/1.5 H/SEC CLEBR
CONCENTRATION IN KlCfiCCRflHS PEO EUS1C METER 
LOW CONTOUR VfiLUE=5.0 CONTOUR lN'iERVflL*10.Q

502 MRLT AVG 7 MRR 73 0900 CST
WINO 200/1.5 M/SEC CLEAR
CONCENTRATION IN MICROGRAMS PER CUSIC KETER 
LOW CONTOUR VALUE'S.0 CONTOUR lNTEflVRL=10.0

502 MRLT AVG 7 MAR 73 1200 CST
WINO 150/3.1 H/SEC CLCUO COVER .20 
CONCENTRATION IN MICROGRAMS PER CUBIC METER 
LOW CONTOUR VALUE'S.0 CONTOUR INTEBVflL'10.0

Figure 21: Hourly sulfur dioxide concentrations at three- 
hourly intervals.



63

S02 tiBLT BVG 7 MAR 73 1500 CST
WINO 1 1 0 /3 .1  M/SEC CLOUD COVER .20  
CONCENTRATION IN MICROGRAMS PER CUBIC METER 
LOU CONTOUR VALU E 'S .0 CONTOUR INTERVBL'IO .O

S02 MRLT BVG 7  MAR 73  1800 CST
WINO 1 1 0 /3 .6  M/SEC CLOUO COVER .8 0  
CONCENTRATION IN  MICBOGRAMS PER CUBIC METER 
LOW CONTOUR V A LU E 'S .0 CONTOUR INTERVBL'IO.O

332 MRLT SVC 7 MAR 73 2100 CST
WINO 0 3 0 /2 .5  M/SEC CLOUO COVER .9 0  
c o n c e n t r a t io n  i n  MICROGRAMS PER CUSIC METER 
LOW CONTOUR V A LU E 'S .0 CONTOUR INTERVAL»IQ.O

S02 MRLT BVG 8 MAR 73 0000 CST
WINO 1 1 0 /1 .1  M/SEC CLOUO COVER .5 0  
CONCENTRATION IN  MICROGRAMS PER CUSIC METER 
LOW CONTOUR V A LU E 'S .3 CONTOUR INTERVBL'IO.O

Figure 21 [continued).
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Mean daily concentrations for March 7, 1973 of CO 
and SOg are shown in Figures 22a and 22b. Since there was so 
much variation in dispersion patterns from hour to hour, the 
maximum predicted SO^ twenty-four hour average concentration 
(l4 micrograms/meter^) is much less than the predicted

Omaximum hourly concentrations (24-63 micrograms/meter^).

CO 24-MR AVG 7 MAR 73 ALL SOURCES S:2 MRLT PVG 7 d fifl 73  ALL SOURCES
HOLLAND REFLECTION WEEKDAY 3-MRLT OBS MSLLf-NO DEPOSITION 3-tlPLY 033
RESULTANT WINO 1 3 5 /1 .2  BVG SPO 2 .7  SUNSHINE 0 .7 0  RESULTANT WIND 1 3 5 /1 .2  AVC SCO 2 .7  SUNSHINE 0 .7 0
LOW CONTOUR VALUE=0.S CONTOUR 1NTEBVAL=1.0 LOW CONTOUR VALUE'S.0  CONTOUR INTERVAL'S .0
CONCENTRATION IN MILLIGRAMS PER CUBIC METER CONCENTRATION IN MICROCRfiMS PER CUBIC METER

Figure 22: Average daily concentrations of carbon monoxide
and sulfur dioxide. ■ ■



CHAPTER V

EXTENSIONS AND MODIFICATIONS OF THE 
DIFFUSION WIND MODEL

The development of the diffusion wind atmospheric 
dispersion model is not limited to the level described in 
this dissertation, nor are the uses of the model confined to 
those shown.

The treatment of meteorological and emission para
meters can always be made more involved, but the additional 
computation cost and effort should be weighed against tiie 
expected increase in accuracy or spatial and temporal resolu
tion of prediction. This is particularly necessary when 
certain meteorological or emission variations are known to 
exist, but are not known or understood enough to estimate or 
specify from available data. The error in estimation of 
variations may actually cause the quality of the predictions 
of the model to decrease. Modeling of horizontal meteoro
logical variations are examined in this light in section A.

Often in environmental assessments necessary for 
industrial construction or operation, a single point source 
is modeled. The only predictions may be for that single 
source, although regulatory agencies may examine existing
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air quality in order to determine the maximum allowable 
pollution increment. Recommended modification of the dif
fusion wind model for examination of a single source are 
given in section B.

Scaling down of the diffusion wind model for 
prediction on the scale of a central business district or 
street intersection is analyzed in sections C and D, while 
increasing the scope of the model for synoptic scale dis
persion prediction is analyzed in section E.

Finally, operational or regulatory use and planning 
use of the diffusion wind model are examined in section F and 
G. Emphasis is given in operational use to thorough cali
bration of the model.

A. Horizontal Meteorological Variation 
In development of the diffusion wind model (Shannon, 

1972), the wind and stability fields varied horizontally as 
well as vertically and temporally. The horizontal variation 
was due to modeling of mountainous terrain and the resulting 
effect upon meteorological parameters. The main difference 
in programming is that a number of computations which are made 
only once for each layer in the current version were made for 
each block in the 1972 work; this meant that many arrays which 
are currently one-dimensional were then three-dimensional. 
Modeling of horizontal variations of wind and stability would 
approximately double core storage requirements and would in
crease computation time by about fifty percent.
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For the Tulsa urban area, horizontal variations of 

the wind field should be minor on a time scale of one hour 
or longer. The Arkansas River is too narrow to produce a 
significant variation in the one mile horizontal scale of 
the model, while terrain,variations across the urban area are 
minor. In any case, no study of the horizontal variation of 
the Tulsa wind field is available.

Variations of mixing in the horizontal would be 
even harder to determine. The tall buildings in the central 
business district (CBD) increase gustiness and would increase 
mixing, but the CBD covers less than 1% of the total area 
modeled. For a large metropolis, the variation in the urban 
surface would be much more important.

B. Single Point Source
For examination of dispersion for a single point 

source, the dimensions of grid blocks in the diffusion wind 
model should be altered. The optimal number and depth of 
layers would depend upon the stack parameters, but in general 
there should be several layers between the mouth of the stack 
and the surface and there should be several layers above the 
stack, in order that significant changes in wind speeds could 
cause the plume to rise into different layers. Total model 
depth should be sufficient to contain the plume within the 
system, even in the case of light winds.

The choice of the horizontal grid increment is 
partly dependent upon the magnitude of the stack parameters.
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In general, the higher the stack and plume rise, the larger 
the horizontal grid increment can be. Another important 
factor is the time and space scale of the question being 
examined. The question "Where is the thirty-minute maximum 
likely to occur and how high will it be?" calls for a finer 
resolution than the question "What pattern of daily average 
concentration is expected?". Another important factor is 
the number and location of sensors. Since there is only one 
prediction per grid block, it would be sub-optimal to have 
two or more sensors located inside the same block, as two 
observations would be compared to a single prediction.

C. Central Business District 
When the central business district (CBD) is 

modeled, a necessary concept is differentiation between model 
blocks which are atmosphere and model blocks which are terrain 
(buildings). Due to the street "canyons”, automobile emissions 
are actually being dispersed into a more confined volume than 
would be the case in the open countryside. In previous work 
(Shannon, 1972) which modeled the El Paso area, mountains 
were modeled by combinations of blocks. The terrain blocks 
were differentiated from atmosphere blocks by a 0-1 indicator 
array. Pollution was not allowed to diffuse into terrain 
blocks, but instead was redistributed to the atmospheric 
blocks. The same algorithm could be used for the CBD.

A more difficult problem is modeling of the wind 
field, which would be channelized by the buildings. Computa
tion of a wind field through input of values for the upwind
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edge of the grid and application of the equation of continuity 
for an incompressible fluid might lead to vertical wind 
components which were unreasonably large. The vertical wind 
field in the CBD would be much more significant than in the 
open countryside, but it might be more representative of the 
actual diffusion conditions to have very strong vertical dif
fusion in the canyons rather than strong vertical wind 
components.

It might prove to be more efficient as far as pro
gramming is concerned to have non-uniform horizontal blocks.
The grid blocks representing buildings could be large squares, 
the grid blocks representing intersections could be small 
squares, and grid blocks representing streets might be oblong 
in one direction or the other.

D. Street Intersection
The key to accurate modeling of a street inter

section would be proper representation of the traffic flow. 
Close cooperation with traffic authorities would be necessary 
in order to obtain adequate data. It would be necessary to 
model individual traffic lanes as sources. Since emissions 
are higher when cars are idling at a traffic light than when 
traffic is flowing through an intersection, queuing theory 
might be necessary in emission algorithms.

For modeling on the spatial scale of a single street 
intersection, grid block dimensions would be no more than 5-10 
meters, and thus the time increment could be no greater than 
a few seconds. The time scale of question to be examined by the
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jiiodel would likely be less than one hour.
Many of the techniques to be applied and difficul

ties to be overcome in CBD modeling, such as building block 
indicators and generation of a representative wind field, 
would also apply to a street intersection model.

'E. Synoptic Scale Dispersion 
There is no theoretical obstruction to adaptation 

of the diffusion wind model to advection and diffusion of air 
pollution in a synoptic Cseveral'state) scale. Dimensions 
would need to be increased considerably. Horizontal dimensions 
might be in the range 10-50 kilometers, while the total verti
cal depth should probably be at least 3000 meters. If winds 
and wind forecasts from a numerical model were available, it 
would be desirable to overlay as much as possible the diffusion 
wind grid and the numerical model grid.

Since grid dimensions would be large, the time step 
would also be large. It is likely that modeling might be ex
tended for periods up to a week, since the interesting situa
tion might be a large stagnant high. Necessary algorithms 
for synoptic scale dispersion include an efficient emission 
routine, since the smallest scale of interest might be an 
entire urban area, and a daily variation of the depth of the 
mixing layer. The magnitude of the diffusion wind components 
might be considerably different than the values used for the 
Tulsa urban area.
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F. Operational Use
Operational use of the diffusion wind model, or any 

comparable dispersion model, requires accurate data. Currently, 
emission data are total or average values for the year. Major 
sources could be required or requested (depending upon govern
mental regulatory powers) to report occurring or predicted 
emission rates which are significantly different from average 
rates. Traffic counters could be automated and used to esti
mate traffic volume and resulting emissions relative to the 
normal or expected patterns.

A simple form of meteorological data input current
ly available would be hourly observations from the Tulsa 
weather station of wind, temperature, and cloud cover, along 
with the lower portion of the twice daily Oklahoma City 
soundings. The model could be run with current meteorological 
conditions, or it could be run with a forecast pattern.

It would be desirable to have meteorological data 
which were more detailed in space and time. Vertical data 
could be obtained from pibals or tethered balloons. If funds 
were available, an urban area such as Tulsa could be instru
mented with 5-10 optimally located automated surface observa
tion sites and 2-4 instrumented towers. Optimality of site 
location could be determined by using experimental design 
techniques of Yerg (1973), Kays (1974) or Brady (1975). A 
four-dimensional perturbation on the urban wind field could 
be generated by an urban heat island model such as that of
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Wagner and Yu (1972). This perturbation plus noise could be 
added to a wind field in which the winds varied vertically 
as.in an Ekman spiral (increasing and veering with height), 
and a non-linear programming search technique such as that 
applied by Brady could be used to select an optimal location 
of observation sites. Optimality would be determined by the 
best reproduction of input signal, or maximum reduction of 
observed variance, through use of the objective analysis (O.A.) 
technique of Eddy (1973). After sites had been selected and 
sensors installed, the observation data could be used to 
generate four-dimensional urban wind and stability fields, 
again using the Eddy O.A. technique; the wind field would then 
be an input to a version of the diffusion wind model which 
allowed horizontal variation of meteorological parameters.

Sites for air quality samplers could be optimally 
selected through similar techniques, with the input signal 
being generated by results from the diffusion wind model. If 
the samples were on-line, observations could pinpoint episode 
potential. Different strategies in short-term emission con
trol could be evaluated quickly and the optimal strategy 
selected. The above scenario assumes either public-spirited 
industries or powerful regulatory agencies.

G. Planning Use
Planning use of the diffusion model would be on a 

different time scale than regulatory use. General trends 
would be of greater importance than specific cases. The
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planning agencies would not be investigating time strategy 
of emissions, but rather whether the emissions should be 
allowed in that location at all.

A useful technique would be to investigate past 
data for occasions when air pollution readings were signifi
cantly high, and then to obtain accurate meteorological and 
emission data for that date.

To this the planning agency would add the effect 
of an additional source at different sites, in order to 
examine the total effect upon air quality. The effect of 
new traffic arteries or new urban development could be 
investigated in similar fashion.



CHAPTER VI 

SUMMARY AND CONCLUSIONS

The diffusion wind atmospheric dispersion model 
has made representative predictions of pollution concentra
tion fields under conditions of temporal and vertical varia
tion of wind and stability and temporal variation of emission 
rates. The primary time scale for which the diffusion wind 
model is needed is a period of a few hours to a week in 
duration; during such a time span the temporal sequence of 
spatial variations has a critical effect upon dispersion 
results. This time scale is characteristic of air pollution 
episodes; the lower end of the time scale applies to short
term fumigation conditions while the upper end applies to 
large stagnant high pressure systems.

The diffusion wind model is a box model in represen
tation of the atmosphere. The key diffusion mechanism of the 
model is the concept of the diffusion wind, which expands and 
diffuses plumes or clouds of pollution at the same time that 
the regular wind transports the pollution. Increasing the 
magnitudes of the components of the diffusion wind increases 
mixing and diffusion. An objective relationship between the 
magnitudes of the components and stability classes was
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developed.
The diffusion wind model was applied to a 440 square 

mile area containing the city of Tulsa, Oklahoma, Real 
meteorological, emission, an air quality data were used, 
and variables and assumptions in the model were tested for 
their effect upon predictions.

Predicted sulfur dioxide concentrations resulting 
from elevated point sources were found in some cases to be 
twice as large when Holland’s plume rise formula was used 
instead of ^riggs’ plume rise formula. The choice of surface 
deposition over surface reflection reduced surface concentra
tions about 10-20%. The most important factor in concentra
tions of pollutants emitted mainly by traffic was found to 
be the wind speed. Predicted sulfur dioxide concentrations 
were strongly affected by the wind speed, and were found to 
increase by about one third when the general wind direction 
was along the orientation of major Tulsa sources rather 
than perpendicular to the orientation. Traffic related 
pollutants showed the most diurnal and weekly variation in 
modeled results.

Comparison of observed and predicted concentrations 
was limited, because of a lack of adequate air quality 
measurements in space and time. In test cases the diffusion 
wind model showed greatest predictive accuracy for nitrogen 
dioxide (emitted largely by widespread traffic sources). 
Prediction of sulfur dioxide concentrations gave representa
tive values, although the lack of upper air data may have
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lead to a biasing of plume orientation. Predictions of 
particulate concentrations by the model were unsatisfactory, 
due mainly to an incomplete emission inventory.

The diffusion wind model can be increased or 
decreased in scale. Accuracy of predictions will be con- ■ 
tingent upon accuracy in modeling the corresponding wind, 
stability, and emission fields. The model would be very 
useful in testing the effect of emission strategies because 
of the temporal and spatial variation capabilities of the 
model.

There is no final version of the diffusion wind 
atmospheric dispersion model. The model was developed to 
make fullest possible use of available data, while maintain
ing computational efficiency. The problems being examined 
and the information available will vary; so will the specifics 
of the model. The basic concept and mechanisms of the model 
will remain.
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APPENDICES

A. Calculation of Diffusion Wind Components
Ifi order to develop a formula for objective

w
calculation of the magnitudes of the diffusion wind components, 
a number of simplifying assumptions are necessary. For calcu
lation of the vertical diffusion wind component (AUSZ in the 
computer program), assume that the diffusion wind model 
consists of two layers, with total reflection from the top 
and bottom, a zero mean wind, and no horizontal diffusion.
The upper layer is K times as thick as the lower layer (K 
can be less than 1) and the initial concentration gradient,
AC^, is due to a higher concentration in the lower layer.
The sole dispersion process simulated will be vertical diffu
sion.

After n time steps or iterations, the vertical 
concentration gradient will be fraction Y of the original 
gradient AC^. Y will be a relatively large fraction for 
stable cases and will approach zero as stability decreases.
What value of AUSZ corresponds to a particular value of Y?

In the derivation which follows, AT is the time 
step, AZ is the thickness of the bottom layer, and 
Z = (AUSZ*AT)/AZ. Assume that the volume of the lower block
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is one Cunit unspecified). In order to simplify computations, 
after each time step the lower value of the two concentra
tions will be converted to the appropriate mass for each 
layer and will be removed from further calculations.

Itera-
tlon

0

1

Lower layer mass 
(Lower concentration)

M
(1- 1+Z • )M

Upper layer mass 
(Upper concentration*K)

Gradient of 
concentration

(1- 1+Z KCl+Z)

l+z)(l" 1+Z ■ K(l+Zj)M Z / 1 Z Z / -I z Z \ 2 *,1+z^ 1+Z " k TI+TT  ̂ i+z " kTi+z)'

n-l n-1 n

Î+2 - K(l+Z)) " ^

^  K(l-Yl/H)
jjyl/n̂ l

AUSZ =, AZ'SXl-Ŷ /")
AT(KŶ /"+l) an

A similar formula for the horizontal diffusion wind 
component AUS can be derived if simplifying assumptions 
analogous to those for the vertical case are made. Assume 
that the diffusion wind model consists of two blocks of 
identical dimensions in one layer, with reflection from the 
top, bottom, and outer sides, and a zero mean wind. The
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only dispersion process simulated will be horizontal diffu, 
Sion between the two blocks. It can be shown that

A U S  =  CA2)
ATC#/ +1)

Where AX is the horizontal grid length and W is tbe fraction 
of the original concentration remaining after n time steps.

The most widely used dispersion model is the 
Gaussian model of Pasquill and Gifford, as described by 
Turner (19691. A iiiethod was devised to relate sets of 
values for Y and W to each Pasquill-Gifford stability class.

Block-average Gaussian plumes were compared to 
diffusion wind model plumes for each stability class. The 
plume came from a single source in the middle layer of a 
version of the diffusion wind model similar to that used 
to model the Tulsa airshed.

For both models the plumes were allowed to deposit 
pollutant onto the surface and diffuse above the 310 meter 
top of the modeled atmosphere. For the unstable cases, 
particularly for the Gaussian model, the plumes several 
miles downwind of the source were predicted to have under
gone so much vertical diffusion that resulting concentrations 
inside the 310 meter depth were very low. In a real situa
tion there would probably be a cap or inversion over the 
mixing layer which would limit the plume dilution. For other 
than the very unstable cases, minor adjustments in the
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first-guess values of Y and W led to diffusion wind plumes 
which were similar to the corresponding Gaussian plumes.

The values for Y and ¥ which were found by this 
plume comparison method after one hour of dispersion are 
shown in Table 5.-

TABLE 5.— Diffusion Parameters Calculated for the Diffusion
Wind Atmospheric Dispersion Model.

Stability Class
A B C D E P

Y .0001 .0005 .001 .01 .05 .20
W .05 .10 .25 .50 .75 .85

It should be noted that the values for Y and ¥ 
apply to the Tulsa version of the diffusion wind model, and 
would require adjustment if the diffusion wind model were 
changed considerably.

Tables 6a and Ja. show horizontal and vertical 
slices along a Gaussian plume for neutral stability (P-G 
class D), while Tables 6b and 7b show horizontal and verti
cal slices along the plume from the diffusion wind model 
under the same conditions. It can be seen that the two 
plumes compare quite closely.

Examples of the values computed for AUS (hori
zontal diffusion wind], AUSZU (vertical diffusion wind 
upward from a block), and AUSZL (vertical diffusion wind
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TABLE 6.— Comparison of Horizontal Slices Along a Neutral 
Stability Plume for the Gaussian Model Ca) 

and the Diffusion Wind Model (b).

o«o
PtUMF WOPI7CNT4L 

0.0 0.0
SLICE

0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
0.0 0.0 0.0 0,0 0.0 0.0 0.0 0.0 0.0 0.0 0.00 0.00 0.00
0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.00 0.00 ' 0.00 0.00 0.00 0.00
0.0 0.0 0,0 0.0 0.00 0.00 0.00 0.00 0.00 0.01 0.0% 0.02 0.03
0.0 0.00 0.02 0. 09 0.20 0.32 0.41 0.46 0.53 0.57 0.60 0.61 0.62

l«.?2 0.12 7.10 5.60 4.7* 4.05 3.44 2.95 2.56 2.28 2.03 1.82 1.64
0.0 0.00 0.02 0.09 0.20 0.32 0.41 0.46 0.53 0.57 0.60 0.61 0.62
0.0 0.0 0.0 0.0 0.00 0.00 0.00 0.00 0 .00 0.01 0.01 0.02 0.03
0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.00 0.00 0.00 0.00 0.00 0.00
0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.00 0.00 0.00
0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 . 0.0 0.0

b .  OirFUSION «INO PLUME HCntZONTAL SLICE
0.0 0.0 0.0 0.0 0.0 0.9 0.0 0.0 0.0 0.0 0.0 0.0 0.0
0.0 0.0 0.0 0.0 0.0 . 0.0 0.0 0.00 0.00 0.00 0.00 0.00 0.01
0.0 0.00 0.02 0.04 0.06 0.07 0.09 0.10 0.02 0.C6 0.09 0.01 0.01
0.05 0.05 0.04 0.14 0.17 0.16 0.05 0.22 0.38 0.07 0.49 0.09 0. 13
o.vc i;23 t.37 1.43 1.43 1.40 1.36 1.34 1 .29 1 .21 1.18 1.09 1.03

23.12 15.93 11.82 9.25 7.49 6.22 5.27 4.51 3.91 3.41 2.99 2.63 2.33
0.99 1 .23 1.37 U 4 3 1.42 1.40 1.36 1.34 1 .29 1.21 1.18 1.09 1.03
0.05 0.05 0.04 0.14 0.17 0.10 C. 05 0.22 0.38 0.07 0.49 0.09 0.13
0.0 o.eo 0.02 0.04 0.06 0.07 0.09 0.10 0.02 0.06 0.09 ■ - 0.01 0.01
0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.00 0.00 0.00 0.00 0.00 0.01
0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 ' 0.0 0.0 0.0 ■ 0.0 0.0

TABLE 7*— Comparison of Vertical Slices Along a Neutral 
Stability Plume for the Gaussian Model 
(a) and the Diffusion Wind Model Cb).

• • GAUSSIAN PluyE VERTICAL SLICE
0.08 0.65 1.14 1.50 1.67 1 .68 1.64 1.56 1.47 1.36 1.30 1.21 1.13
5.98 6.t2 5.55 4. A4 4.14 3.62 3.13 2.73 2.40 2.14 1.92 1.73 1.57
14.22 9.12 7. 19 5.60 4.74 4.05 3.44 2.95 2.56 2.28 2.03 1.82 1.64
tl .39 9.34 6.60 5.56 4.61 3.96 3.37 . 2.90 2.53 2.25 2.01 1.80 1.63
6.31 7.38 6.30 5.30 4.43 3.63 3.29 2.64 2.46 2.21 1.9A 1.78 1.61

FFVSION VINC PLUME VERTICAL SLICE
0.12 0.50 0.69 1.15 1.22 1 .23 1.18 1.10 1 .01 0.92 0.83 0.74 0.67
4.42 5.28 5.12 4.66 4.14 3.65 3.22 2.83 2.50 2.21 1.96 1.73 1.54

23.12 15.93 11.62 9.25 7.49 6.22 5.27 4.51 3.91 3.41 2.99 2.63 2.33
7.48 6.93 8.69 7.69 7.01 6.17 5 44 4.76 4.22 3.73 3.31 2.93 2.61
0.12 1.45 2.60 3.25 3.50 3.51 3.36 3.14 2.66 2.62 2.37 2.13 1.91
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downward from a block) are shown in Table 8. For purposes 
of claculatlon of AUSZL in the bottom layer and AUSZU in the 
top layer, a K value of 2 is used.

TABLE 8.— Examples of Calculated Diffusion Wind Component
Values (meters/second).

,143 SO=FC 2.9 MFTFCS/SECCNC TIME INCREMENT 7ZC.0 SECONDS

MCOfZONTAL CPfC INCREMENT 1609. METTRE VERTICAL GRID INCREMENTS S., 10. 20. 40. 80. 160. METERS

LAVER 1 2
AUS 

3 4 5 6 1 2
AUS7U 

3 4 A 1 2
AUSZL 

3 4 « 6
P-G STAO. CLASS 

A  .630 .630 .630 .630 .630 .650 .0049 .0177 .0353 .0710 • 1470 • 2640 .0089 .0054 .0108 .0217 • 0433 .0864
6  .306 .306 .306 .306 • 506 .506 • 0075 .0151 .0102 .0694 .1209 • 2416 •0075 .0044 .0003 .C196 .0391 .07*1
C  .208 .3CQ .304 .300 .308 .108 .0069 .0138 .0277 .0554 .lice • 2215 •0069 .0046 .0092 .0185 .0370 .073;
D  .133 .133 • 155 .135 • 153 .155 .0047 .0093 .0186 .0372 .0745 .1449 .0047 .0035 .0070 *0139 .0279 .055-
B  .06A .064 .064 .064 .064 .064 • 003C .0060 .0119 .0239 .0477 .0955 •0030 .0023 .0049 .0344 :o 106 .0303
F .036 • 036 .036 . 036 .036 .036 .0016 .0031 .0062 .0125 .C2S0 • 0499 .0016 .0014 .0028 .0056 .0112 .0224

•INC SPEPO 5.0 MFTtPS/SECONO TIME INCREMENT 3CC.0 SPCONOS

HORIZONTAL GRtO INCREMENT 1609. wrTFRS VERTICAL GRID INCREMENTS 5.. 10. 20. 40. 80 . 160 • METERS

L4VEP 1 2
AUS 

3 4 5 6 1 2
AUSZU 

3 4 « A 1 2
AUSZL 

3 4 5 6
P-G STA9. <CLASS

A . 666 .666 •666 .666 • 666 •666 .0093 .0185 .0371 .0741 .1982 • 2964 • CO €*3 .0072 •0X45 •0290 .0580 • 1 160
B .613 .513 .513 .513 .513 •513 .0076 .0152 .0303 .0407 .12:4 •2428 .00 76 • 0062 .0124 .0247 .049* .0949
C .309 .309 .309 .309 .309 .309 .0069 .0137 •C275 .0549 .1099 • 2197 .0069 • 0057 .0114 .0228 .0455 .091 :
D .133 .135 .153 .155 . 155 .155 .0045 .0090 .0140 .0380 .0719 • 1439 .0045 .0040 .0079 .0158 .0317 .063*
B • 064 .064 .964 .064 .064 .064 .0029 .0038 .0113 «.0230 • 0961 .0921 .00 29 • 0926 .0053 .0106 .0212 • 0424
F .036 .036 .036 .036 .036 • 036 .0013 .0030 .0061 .0122 .0244 .9487 • 0015 .0015 .0029 .0058 .0116 .0233

•INO SPFEO 4.C METERS/SECOND TIME INCREMENT 2C0.0 SECONDS

MOPIZPNTAL GOIC INCREMENT 1609. MCTEPS
AUS

LAVER

VERTICAL GRID INCREMENTS 
AUSZU

1C. 20. AO. 80. 160. METERS
AUSZL

CLASS
% 2 3 4 5 6 1 2 3 4 6 1 2 3 4 3 6

A .668 .668 .668 .668 • 668 .668 • OORl .0182 • 0364 .0729 .1937 • 2914 • 00R1 .0077 .0154 .0308 .0616 .1233
B • 514 .514 .514 • 514 .514 .514 .0075 .0149 .0298 .0596 • 1192 .2385 .0075 .0065 .0130 .0259 • 0S19 .1038

C • 319 • 310 • 310 .310 • 310 • 310 .0067 • 0135 • C27C • Q54C .IC7Q • 2158 .0C67 .0059 .0119 •0236 •0473 .0951
D • 133 .153 .155 .155 .155 .155 .0044 .0089 .0177 .0334 .C709 . 1417 • 0044 .0041 .0081 .0163 .0325 .0651
B • 064 • 064 • 064 .064 • 064 .064 .0028 .0057 .0114 .0228 • 0956 .0911 .0028 .0027 .0034 .0108 .0213 .0431
F • 036 • 036 .036 .036 • 036 .036 • 0015 .0030 . 0060 .0121 • C242 • 0484 .0013 .0013 .0029 .0059 .0117 .0235
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ATThe vertical gradient of temperature, and 
the average wind direction range, Rg, associated with the 
Pasquill-Gifford stability classes, are shown in Table 9 
(Halitsky and Woodward, 19?4).

•TABLE 9-— Vertical Temperature Gradient and the Wind Direction
Ranges Associated with Pasquill-Gifford 

Stability Class.

Pasquill
Stability
Class

A
B
C
D
E
F

Average Vertical 
Temp. Gradient 
AT/Az (deg C/100 m)

AT/Az £ -1.9 
-1.9 < AT/Az < -1.7
-1.7 < AT/Az < -1.5
-1.5 < AT/Az < -0.5
-0.5 < AT/Az £ +1.5
+1.5 < AT/Az

Average Wind 
Direction 

Range, Rg(deg)

> 136 
106-135 
76-105 
46-75 
23-45 
' <  22
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B. Computation of Pollutant Emissions 
from Traffic

The traffic count data available for Tulsa Included 
average dally traffic counts for the freeways and major 
streets, maximum hourly counts for the central business 
district, and average dally trip counts by square mile 
for Internal traffic.

For freeways and major streets. It was necessary to 
have traffic counts every mile. If no observed data were 
available. Interpolation between the nearest counts provided 
estimated counts. An average vehicle speed of 50 mph was 
assumed for freeways and a speed of 25 mph was assumed for 
city streets. Emission rates are shown In Table 10, The 
total emissions per square mile were calculated by Including 
any counts within the section, and the values converted to 
tons per year for each pollutant.

Since CBD counts were collected In a much denser 
network. It was assumed that each car was counted ten times 
per mile. An average CBD traffic speed of 15 mph was assumed, 
The counts were totaled In each section containing part of 
the CBD, with the average dally count considered to be 20.4 
tiroes the maximum hour count, .1 vehicle mile assumed for 
each count, and emission rates as shown In Table 10, Total 
emissions were calculated In tons per year.
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TABLE 10.— Emission Rates in Grams Per Vehicle-Mile.'

Major Interior
Freeways Streets Traffic CED

' (50 mph) (25 mph) (25 mph)' ' Ç15 mph)
CO 30 50 50 79
HC 5.5 7.6 7.6 10
NOg 7.2 5.7 5.7 5
Particulates .58 .58 .58 .58
SOg .20 .20 .20 .20

Each interior traffic round trip was assumed to 
be .6 mile, with an average vehicle speed of 25 mph. Emission 
rates assume are shown in Table 10. Results were expressed 
in tons per year per square mile.

In the diffusion wind model, all traffic sources 
are lumped together before being given a daily and hourly 
variation. Accuracy of emission data would be improved if 
each type of traffic source were given typical temporal 
variations from observed data.
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■ C. Climate Generator 
If dispersion simulations which do not correspond 

to a specific time and the observed values associated with 
that time are to be made, a climate generator can be used 
as the source of meteorological parameter values. An 
advantage of using a climate generator instead of inserting 
subjectively determined values is that the modeler does not 
bias the values. It is important that the climate generator 
provides values statistically consistent with a sequence of 
observed values, in order to make air quality productions 
resulting from use of the climate generator typical of 
actual air quality.

The climate generator which was developed for use 
with the diffusion wind model produces a daily resultant 
wind speed and direction, a daily arithmetic mean wind speed, 
and a percentage of possible daily sunshine received.

The daily resultant wind (after being given hourly 
and vertical variations by HMET) is used to advect the 
pollutants. The purpose of examining the arithmetic mean 
speed is to minimize underestimation of dispersion on days 
when there is a wind shift or wide variation in wind direction. 
An Oklahoma ĉ ay with, a frontal passage might have a resultant 
wind speed which was quite low, although pedestrians had to 
lean forward.

The stability parameter used (percentage of 
possible sunshine) is based solely upon daytime data.
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However, cloudy days are more likely to be followed by 
cloudy nights than are clear days. Clear skies imply 
strong radiative flux and, when coupled with light wind 
speeds, can result in very stable nights and very unstable 
days.

The meteorological data used in construction of 
the climate generator were two years (1972-1973) of daily 
observations for Tulsa, including resultant daily wind 
speed and direction, average daily wind speed, and per
centage of possible sunshine.

The first step was calculation of a twenty-four 
hour transition matrix, described by Crawford, Eddy and 
Parton (1971), for daily resultant wind direction. The 
daily observations were examined in sequence, with direction 
grouped into twelve categories of thirty degrees’ width.
As occurrences of a particular resultant wind direction 
category were encountered, the frequencies of occurrence 
the succeeding day of each of the twelve direction categories 
were accumulated; when the frequencies were normalized, a 
conditional probability vector whose components totaled 1.00 
was created. A complete transition matrix is 12 x 12, and 
a daily resultant wind direction twenty-four hour transition 
matrix was calculated for each season. Seasonal resultant 
wind direction climatological probability vectors were also 
calculated.
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Conditional probability matrices of the resultant 

wind speed (in categories one meter per second'wide), as a 
function of the resultant wind direction category, were 
calculated for each season. Percentage of possible sunshine 
conditional probability matrices [in categories 10 percent 
wide) were similarly calculated by season as a function of 
resultant wind direction category. Conditional probability 
matrices for the excess of average wind speed over speed of 
the resultant wind (in categories .5 meter per second wide), 
as a function of the resultant wind speed, were calculated, 
for each season. This increase, if large, is an indicator 
of significant wind shift or directional variation, and 
implies that dispersion should be greater than is implied by 
the resultant wind.

The transition matrices and conditional probability 
matrices were altered to cumulative form in order to facili
tate computer searching. Random numbers from a rectangular 
distribution ranging from zero to one are compared to the 
elements in the proper row of the matrices. Since the 
values in the row now increase monotonically, the first 
value which exceeds the random number denotes the proper 
category. An initial wind direction category is generated 
from a climatological cumulative probability vector via 
this process. Based upon this initial resultant wind 
category, a resultant wind speed class and a percentage 
of possible sunshine are selected from their respective
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cumulative probability matrices using other random numbers 
and a similar search technique. The increase of average 
wind speed over the speed of the resultant wind is selected 
in a similar manner, by use of the class of the resultant 
wind speed. The next day’s resultant wind direction class 
is now generated by the random number search from the proper 
seasonal transition matrix and the result stored. The daily 
meteorological values are given random variations within 
their classes before use in the hourly meteorology generator 
(HMET). Examples of a cumulative transition matrix and a 
cumulative probability matrix are shown in Table 11 and 
Table 12.

TABLE 11,.— Resultant Daily Wind Direction Cumulative 24-hour
Transition Matrix from 1972-1973 Tulsa Observations.

015-04 5 045-075 075-105 105-135 135-165 degrees165-105 195-225 225-755 285-28 8 285-115 318-345 34 5-015
15 • 45 0.1500 0.2000 0.2000 0.2500 0.30CO 0.5000 0.6S00 0.7000 0.7000 0.7*00 r t . m o I .0000

- /•* 0.0 0.1429 0.4256 0.4256 0.4266 0.7143 0.7143 0.*»57l 0. *«71 0.*871 0.-57Î %• 0000
• 105 0.0 0.0 0.2500 0.2500 0.2500 0.5000 0.5000 0.5000 O.SOOO O.SOOO • 0.7500 I.0000

105 - 135 0.2000 0.2900 0.2000 0.2000 0.2000 0.4000 0.4000 0.4000 0.8000 0.8000 0.8000 1.0000
* 1 » - 165 0.0760 0.0769 0.0769 0.1538 0.1538 0.4615 0.5785 0.8385 0.7692 0.8462 0.8462 I.0000
u 'AS - 195 0.050 0 0.0750 0.0750 0.0750 0.2250 0.5000 0.6500 0.7250 0.7250 0-7250 0.8750 1 .0000cries - 225 0.1250 0.2053 0.2083 0.2500 0.3333 0.6250 0.7917 0.7917 0.8333 0.8750 0.9167 1.0000
<§225 • 255 0.0 0.0 0.0 0.0 0.0 0.3333 o.sooo 0.6667 0.0333 0.8133 1.0000 I.0000

255 - 2*5 0.2222 0.2222 0.2222 0.2222 0.3333 0.5586 0.5556 0.8556 0.5556 0.8556 . 6.7778 1.0000
265 - 315 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.3333 1• cooo315 • 345 0.0 0.0769 0.1535 0.1538 0.3C77 0.3077 0.6154 0.6154 0.6023 0.6923 0.7692 1.0000345 • 15 0.2162 0.2432 0.2432 0.2973 0.3243 0.4595 0.5946 0.6216 0.64P6 0.64 86 0.6757 I•9000

TABLE 12.— Resultant Daily Wind Speed Cumulative Probability
Matrix 1972-1973 Tulsa Observations.

•.rA*;»ïM f Meters per second
0#0-1*0 t.0-2.0 2.0-3.0 3.0-4.0 4.0— 6.0 5. 0— 6.0 6.0— 7.0 7.0—8.0 *.0-9.0 9.0-UP

15 - 45 0.0500 0.1800 0.3000 0.6500 0.^800 1 .0006 1*0000 1 .0000 1.0600 1.0000
45 • 75 9.0 6.4286 0.4286 0.571 4 i.otoo 1.0060 1.0600 1.0000 t .0000 1 .0000
75 - 105 0.250 0 0.7500 I.0600 1 .0000 1.0000 1 .0900 1.0000 1.0900 l.OCCO 1.0000

• 105 - 135 0.0 0.6000 0.6000 1.0000 1.0000 l.OOCO 1.0000 1.0900 1.0000 1.0000
© 1 3 5 - 165 0.0 0.2308 0.3*46 0.5385 0.7692 0.846? 0.0211 1.0000 1.0000 1.0000
& I 5 5 - 195 0.0500 0.0750 0.2500 0.3750 0.4500 0.6000 0.7500 0.9250 l.OCOO 1 .0000
9 195 - 225 0.1250 0.3750 0.5000 0.6667 0.7500 0.7917 0.6333 0.8750 0.9583 1 .0000
225 - 255 0.0 0.2857 0.5714 0.P571 0.8571 0.8571 1.0000 1.0000 1.0000 I .0000
255 - 285 0.2222 0.3333 0.6667 0.8889 0.8*89 0.6*89 1 .0000 1.0000 1.0000 1.0000
295 - 315 0.5000 O.SOOO 0.5000 1.0000 1.0000 1.0000 1 .0000 1 .0000. 1 .0000 1 .0000
315 - 345 0.1429 0.2143 0.4286 0.5714 0.7143 0.8571 1.0000 1.0000 1.0000 1.0000
345 - 15 0.027 0 0.1622 V.3514 0.5135 0.7027 0.8376 0.9459 1 .0000 1.0000 1.0000


