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Abstract: 
  

 This dissertation describes two creative activities. The first is a 
computational study of molybdenum oxide clusters and the other is an experimental study 
of the corrosion of metals. The first effort covers three topics. First, the UV-Vis spectra 
for molybdenum oxide clusters were simulated utilizing Time-Dependent Density-
Functional Theory (TD-DFT) calculations. The effects on the spectra due to changes in 
the cluster size and the variation of the formal charge of the molybdenum were 
investigated. Specifically, the location and transition intensity of a charge transfer 
transition between the molybdenum atoms were identified.  

  
The second computational topic explored the adsorption and dissociation of 

dimethyl peroxide on the (100) surface of molybdenum trioxide and the hydrogen 
molybdenum bronze using Density-Functional Theory (DFT) calculations. It was found 
that dimethyl peroxide adsorbs molecularly on the oxide and bronze surfaces. However, 
the decomposition can occur only on the bronze surface through an O-O bond cleavage 
pathway. The final computational topic examined the equilibrium between a 
molybdenum monomer and a mixed valence dimer complex with gluconic acid. UV-Vis 
spectroscopy was used to measure the concentration of the dimer and monomer as a 
function of time and temperature. For this data, the activation energy for the dimer 
dissociation and the Gibbs free energy of the equilibrium could be calculated. To 
complement the experimental results, the UV-Vis spectra for complexes were simulated 
using TD-DFT calculations. The results are in agreement with the experimental 
assumption that the equilibrium is between a mixed valence dimer and two monomers. 
 

The second effort is the experimental study of metal corrosion using a new 
method for corrosion evaluation based on thin wires. This effort covers two topics. The 
first topic was the corrosion of small iron wires in sodium chloride solutions, which may 
lead to a rapid technique to measure the efficiency of corrosion inhibitors. The second 
topic was the corrosion of mild steel and the galvanic corrosion of zinc wires in two types 
of soils. These results were used to develop a wireless corrosion sensor for underground 
structures. 
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CHAPTER I 
 

 

INTRODUCTION 

 

 

 

 This dissertation describes two creative activities. The first is a computational study of 

molybdenum oxide clusters and the other is an experimental study of the corrosion of metals. The 

first effort covers three topics. Chapter 2 covers the theoretical simulation of UV-Vis spectra for 

molybdenum oxide clusters. In this chapter, the effects on the spectra due to changes in the 

cluster size and the variation of the formal charge of the molybdenum are investigated. 

Adsorption and decomposition of dimethyl peroxide on the molybdenum oxide and hydrogen 

molybdenum bronze surfaces is studied computationally in Chapter 3. Finally, in Chapter 4, 

molybdenum complexes with D-gluconic acid are examined computationally and experimentally. 

The second effort is discussed in three experimental sections. The corrosion of small iron wires in 

sodium chloride solution and efficiency of corrosion inhibitors are studied in Chapter 5. In 

Chapter 6, the corrosion of mild steel and the galvanic corrosion of zinc wires in soils are 

investigated. Finally, application of corrosion studies to build a wireless corrosion sensor for 

underground structures is described in Chapter 6. In this chapter, the background for both projects 

is described in turn. 
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1.1   Molybdenum Oxide and Hydrogen Molybdenum Bronze 

 Transition metal oxides are used in many valuable industrial processes either directly or 

supported on other materials. For instance, molybdenum oxide and its bronzes with other metals 

and hydrogen are highly important in many industrial processes. Molybdenum oxides have 

catalytic activity toward oxidation of alcohols and ethers[1]. These compounds act as catalysts in 

selective oxidation of hydrocarbons[2] and production of acryrlonitrile and acrylic acid[3, 4]. 

They are used as catalyst for catalytic hydrocarbon oxidation and dehydrosulfurization 

processes[5-7]. Theses complexes also have interesting optical and electronic properties, which 

makes them valuable for electrochromic devices[8-12]. These important properties depend on 

structure and oxidation number of molybdenum atoms in compound. They also have 

electrochemical applications in electrochemical sensors, and rechargeable batteries[7]. Finally, 

molybdenum oxides interact with carbohydrates and their derivatives which are important in 

various industrial and pharmaceutical processes[13, 14]. 

 Three main crystal structures have been identified for molybdenum oxide: MoO3•2H2O, 

β-MoO3•H2O, and α-MoO3, these structures are shown in Figure 1-1[15]. Hydrate forms are 2-

dimentional layers of distorted MoO6 octahedra joined by vertices, whereas the α-MoO3 structure 

is a 2-dimensional layer of double chains of edge-sharing MoO6 octahedra connected through the 

vertices. In all structures, layers are stacked above each other with a void between the layers. This 

space is filled with interstitial water in dihydrate form and is vacant in the other structures. 

 Most of the experimental studies concerning molybdenum oxides are focused on α-

MoO3, particularly, the catalytic activity of (100) face of solid oxide has been the subject of 

various researches. There is little theoretical work on the molybdenum oxide structure and its 

physicochemical properties. Zhai and coworkers studied the electronic structure and chemical 

bonding in MoOn
- and MoOn clusters[16], Papakondylis and Sautet studied the structure of the α-  
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Figure 1-1. Schematic view of MoO3•2H2O, β-MoO3•H2O, and α-MoO3 crystalline structures.  

(●) interstitial water molecules, (○) coordinated water molecules (Figure adapted from Ref [15]) 

  

MoO3 and the adsorption of H2O and CO on (100) surface of α-MoO3 [17], Tsipis studied the 

structure of molybdenum oxide clusters[18], and recently, Kadassov and coworkers[19], studied 

the adsorption and dissociation of peroxides on (100) faces of molybdenum oxide and hydrogen 

molybdenum bronze clusters. 

 Although the natural cleavage plane is along the (010) surface, there is not an agreement 

between researchers on which face of the compound is catalytically active. For instance, Volta 

and Tatibouet[20] claimed that oxidation of propene takes place on the (100) face, while 

Bruckman and coworkers[21] believe that (010) face is more favorable for this oxidation. 

Guerrero-Ruiz and coworkers[22] concluded that Lewis acid centers on (100) face of the cluster 

are responsible for olefin adsorption and intermediate species stabilization, and Smith and 

Ozkan[23], claimed that Mo=O or O-Mo-O centers are responsible for the oxygen insertion step.  

The work here will focus on the reactivity of the (100) face of these materials. 
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Figure 1-2. The (100) plane for  
(left) a cubic cell and (right) α-MoO3 

  

1.1.1   Molybdenum Oxide (100) Surface 

 To specify the surfaces of crystals, Miller Indices are used. In this system, a plane is 

represented as (hkl), where h, k, and l are Miller indices, which determine where this plane 

intercepts the three axes. To determine the Miller indices for a plane, first the intercepts of the 

plane with the axes are determined and expressed in terms of unit cell lengths, then Miller indices 

for that specific plane are the result of taking the reciprocal of these numbers. Hence, for the 

(100) plane, the plane intercepts the x axis on one unit cell length in the x direction and it is 

parallel to the y and z axes. The (100) plane for a cubic cell and molybdenum oxide are shown in 

Figure 1-2. The (100) surface of the molybdenum oxide is terminated with axial oxygen and bare 

molybdenum atoms within a double-chain layer that are possible positions for the adsorption of 

chemicals.  

 

1.1.2   Hydrogen Molybdenum Bronzes 

 The term bronze, which originally used for NaxWO3 compounds, is applied to various 

crystalline phases of transition metal oxides[24]. Bronzes are usually ternary compounds of 

general formula of AxMzOy where M is the transition metal and A can be H, NH4
+, alkali, alkaline 



5 
 

                  

Figure 1-3. (left) Available hydrogen insertion sites in MoO3. (●) intralayer and (○) interlayer 
positions. (Figure adapted from Ref [26]). (right) H0.33MoO3 structure 

 

earth, rare earth, group 11, group 12, or other metal ions. Some of the unique features of these 

materials are their metallic luster, intense color, and metallic properties. 

 Four phases of hydrogen molybdenum bronzes with general HXMoO3 (0 ≤ x ≤ 2) formula 

have been reported[25]. The amount of hydrogen in each of these phases is different (phase I, 

0.23 < x < 0.4; phase II, 0.85 < x < 1.04; phase III, 1.55 < x < 1.72; and phase IV, x = 2). As 

shown in Figure 1-3, two sites are available for hydrogen insertion, intralayer and interlayer. 

Depending on the amount of hydrogen, they first attach to bridging oxygen atoms, (intralayer), 

and then start to attach to terminal oxygen atoms, (interlayer). Hence for H0.33MoO3 bronze, all 

protons are attached to intralayer sites[26]. Figure 1-3 shows the available hydrogen insertion 

sites and the H0.33MoO3 bronze structure. 

               The average oxidation number of molybdenum atoms in hydrogen molybdenum bronzes 

is less than six and this makes the bronzes strong reducing agents. These compounds have been 

the subject of research as potential catalysts for isomerization[27],  hydrogenation[28], 

oxidation[29, 30], and dehydration[31] reactions. Apblett and coworkers[32] studied the reaction 

of hydrogen molybdenum bronze with triacetone triperoxide, and  Kadassov and coworkers[19], 
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theoretically studied the adsorption and dissociation of hydrogen peroxide on the (100) face of 

MoO3 and H0.33MoO3 by means of density functional calculations[19]. 

 Gyurcsik and Laszalo reviewed complexation of carbohydrate ligands with molybdenum 

and other metals[33]. In particular, the complexation of D-gluconic acid has been subject of 

several studies[34-40]. Polarimetric, polarographic, spectrometric, and 13C NMR spectroscopic 

methods have been used to study gluconic acid complexation with molybdate and tungstate[41-

44]. Ramos and coworkers have systematically studied complexation of various aldonic acids 

with molybdenum(VI) and tungsten(VI) by means of NMR spectroscopy[45]. They found that 

depending on pH and concentration conditions, gluconic acid forms 10 and 8 complexes with 

tungsten(VI) and molybdenum(VI), respectively. 

 As mentioned earlier, there is little theoretical work on molybdenum oxide and its 

bronzes.  Thus, considering the interesting and valuable properties of these compounds, it is of 

great importance to study the structure, bonding, and physicochemical properties of these 

materials. In the next few chapters of this dissertation, the structure of the crystal will be modeled 

theoretically and the dependence of the UV-Vis spectra to the size of the clusters and valence of 

molybdenum atoms will be discussed (Chapter 2). After this, the adsorption and dissociation of 

dimethyl peroxide on the surface of the solid will be explained (Chapter 3). Finally, we will 

examine the reaction of the molybdenum oxide with gluconic acid (Chapter 4).  

 

1.2   Schrödinger Equation and Its Solution  

 In most quantum chemistry problems, the goal is to theoretically predict energy, 

optimized geometry, and properties of the molecular system under study by means of solving the 

time-independent Schrödinger equation:  
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, where, Ĥ  is Hamiltonian operator for a system consisting of M nuclei and N electron, i  is the 

wavefunction for the ith state of the system which contains all the information about the quantum 

system at hand, Ei is the numerical value of the energy of the system, and 2
i  is the Laplacian 

operator. The Hamiltonian consists of five terms: (1) electron's kinetic energy, (2) nuclei's kinetic 

energy, (3) electron-nuclei interaction energy, (4), electron-electron interaction energy and (5) 

nuclei-nuclei interaction energy. 

 

1.2.1   Hartree-Fock (HF) Approximation 

 The traditional approach to solve this equation is the wavefunction approach in which a 

wavefunction is defined and the Schrödinger equation is solved. Because of the complexity, the 

Schrödinger equation is solved using approximations. Using the Born-Oppenheimer 

approximation, which assumes that the nuclei is much heavier than an electron, the wavefunction 

can be broken into electronic and nuclear parts. Hence, by applying this approximation, the 

Electronic Hamiltonian is the sum of terms (1), (3), and (4) in equation (1-2). Although, the 

problem is simplified, the complexity of electron-electron interactions prevents the Schrödinger 

equation to be solved analytically. One numerical approach is called the Hartree-Fock 

approximation. 
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 The Hartree-Fock approach uses three main approximations[46]. Electrons are assumed 

to move in an average potential due to the fixed nuclei and the other electrons. This procedure 

results in the independent electron approximation. Each electron is in a molecular orbital 

constructed using a Linear Combination of Atomic Orbitals (LCAO):   

 

   i i i ir C r 


                                                                                                               (1-4)  

 

, where ψi is the ith molecular orbital, χμ is the atomic orbital (basis function), and Cμi is the 

atomic orbital coefficient. Finally, the total electronic wavefunction is constructed using a Slater 

determinant to ensure the wavefunction is anti-symmetric.  
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    , where N is the number of electrons. 

 After constructing the total wavefunction using atomic orbitals, the electronic 

Schrödinger equation can be solved. However, to construct the average potential, the Cμi must be 

known. Hence the problem needs to be solved iteratively. This iterative approach is called the 

Self-Consistent-Field (SCF) method. The construction of the wavefunction is started using a 

series of guesses Cμi. Next, the Schrödinger equation is solved and the new Cμi are compared to 

the initial ones. When the new and initial sets are same, the SCF is said to have converged. These 

steps are demonstrated in Figure 1-4. 
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Figure 1-4. SCF steps to solve the Schrödinger equation.  

 

  The assumption that electrons move in an average potential due to the fixed nuclei and 

the other electrons basically ignores electron correlations resulting in serious errors in the final 

energy. To improve the results, usually post Hartree-Fock methods (Post-HF) are utilized 

(Configuration Interaction, Moller-Plesset Perturbation, Coupled-Cluster, and Multi-

Configuration SCF methods) where electron-electron correlations are considered in solving the 

Schrödinger equation. Although Post-HF methods improve the calculation result, they are time 

consuming and very expensive computationally. 

 

1.2.2   Density Functional Theory (DFT) 

 The other approach to solve the problem which accounts for electron-electron 

correlations is utilizing Density Functional Theory (DFT) methods, based on the Hohenberg and 

Kohn theorem[47]. This theorem proves that the ground state electronic energy can be determined 

by the electron density ρ, instead of wavefunction, Ψ. This theory was brought to practical use by 

Kohn and Sham through developing self-consistent equations[48]. The simplicity of the density 
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functional theory (DFT) methods lays in the fact that the electron density depends only on three 

spatial coordinates, independent of the number of electrons. 

 In density functional theory, electrons are considered to be non-interacting particles 

moving in an effective potential and the Kohn-Sham equations are solved: 

 

2
2 ( ) ( ) ( )

2 eff i i iV r r E r
m

 
 
    
 

                                                                                             (1-6) 

( ) ( ) ( ) ( )eff ext coul XCV r V r V r V r                                                                                             (1-7) 

 

, where ψi(r) is a single Slater determinant for the non-interacting system, Vext(r) is the external 

potential consisting of electron-nuclei interactions, Vcoul(r) is the electron-electron repulsions, and 

VXC(r) is the exchange-correlation interactions. The Hartree-Fock method includes the electron 

exchange part by constructing the wavefunction as a Slater determinant and approximating the 

electron-electron interactions as an average field. Post-Hartree-Fock methods construct the 

wavefunction by combination of multiple Slater determinants to account for electron correlation. 

In contrast, density functional theory methods use density-functionals for the exchange-

correlation part of the effective potential.      

The main goal of density functional theory methods is to design functionals connecting 

the electron density with the energy[49]. In density functional theory methods, the electronic 

energy is defined as[50]: 

 

XCJVT EEEEE                                                                                                         (1-8) 
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, where ET and EV are kinetic and electron-nuclear interaction energies, EJ is the Coulomb 

electron-electron interaction energy, and EXC is the exchange-correlation part of the electron-

electron interaction energy.  

 At the beginning, all the density functional theory methods tried to define all the energy 

components as a functional of electron density, but these methods had poor performances. Later, 

Kohn and Sham[48], improved the performance of density functional theory methods by 

suggesting that ET should be calculated using a set of orbitals representing the electron density, 

and taking EXC as the only unknown. In fact, the difference between various modern density 

functional theory methods is the form of the functional for the EXC. 

 In the simplest model known as Local Density Approximation (LDA), electron density is 

treated as a uniform electron gas which slowly varies by distance[51]. The improvement of this 

approximation is by considering the gradient of electron density via first and higher order 

derivatives of electron density. These methods are known as General Gradient Approximation 

(GGA) methods. The examples of such functionals are B or B88[52], PW86[53], PW91[54], and 

PBE[55] containing first order correction terms and BR[56], B95[57], and HCTH[58] functionals 

containing higher order gradients. In addition, Hybrid methods have been developed where 

exchange-correlation functional is constructed as a linear combination of the Hartree-Fock exact 

exchange and other exchange and correlation density functionals. The most popular hybrid 

functional is B3LYP (Becke, three-parameter, Lee-Yang-Parr) which consists of Becke exchange 

functional[52] and the correlation functional of Lee, Yang, and Parr[59]. Solving the Kohn-Sham 

equations implies computing the ρ(r), which requires that the wavefunction be known, similar to 

Hartree-Fock approximation above. Thus, Kohn-Sham equations must be solved iteratively, as 

outlined in Figure 1-5. 
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Figure 1-5. SCF steps to solve the Kohn-Sham equations.  

 

1.2.3   Time-Dependent Density Functional Theory (TD-DFT) 

 Hohenberg and Kohn theorem[47] only applies to the ground state and hence, the time-

dependent properties such as frequency-dependent response properties and photoabsorption 

spectra cannot be studied using the Kohn Sham equations. Within the density functional theory 

formalism, these properties need to be investigated using the time-dependent Kohn-Sham 

equations[60]: 

 

( , )
(r, ) ( , )eff

r t
i V t r t

t


 


                                                                                                      (1-9) 

   (r, ) , (r, ) ,eff ee ext XCV t V r t V t V r t                                                                         (1-10) 

 

, where the effective potential is composed of electron-electron interactions, external field, and 

exchange-correlation, respectively. The exchange-correlation potential is a functional of electron 

density and the ground state wavefunction.  
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  Figure 1-6. A typical Linear Response Time-Dependent Density Functional Theory  
(LR-TDDFT) calculation scheme. 

 

 If the external perturbation is small it does not completely destroy the ground state of the 

system. In this case the variation of the system by time will depend on the ground state 

wavefunction, which is linearly changed in presence of the external perturbation. This concept 

introduces the Linear Response Time-Dependent Density Functional Theory (LR-TDDFT), 

where the electron density of the ground state changes linearly with external perturbation[61]. 

Basically, calculations are started using time-independent Kohn-Sham equations to determine the 

ground state potential and hence the electron density, and then linear response time-dependent 

density functional theory calculations are utilized to calculate the changes in electron density and 

other time-dependent properties (Figure 1-6). 

 This formalism also allows the excited states to be determined, allowing properties such 

as the electronic absorption spectra to be calculated.  This methodology is used in Chapter 2 to 

simulate the UV-Vis spectra of molybdenum oxide clusters for investigating the effects of cluster 

size and molybdenum formal charge on the spectra, and in Chapter 4 to simulate the UV-Vis 

spectra of molybdenum complexes with gluconic acid. 
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Figure 1-7. Solvation models.  
(a) implicit, (b) explicit 

 

1.3   Solvation Models 

 Generally, quantum chemistry calculations are performed for systems in the gas phase, 

but most chemical reactions occur in solution. In the solution phase, electrostatic forces between 

solute and solvent affect the properties of substances such as their geometry, energy, and spectra. 

Hence to investigate the reactions in the solution phase, these electrostatic forces must be 

considered. To evaluate the solvent effects in computational chemistry, solvation models are 

used. Broadly, these models are divided in two types: explicit and implicit models. In explicit 

models, each solvent molecule is treated individually. For the implicit models, the solvent is 

represented by a continuum described by macroscopic properties such as the dielectric constant, 

ε. These models are represented in Figure 1-7. From the definition above, it is clear that explicit 

model involves more details and produces more accurate results, but it is computationally 

expensive, hence in this research implicit models have been used.  

  Continuum models consider solvent as a uniform polarizable medium with a dielectric 

constant and place the solvent in a suitable hole in the medium[62, 63]. Usually the solvation of a 

solute is considered to happen through multiple steps (Figure 1-8). First a cavity is formed in the  
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Figure 1-8. Solvation steps. 

 

solvent and the solute molecule is placed in the cavity followed by reorientation and polarization 

of the solvent molecules in response to solute charge density. Finally, solvent polarization 

induces an electric field (reaction field) within the cavity that interacts with the solute dipole. The 

solvation energy, then, can be expressed as: 

 

solv cav disp rep elecU U U U                                                                                (1-11) 

 

, where Ucav, Udis-rep, and Uelec are cavitations energy, dispersion-repulsion interactions energy, 

and electrostatic interactions energy, respectively. The creation of the cavity requires energy and 

causes destabilization, the reorientation of the solvent molecules are due to dispersion-repulsion 

(mainly Van der Waals) interactions between solute and solvent molecules that lowers the energy 

of the system and finally, the back and forth polarization induced between solute and solvent 

molecules results in the most stable charge distribution in the system.  

 The electrostatic part of this equation, which involves the interaction of the reaction field 

with the solute charge density can be determined by the Poisson equation: 
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              Figure 1-9. Solvent cavities.  
(a) spherical, (b) interlocking spheres, (c) solvent accessible (SAS) and  

solvent excluded (SES) surfaces 

 

[ ( ) ( )] 4 ( )r r r                                                                                              (1-12) 

 

, where, ε(r), φ(r), and ρ(r) are the solvent dielectric constant, the reaction field, and the solute 

charge density, respectively. 

 These models differ in: size and shape of the cavity, method of calculating the cavity 

creation and dispersion-repulsion contributions, how the charge distribution of solute is 

represented, whether the solute is described classically or quantum mechanically, and how the 

dielectric medium is described. In the simplest model known as the Onsager model[64], solute is 

placed in a spherical cavity with a radius that is determined from its gas phase structure (Figure 1-

9). The charge distribution of the solute is expressed in terms of a dipole moment, μ, and 

electrostatic interactions are calculated analytically. More sophisticated continuum models in 

which the solute molecule is treated quantum mechanically are known as Self-Consistent 

Reaction Field, (SCRF), models. In these models, the calculated electric moments induce charges 

in the dielectric medium, that in turn acts back on the solute molecule, causing the wavefunction 

to respond resulting in changes in the electric moments. This interaction is solved by iteration and 
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hence these models are called self-consistent. The most common self-consistent reaction field 

models are the Polarizable Continuum Model (PCM)[65], the Conductor-Like Screening Model 

(COSMO)[66, 67], the Conductor Polarizable Continuum (CPCM)[68] model that is basically the 

COSMO model with defined surface charges, and the Universal Solvation Models (SMD)[69]. 

 The Tomasi polarizable continuum model, makes the cavity by interlocking spheres of 

van der Waals radii centered on each atom (Figure 1-9), and parameterizes the cavity-medium 

interaction based on the cavity surface area and solves the electrostatic interactions numerically. 

The conductor-like screening model employs a solvent accessible surface (SAS) to make the 

cavity (Figure 1-9). In this model, the solvent is considered to be a conductor except close to 

cavity and electrostatic interactions are solved numerically based on a conducting polygonal 

surface. Also, as recommended by Marenich and coworkers for ΔG calculations, the universal 

solvation model calculates the partial atomic charges from the wavefunction and parameterized 

cavity-medium interactions based on the solvent excluded surface (SES) (Figure 1-9). Solvent 

models are used in Chapter 4 to simulate the UV-Vis spectra of molybdenum complexes with 

gluconic acid in solvents with the aim of investigating the solvent effect on the spectra.  

 

1.4   Corrosion  

 Most metals are unstable and have tendency to react with their environment to form a 

more stable state with lower energy. It is due to this tendency of metals that the corrosion 

problems arises. The American Society for Testing and Materials (ASTM), defines corrosion as 

"the chemical or electrochemical reaction between a material, usually a metal, and its 

environment that produces a deterioration of the material and its properties"[67]. In the corrosion 

process, metal atoms are oxidized to metal ions and the released electrons are used to reduce O2 

or H+ depending on the environment. The reactions involved in corrosion process can be 

summarized as:  
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Figure 1-10. Uniform corrosion. 

   

                                                                            oxidation 

                                 reduction 

  

 Millions of dollars are lost each year because of corrosion induced damage, a large 

percentage from the corrosion of iron and steel parts of equipment and underground metal 

structures in various industries. In addition to the corrosion cost directly from metallic structures, 

such as damage that forces replacement of structures and buildings, other costs of corrosion are 

related to corrosion control and the cost of designing new materials[69]. Therefore, the study of 

corrosion and corrosion inhibition and detection has attracted many scientists. 

 

1.4.1   Corrosion Types 

 In the real world, metals are exposed to various environments such as atmosphere, water, 

soil, and industrial fluids. Depending on the environment to which a metal is exposed and the 

corrosive conditions, corrosion can take place through different mechanisms. The most important 

types of corrosion are explained briefly in this section. In the case of Uniform Corrosion, 

corrosion occurs all over the surface of the metal relatively evenly causing uniform decrease of 

the metal thickness[70] (Figure 1-10). The rate of the uniform corrosion may be controlled 

through two mechanisms: concentration control and activation control. Concentration control  
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Figure 1-11. Local corrosion.  
(left) Pitting, (right) Crevice. (Figure adapted from Ref [73])  

 

happens when the diffusion rate of the reactant or products to or from surface, where corrosion 

takes place, is the slowest step in the corrosion process. Activation control refers to rate of the 

oxidation and / or reduction reactions as the rate controlling step[71]. Uniform corrosion produces 

a protective metal oxide layer that prevents the metal from further corrosion. If this protective 

layer is damaged mechanically or by aggressive ions in the environment (e.g. Cl-), Localized 

Corrosion is initiated (Figure 1-11). 

 In contrast to uniform corrosion, when discrete areas of metal surface are corroded with 

the majority of the surface unchanged, corrosion is defined as Pitting Corrosion[72]. Essentially, 

when the passive layer on the surface of the metal is damaged due to physical or chemical forces, 

narrow pits are formed on the surface of the metal and the metal can be attacked by aggressive 

species of environment such as Cl- and SO4
2- [74]. Crevice Corrosion occurs when discrete areas 

on an alloy are physically isolated. This situation often happens underneath the surface in 

confined spaces such as under deposits, gaps, contact areas between parts, and inside cracks[72]. 

In this type of corrosion, these occluded spaces are wide enough for corrodent to enter and 

narrow enough such that corrodent remains. Once trapped, the dissolved oxygen is rapidly 
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depleted and a local galvanic cell is established due to the difference in the oxygen concentration 

of the solutions within a crevice and surrounding surface, which in turn promotes the 

corrosion[75]. 

 The mechanisms of pitting and crevice corrosions are basically same. The passivating 

film is damaged and unprotected iron inside the pit or crevice is oxidized. Next, the generated 

electrons are consumed for reduction of dissolved oxygen outside the pit or crevice. As a result of 

these reactions, the electrolyte inside the pit or crevice gains positive electrical charge which 

attracts the negatively charged aggressive ions like Cl-. The reaction of Cl- and Fe2+ inside the pit 

or crevice decreases the pH which accelerate the corrosion. 

 

                                Oxidation 

                                Reduction 

                                Acidification 

 

 Intergranular Corrosion occurs in alloys because of the composition difference between 

grain boundaries and inner parts of grains. For the case of steel, in presence of small amounts of 

carbon in steel, chromium reacts with carbon during heat treatment to produce carbide. The 

needed chromium diffuses from bulk to boundaries and chromium depletion occurs (Figure 1-12). 

The chromium-depleted areas are more instable and hence more susceptible for localized 

corrosion. As a result grains falling out resulting in a drastic loss of material strength.                  
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Figure 1-12. Intergranular corrosion. 
(a) Chromium Carbide formation at grain boundaries 

(b) Intergranular corrosion induced grain falling out.  
(Figure adopted from Ref [76])   

  

 Galvanic Corrosion transpires when two different metals are in an electrical contact in an 

conducting electrolyte which in one metal corrodes preferentially to the other one[72]. Galvanic 

corrosion is an electrochemical process in which, depending on electrochemical potentials, one 

metal acts as anode where oxidation reaction happens and the other one acts as cathode where 

reduction reaction happens. During the oxidation reaction, the metal is transformed to ion by 

releasing of electrons, the released electrons are transferred to cathodic site via electrical contact 

and consumed by cathodic reaction. The electrochemical potentials for iron and zinc are: 

 

  

 

Thus, the zinc will be the anode and corroded in the zinc-iron galvanic cell. Figure 1-13 illustrates 

the zinc-iron galvanic cell schematically. 
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Figure 1-13. Schematic representation of zinc-iron galvanic cell 

 

1.4.2   Laboratory Studies of Corrosion 

 To study the corrosion and effectiveness of corrosion inhibitors in the laboratory, several 

standard methods are available[77]: electrochemical, cabinet, immersion, and high-temperature / 

high-pressure (HT/HP), methods.  In the work presented here, immersion corrosion tests[78] were 

utilized to accelerate the corrosion process. In this method, small pieces or coupons of the 

material are exposed to the test medium and the weight loss of the material is measured for a 

given period of time. In this type of corrosion test, chemical and physical parameters affecting the 

corrosion can be controlled. Concentration, pH, phase equilibrium, dissolved gases, and 

conductivity are among the chemical parameters and temperature, pressure, flow velocity, surface 

area, and time are among the physical parameters which can be controlled during the test.  

 The immersion method is used in Chapter 5 to study the corrosion of iron and zinc wires 

in sodium chloride solution. We used a new method to evaluate the corrosion rate of small wires 

instead of weight loss. This method is based on the change in the resistance of wire by time and is 

amenable to high-throughput screening. In this method small wires of known radii are installed 

on a holder, all the connections are sealed and only a known length of the wires are exposed to 

corrosive media. Wires are connected to an electronic board, which measures and saves the wire 
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resistance periodically. By plotting the resistance versus time, wire failure time is detected which 

is the time when the wire is corroded completely. The corrosion rate is calculated from the slope 

of the plot of masses of wires of various radii versus failure time. Also, the immersion method 

based on weight loss is used in Chapter 6 to study the corrosion of mild steel in soil.    

 

1.4.3   Corrosion Prevention Methods 

  Generally, the corrosion of metals happes through oxidation reaction of metal in an 

electrochemical cell where metal acts as anode. In addition to anode, there are three other major 

components, which are necessary to corrosion to occur: a corrosive media, a cathode where the 

reduction reaction happens, and an electron-conducting path between anode and cathode. The 

basic concept of most methods of corrosion protection is to either remove one or more of these 

cell components so that the metal will not corrode or changing the nature of the anode so that it 

becomes the cathode (cathodic protection)[79].  

 Galvanic corrosion happens when two dissimilar metals immersed in the same electrolyte 

are in electric contact. The metal with lower electrochemical potential acts as anode and the metal 

with higher electrochemical potential acts as cathode, leading to the corrosion of anode through 

oxidation reaction. The principle of galvanic corrosion is used in cathodic protection. In this 

method of protection, a metal with lower electrochemical potential than that of metal to be 

protected, is attached to the structure and acts as a sacrificial anode and hence protects the 

structure from corroding. 

 The other method of corrosion protection is making a barrier between the metal of 

interest and the corrosive environment by means of coating the metal by a layer of suitable 

organic, inorganic, or metallic compound[72, 80]. Organic coatings include paints, resins, 

lacquers, and varnishes with various formulations, which are applied on an appropriately prepared  
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metal surface. Inorganic coatings include enamels, glass linings, and conversion coatings. Since 

porcelain enamel coatings are inert in water, they are commonly used on appliances and 

plumbing fixtures. In industries where corrosion or contamination of the product is a concern, 

glass-lined metals are used. Conversion coatings are generally adherent corrosion product of 

metal of interest, which are produced by controlled corroding of the metal surface. Examples of 

conversion coating are aluminum oxide film on the aluminum metal produced by anodizing the 

aluminum and phosphatizing for the protection of automobile bodies.  

 To slow down or even prevent the corrosion, corrosion inhibitors are added in small 

concentrations to the corrosive environment. The effectiveness of the corrosion inhibitors 

depends on the metal to be protected as well as the chemical nature of the corrosive environment. 

One major concern about the corrosion inhibitors is their toxicity. Environmental regulations can 

limit the use of these agents. Inhibitors are classified into environmental conditioners and 

interface inhibitors. Environmental conditioners in general decrease the corrosivity of the 

environment by scavenging the corrosive substances from the environment. One example of this 

type of inhibitor is the use of hydrazine which in near-neutral and alkali solutions decreases the 

oxygen content leading to corrosion control[81]. On the other hand, interface inhibitors, control 

corrosion by forming a film at the metal / environment interface and inhibiting anodic and / or 

cathodic reactions. In Chapter 5, the efficiency of calcium gluconate and a few commercial 

inhibitors are examined using the new methodology based on wire triggers. 

 

1.4.4   Corrosion Detection 

 In addition to corrosion inhibition and preventing, corrosion monitoring and detection are 

essential to control the corrosion and reduce the cost of corrosion and keep the structures healthy. 

Often corrosion reactions take time to initiate, therefore by accurate monitoring and predicting the 
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corrosion progress, appropriate control measures can be applied at early stages of corrosion. 

Visual, ultrasonic, radiographic, thermal imaging, and electrochemical techniques are among the 

major technologies used for corrosion monitoring and detection[77, 82].  

 The oldest and simplest method of corrosion inspection is visual inspection. Visual 

inspection can be done using naked eye for external surface inspection or using borescopes, 

fiberscopes, and video imaging systems for inspection of hard to access areas and internal 

surfaces. Although visual inspection is quick and inexpensive, its result is qualitative and depends 

on the inspector experience[82]. 

 In corrosion detection by means of ultrasonic technology, high - frequency, (above 0.2 

MHz), ultrasonic waves are sent and travel through material, and are reflected from interfaces 

such as the back surface of the material and where corrosion is in progress[83]. The reflected 

waves are used to detect any defect in the material. This technique is fast and can detect material 

and thickness loss with good resolution. 

 Radiographic inspection utilizes x-ray or γ-ray to inspect both surface and subsurface of 

materials. The short - wavelength waves penetrate through the material and are adsorbed 

depending on the thickness or the density of the material. The transmitted waves are recorded by 

either film or electronic devices. By interpretation of the resulting two-dimensional image, any 

variation in the material can be detected.  

 Thermographic imaging is utilized to detect the hidden corrosion based on the 

temperature distribution over the material. In this technique, infrared radiation emitted by the 

material is used to make a thermal image. The amount of the emitted radiation depends on the 

temperature and since many defects affect the thermal properties of the material, the thermal 

image can be used to detect any variation in the material. Although this technique is a practical 
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way to detect the hidden corrosion, the thermographic images are usually fuzzy and subject to 

interpretation.  

 In electrochemical corrosion detection methods, the electrochemical change by electron 

transfer is used for corrosion detection[77]. The most common type of these methods is based on 

the principles of galvanic corrosion. In galvanic corrosion sensors, two dissimilar metals are 

coupled galvanically and are kept isolated from each other. When an electrolyte condenses on the 

sensor, the gap between electrodes is bridged, as a result a current is developed which is used as a 

measure of corrosion[84]. 

 In Chapter 6, corrosion of a thin wire is used to develop a passive wireless corrosion 

senor. Various corrosion sensors have been developed based on fiber optics, electrochemical, and 

other techniques[85, 86]. Many of these sensors require power and complex wiring and hence 

they are expensive. Also some un-powered binary sensors based on radio frequency resonance 

phenomenon have been developed which utilize the corrosion of a surrogate wire[87, 88]. 

However, due to the analog nature of these devices, the response of the device changes with 

corrosion, which makes data interpretation problematic. To overcome these difficulties, a wireless 

sensor was developed using a standard radio-frequency identification (RFID), tag. This device is 

inexpensive, wireless, and requires no internal power. The response of the sensor can be easily 

read using an radio-frequency identification reader and the lack of the signal indicates that the 

wire is corroded.  
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CHAPTER II 

 

 

THEORETICAL PREDICTION OF UV-VIS SPECTRA FOR  

MOLYBDENUM OXIDE CLUSTERS 

 

 In this chapter, the UV-Vis spectra of molybdenum oxide clusters are simulated 

theoretically by means of Time-Dependent Density Functional Theory (TDDFT) calculations.  

An overview of the computational methodology can be found in the introduction.  The effects of 

cluster size and the variation of the formal charge of the molybdenum atoms on UV-Vis spectra 

are investigated. Adopting the geometrical parameters of yellow β-MoO3•H2O, the layered crystal 

structure of the molybdenum oxide is constructed step by step using chains and ribbons of 

connected tetrahedras containing 2, 3, and 4 molybdenum atoms. To easily identify the clusters 

the following numbering method has been adopted (see Figure 2-1): 

 

abc(ij-kl,mn-op) 

 

, where a is the number of layers, b is the number of chains in each layer, c is the number of 

molybdenum atoms in a chain,  i, j, k, l, m, n, o, and p are the oxidation number of molybdenum 

atoms, "-" is used to separate the chains, and "," is used to separates the layers. 
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Figure 2-1. Molybdenum oxide cluster structures.  

(a) 113(666) chain, (b) 123(666-666) ribbon, (c) 222(66-66,66-66) layer 

 

2.1   Computational Procedure 

 All calculations were performed with Gaussian 09 software[89]. Molecular orbitals and 

electron density cube files were generated using standard cubegen and cubman utilities of 

Gaussian 09 software and visualized using GaussView 5 [90] software. Excitations were 

convoluted and UV-Vis spectra were visualized utilizing GaussSum software using a full width at 

half maximum (FWHM) of 3000 cm-1 [91]. Except with explicitly noted, calculations were 

performed using Becke three parameter hybrid functional[92] with Lee, Yang and Parr 

correlation[93], which includes both local and non-local terms (B3LYP). The cc-pVTZ valence 

triple zeta basis set was employed for all oxygen and hydrogen atoms[94]. The molybdenum 

atoms were modeled with the Stuttgart-Dresden, (MWB28)[95], effective core potential and basis 

set augmented with two f-type and one g-type polarization functions with 0.265, 0.825, and 0.627 

exponents respectively[16]. In some cases, other density functional theory functionals and basis 

sets were employed.  

  The time-dependent density functional theory calculations of the visible absorption 

spectra were performed in gas phase on clusters of different sizes keeping geometry parameters 

fixed. After which, the clusters geometries were optimized utilizing same method, basis sets, and 

core potential. time-dependent density functional theory calculations of the optical spectra were 
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performed on these optimized clusters. Vibrational frequency analysis was also performed to 

confirm that all stable structures have no imaginary modes.  

2.2   Results and Discussion 

 Adopting the geometrical parameters from Kuzman and Purans [15], time-dependent 

density functional theory calculations were done for clusters of various sizes modeling the β-

MoO3•H2O structure. To model the cluster structure, polymeric chains, ribbons, and layer 

structures were studied (Figure 2-1). The stoichiometric relations were maintained by terminating 

all dangling bonds with hydrogen atoms. Finally, to fix the formal charge of selected 

molybdenum atoms to 5+, one hydrogen atom was attached to the oxygen atom connecting to the 

corresponding molybdenum atom.  

 For the molybdenum oxide, the valence band (VB) is comprised of the oxygen 2p 

orbitals, and the conduction band (CB) is the result of overlapped molybdenum 4d and 5s 

orbitals[96].  Thus, we expect to see an electron transfer from oxygen to molybdenum atoms from 

an optical excitation. By reducing one or more Mo(VI) atoms to Mo(V) in cluster by means of 

hydrogen insertion, a new band is generated (defect band, DB), which lays between valence and 

conduction bands, and is mainly composed of 4d and 5s orbitals of Mo(V) atoms (Figure 2-4). As 

a result, in addition to O-Mo electron transfers, Mo(V)-Mo(VI) electron transfers are also 

possible. In this dissertation, ligand to metal charge transfer (LMCT), and intervalence charge 

transfer (IVCT), terms are used for former and later types of electron transfers, respectively.  

 

2.2.1   Chains 

 Keeping the structural parameters fixed at the expected crystallography locations, time-

dependent density functional theory calculations were performed for chains consisting of two,  
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Table 2-1. HOMO and LUMO energies and HOMO to LUMO excitation wavelengths for chains. 
(EH) HOMO energy, (EL) LUMO energy, (ΔEH-L) HOMO and LUMO energies difference,  

and (λ) wavelength for HOMO to LUMO excitation 
 

Chain EH (eV) EL (eV) ΔEH-L (eV) λ (nm) 
112(66) -7.17 -5.06 2.10 592 
112(66)-opt -8.76 -3.92 4.84 256 
113(666) -6.65 -4.81 1.85 670 
113(666)-opt -8.72 -4.02 4.71 263 
114(6666) -6.53 -4.86 1.66 747 
114 (6666)-opt -8.70 -4.26 4.44 280 

 

  

 

Figure 2-2. UV-Vis spectra of molybdenum oxide chains of various sizes 

(top) non-optimized, (bottom) optimized geometries  
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 Figure 2-3. HOMO and LUMO energy levels for chain structures of various sizes 

(black) non-optimized, (red) optimized geometries 

 

three, and four Mo(VI) atoms. Also, the clusters were optimized and time-dependent density 

functional theory calculations were performed for geometry optimized clusters.  The energies of 

highest occupied molecular orbital (HOMO), and lowest unoccupied molecular orbital (LUMO), 

for these structures as well as expected wavelengths for HOMO to LUMO excitation are 

summarized in Table 2-1. From calculations, for HOMO to LUMO excitation, we expect 

absorptions at 592, 670, and 747 nm for 112(66), 113(666), and 114(6666) chains respectively.    

 The predicted gas phase spectra for these chains are shown in Figure 2-2. Three major 

peaks are distinguishable around 400, 600, and 800 nm. Upon optimization, all peaks shift to 

lower wavelengths (below 350 nm) and there is no peak at higher wavelengths, which is 

consistent with white color of  the bulk material.  

 For non-optimized chains, although HOMO and LUMO energies systematically are 

increasing by the number of molybdenum atoms in chain, increasing of HOMO orbital energy is 

greater than that of LUMO orbitals (Figure 2-3), and hence ΔEH-L decreases with the number of   
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Table 2-2. HOMO and LUMO energies and HOMO to LUMO excitation wavelengths for 112 
chains. 

(EH) HOMO energy, (EL) LUMO energy, (ΔEH-L) HOMO and LUMO energies difference,  
and (λ) wavelength for HOMO to LUMO excitation.  

α and β indicate spin up and spin down electrons respectively. 

 
 

 

 

 

 

molybdenum atoms and corresponding absorption peak shifts to higher wavelengths. By 

increasing the number of molybdenum atoms in the chain, more energy states are available in 

both valence and conduction bands resulting in wider energy bands, and hence smaller band gaps, 

shifting the absorptions to higher wavelengths. 

 When chains first were optimized, time-dependent density functional theory calculations 

show a dramatic shift of absorption peaks to shorter wavelengths. The absorption wavelengths for 

HOMO to LUMO excitation are 256, 263, and 280 nm for 112(66)-opt, 113(666)-opt, and 

114(6666)-opt respectively. This is reasonable due to stabilization of chains due to the geometry 

optimizations. Optimized structures are distorted from layered structure of the bulk material to 

minimize the energy. 

 Calculations shows that HOMO energy increases and LUMO energy decreases with the 

number of molybdenum atoms, (Figure 2-3). Similar to non-optimized chains, absorptions shift to 

higher wavelengths.   

  

2.2.1.1   112 Chains 

 As mentioned above, time-dependent density functional theory calculations were 

performed for 112(66) chain utilizing B3LYP method using described basis sets and pseudo  

EH (eV) EL (eV) ΔEH-L (eV) λ (nm) 
Chain 

α β α β α β α β 
112(66) -7.17 NA -5.06 NA 2.10 NA 592 NA 
112(66)-opt -8.76 NA -3.92 NA 4.84 NA 256 NA 
112(56) -5.86 -7.05 -4.10 -3.90 1.77 3.16 701 393 
112(56)-opt -6.30 -8.54 -3.80 -3.77 2.50 4.76 495 260 
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Figure 2-4. HOMO and LUMO energy levels for 112(66) and 112(56) chains. 
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potential. Also, 112(66) chain was first optimized utilizing same method, basis sets, and pseudo 

potential and time-dependent density functional theory calculation then performed for optimized 

chain structure. Furthermore, one Mo(VI) atom in the 122(66) chain was reduced to Mo(V) by 

hydrogen insertion, resulting in 122(56) chain. Time-dependent density functional theory 

calculations were also performed for 112(56) and geometrically optimized 112(56)-opt chains. 

 Table 2-2, summarizes the HOMO and LUMO energies for these chains as well as 

corresponding absorption wavelengths for HOMO to LUMO excitations. Optimization of 112(66) 

chain, decreases the HOMO and increases the LUMO energies by 1.59 and 1.14 eV respectively 

and overall, band gap increases by 2.74 eV and hence the absorption peak for the HOMO to 

LUMO excitation shifts to lower wavelength of 256 nm. As one can see from Figure 2-4, valence 

band for 112(66) chain is composed of O-2p orbitals and conduction band is composed of Mo-4d 

orbitals. Upon reducing of one Mo(VI) atom to Mo(V) by means of hydrogen insertion, a new 

band (defect band, DB) is generated which is energetically lays between valence and conduction 

bands. This band mainly comprised of Mo(V)-4d orbitals and facilitates new excitations at higher 

wavelengths. 

 For 112(66) chain, calculations predicts four main absorptions at 351, 431, 564, and 

860 nm, with strongest contributions from HOMO-3 to LUMO+2, HOMO-4 to LUMO, HOMO-

1 to LUMO, and HOMO to LUMO excitations respectively (Figure 2-5). Valence band is 

composed of  O-2p orbitals and conduction band is composed of Mo-4d orbitals and hence as 

expected all excitations are associated with O to Mo electron density transfer (Figure 2-6). For the 

absorptions at 351 and 564 nm, electron density transfer is from the oxygen atom which is 

connected to the molybdenum atom, so the associated absorption peak is stronger than those 

absorptions at 431 and 860 nm where electron density transitions are from farther oxygen atoms. 

Upon optimization of the chain structure, the structures are bent to minimize the cluster structure, 

band gap increases  
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Figure 2-5. UV-Vis spectra for 112 chains.  
(top) non-optimized, (bottom) optimized structures 
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Figure 2-6. Electron density transfers for 112(66) chain.  

excitations at:  (a) 860, (b) 564, (c) 431, and (d) 351 nm   

(green and brown colors indicate electron density increasing and decreasing, respectively) 

 

 

 

Figure 2-7. Electron density transfer for excitation at 750 nm for 112(56) chain 
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and hence peaks at higher wavelengths disappear. The first absorption peak appears at 319 nm 

with main contribution from HOMO to LUMO and HOMO-1 to LUMO excitations. Similar to 

non-optimized chain, electron density transfer for these excitations are of the ligand to metal 

charge transfer type. 

 For 112(56) chain, calculations predict five major absorption peaks at 318, 375, 513, 750, 

and 1264 nm with strongest contributions from HOMO-3(α) to LUMO+4(α), HOMO-3(β) to 

LUMO+1(β), HOMO-1(α) to LUMO+1(α), HOMO(α) to LUMO+1(α), and HOMO(α) to 

LUMO+2(α) excitations respectively. Similar to 112(66) chain, excitations at 318, 375, 513, and 

1264 nm are associated with O to Mo electron density transfer. As mentioned above, when 

reducing one molybdenum atom to Mo(V), a defect band is generated and new type of excitations 

involving Mo(V) orbitals are expected. Figure 2-5 shows a strong absorption at 750 nm, a closer 

look at the electron density transfer (Figure 2-7) for this absorption reveals that an intervalence 

charge transfer is associated with this excitation. Mulliken atomic charge distribution confirms 

that as expected, the charge transfer is of the Mo(V) to Mo(VI) form. Similar to the 122 (66) 

chain, upon optimization of the 112(56) structure, band gap increases resulting in the shift of the 

absorption peaks to the lower wavelengths and the absorption peak corresponding to intervalence 

charge transfer shifts to 674 nm.  

 

2.2.1.2   113 Chains 

 Similar to 112 chains, time-dependent density functional theory calculations were 

performed for 113 chains with and without geometry optimization. To study the intervalence 

charge transfer in these chains, one or two molybdenum atoms were reduced to Mo(V) by 

hydrogen insertion. As illustrated in Figure 2-8, for the non-optimized chains, there are two main 

absorption wavelength regions at around 420 and 750 nm and one more absorption for 113(565) 

chain at around 1400 nm. Investigation of electron densities reveals that for the 113(666), as  
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Figure 2-8. UV-Vis spectra for 113 chains.  

(top) non-optimized, (bottom) optimized structures 
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Figure 2-9. Examples of ligand to metal (LMCT) and intervalence (IVCT) charge transfer  
for 113 chains. 

(a) LMCT for 113(666), (b) LMCT for 113(566) 

(c) IVCT for 113(656), (d) IVCT for 113(565) 

 

expected all the excitations are associated with ligand to metal charge transfer (O to Mo). In the 

case of 113(566) chain, the absorptions in the visible wavelengths are also due to ligand to metal 

charge transfer, while HOMO(α) to LUMO(α) excitation is associated with intervalence charge 

transfer (Mo(V) to Mo(VI)) which appears as a weak absorption at 1800 nm. For the 113(656) 

and 113(565) chains, the absorptions associated with intervalence charge transfer appear at 750 

and 1400 nm respectively and all the other absorptions bellow 750 nm are due to ligand to metal 

charge transfer. Examples of electron density transfers of both types are demonstrated in Figure 

2-9.        
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 Upon geometry optimization of 113 chains, band gap increases and hence all the 

absorption peaks shift to lower wavelengths. For the 113(666)-opt and 113(566)-opt chains, all 

the peaks appear out of visible wavelengths while for 113(656)-opt and 113(565)-opt chains 

strong peaks corresponding to intervalence charge transfer appear at visible wavelengths. For the 

113(565)-opt chain, the Mo(V)/Mo(VI) ratio is twice the ratio for other multivalence 113 chains 

and hence more energy states are available in defect band. This increases the probability of 

excitation from the defect band energy states resulting in stronger absorption peak for excitations 

associated with intervalence charge transfer (Figure 2-8).  

 

2.2.1.3   114 Chains 

 The result of time-dependent density functional theory calculations on 114 chains are in 

agreement with the results for 112 and 113 chains. For the case of non-optimized chains, there are 

two main absorptions bellow 600 nm which are associated with ligand to metal charge transfer. 

For the 114(6666) chain, HOMO to LUMO excitation, also due to ligand to metal charge transfer 

appears at 908 nm as a weak absorption. For the 114(5666) chain, in addition to absorptions 

bellow 600 nm, there are two weak absorptions at 1548 and 2239 nm for the HOMO-1(α) to 

LUMO+1(α) and HOMO-1(α) to LUMO(α) excitations, respectively which are associated with 

intervalence charge transfer. Similarly, absorptions associated with the intervalence charge 

transfer for the 124(6566) cluster appear as two weak peaks at 1142 and 1367 nm due to the 

HOMO-1(α) to LUMO+1(α) and HOMO-1(α) to LUMO(α) excitations, respectively. There is an 

absorption for the 114(5656) chain at 1200 nm with main contribution from HOMO to LUMO+5 

excitation associated with intervalence charge transfer. This absorption, due to higher Mo5+/Mo6+ 

ratio of the chain is much stronger comparing to the absorptions corresponding to intervalence 

charge transfer for the other chains (Figure 2-10). Examples of ligand to metal and intervalence 

charge transfers for these chains are illustrated in Figure 2-11.  
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Figure 2-10. UV-Vis spectra for 114 chains.  
(top) non-optimized, (bottom) optimized structures 
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Figure 2-11. Examples of ligand to metal (LMCT) and intervalence (IVCT) charge transfers 

 for 114 chains. 

(a) LMCT for 114(6666), (b) LMCT for 114(5666), 

(c) IVCT for 114(6566), and (d) IVCT for 114(5656) chains 
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 Upon optimization of the chains, calculation results reveal that all absorptions associated 

with ligand to metal charge transfer, due to larger band gaps, shift to lower wavelengths out of 

visible range and peaks associated with intervalence charge transfer shift to lower wavelengths in 

visible range (Figure 2-10). For the 114(5666)-opt cluster, HOMO(α) to LUMO+1(α) and 

HOMO(α) to LUMO(α) absorptions, both associated with intervalence charge transfer, appear at 

493 and 654 nm, respectively. For the 114(6566)-opt cluster, there are three absorptions due to 

intervalence charge transfer, one strong absorption at 476 nm associated with HOMO(α) to 

LUMO+3(α) excitation and two weaker absorptions at 558 and 660 nm associated with 

HOMO(α) to LUMO+1(α) and HOMO(α) to LUMO(α) excitations, respectively. And finally, for 

the 114(5656)-opt chain, the peaks associated with intervalence charge transfer appear at 423 nm 

due to HOMO to LUMO+4 excitation and a broad strong absorption at 644 nm with main 

contributions from HOMO to LUMO and HOMO to LUMO+2 excitations. 

 

2.2.2   Ribbons 

 Ribbons were constructed by connecting two chains of two, three, and four molybdenum 

atoms. Similar to chains, time-dependent density functional theory calculations were performed 

for non-optimized and optimized ribbons. Figure 2-12 shows that, there are three major 

absorptions at approximately 340, 430, and 520 nm for non-optimized ribbons and one major 

absorption at about 320 nm for the optimized ribbons. Investigation of electron density transfers 

reveals that as expected all the excitations are associated with ligand to metal charge transfer 

which can be happen within a chain or between two chains. For the optimized structures, similar 

to the chains, due to larger bad gaps, all the absorption peaks were shifted to the lower 

wavelengths. 

2.2.2.1   122 Ribbons 

 As illustrated in Figure 2-13, for the 112(66-66) ribbon, HOMO to LUMO excitation 

appears as a small peak at 517 nm and three other major absorption peaks are distinguished at  
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Figure 2-12. UV-Vis spectra for ribbons of various sizes.  
(top) non-optimized, (bottom) optimized structures 
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Figure 2-13. UV-Vis spectra for 122 ribbons.  
(top) non-optimized, (bottom) optimized structures 
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Figure 2-14. Examples of ligand to metal (LMCT) and intervalence (IVCT) charge transfers 

 for 122 ribbons. 

(a) LMCT for 122(66-66), (b) IVCT for 122(56-66), and (c) IVCT for 122(56-65) 
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347, 377, and 450 nm with main contributions from HOMO-6 to LUMO, HOMO-2 to LUMO+1, 

and HOMO-1 to LUMO+1 excitations respectively. Upon geometry optimization, due to larger 

band gap, all peaks shift to lower wavelengths and HOMO to LUMO excitation peak appears at 

362 nm. For this ribbon structure, as expected, all the excitations are associated with ligand to 

metal charge transfer. 

 As discussed earlier for chains, reduction of one or more Mo(VI) atoms to Mo(V), 

generates the defect band which in turn facilitates the intervalence charge transfer. Since the 

defect band lays between valence and conduction bands, comparing to absorptions associated 

with ligand to metal charge transfer, the absorptions due to intervalence charge transfer appear at 

higher wavelengths. For the non-optimized and optimized 122(56-66) ribbons, these excitations 

are at 512 nm for non-optimized and 497 and 572 nm for optimized structures, respectively. By 

reducing of two Mo(VI) atoms in the structure, the probability of intervalence charge transfer 

increases. The absorption peaks for the non-optimized 122(56-65) ribbon at about 490 and 710 

nm and peaks for optimized 122(56-65) ribbon at about 440, 600, and 800 nm are more intense 

than the corresponding absorption for 122(56-66) ribbon (Figure 2-13). Examples of ligand to 

metal charge transfer and intervalence charge transfer for 122 ribbons are illustrated in Figure 2-

14. As can be seen from this figure, electron density transfer can occur within one chain or 

between two chains in the ribbon structure. 

    

2.2.2.2   123 Ribbons 

 123 ribbons are constructed by attaching two chains of three molybdenum atoms. Figure 

2-15 shows that the resulting spectra from time-dependent density functional theory calculations 

are similar for 123(666-666) and 123(566-666) ribbons with three major absorptions at around 

330, 400, and 500 nm; also similar spectra are predicted for 123(656-666) and 123(565-656) 

ribbons with three major absorptions at around 350, 500, and 800 nm. 



48 
 

   

  

 

    

Figure 2-15. UV-Vis spectra for 123 ribbons.  
(top) non-optimized, (bottom) optimized structures 
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Figure 2-16. Examples of ligand to metal (LMCT) and intervalence (IVCT) charge transfers 

 for 123 ribbons. 

(a) LMCT for 123(666-666), (b) IVCT for 123(566-666),  

(c) IVCT for 123(656-666), and (d) IVCT for 123(565-656) ribbons 
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 Electron density transfer investigation for these major absorptions reveals that, all the 

excitations for the 123(666-666) are associated with ligand to metal charge transfer which upon 

optimization of the ribbon structure shift to bellow 350 nm. The spectra for the 123(566-666) 

ribbon is very similar to that of 123(666-666) ribbon; all absorptions in visible range are 

associated with ligand to metal charge transfer and HOMO to LUMO excitation which is 

associated with intervalence charge transfer appears as a weak absorption at 1708 nm. For this 

ribbon, geometry optimization distorts the structure from flat bulk material structure to minimize 

the energy, all the excitations associated with ligand to metal charge transfer shift to bellow 300 

nm. HOMO to LUMO excitation which is shifted to 891 nm, along with two new absorptions at 

435 and 566 nm are associated with intervalence charge transfer.  

 The spectra for 123(656-666) and 123(565-656) ribbons are similar with a strong and 

broad absorption above 700 nm and two weaker absorptions at about 350 and 500 nm. The 

investigation of electron density transfers shows that for both ribbons, absorptions bellow 500 nm 

are associated with ligand to metal charge transfer and the absorptions at higher wavelengths are 

associated with intervalence charge transfer. Also, it can be seen from Figure 2-15 that the ratio 

of the strongest absorptions intensities for these ribbons at around 800 nm, is approximately 3, 

which is in agreement with the ratio of the number of Mo(V) atoms in the ribbon structures. 

Examples of both ligand to metal charge transfer and intervalence charge transfer for 123 ribbons 

are shown in Figure 2-16. 

 

2.2.2.3   124 Ribbons 

 Similar to the case of 123 ribbons, the predicted spectra by calculations for 124(6666-

6666) and 124(5666-6666) ribbons are similar with three major absorptions at about 330, 400, 

and 500 nm and spectra for 124(6566-6666) and 124(6565-5656) ribbons are similar with four 

major absorptions at about 330, 350, 450, and 800 nm (Figure 2-17). 
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Figure 2-17. UV-Vis spectra for 124 ribbons.  
(top) non-optimized, (bottom) optimized structures 
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 The absorptions for the 124(6666-6666) ribbon are at 347, 377, and 450 nm with major 

contributions from HOMO-6 to LUMO, HOMO-2 to LUMO+1, and HOMO-1 to LUMO+1 

excitations respectively, which are associated with ligand to metal charge transfer. These 

absorptions, upon geometry optimization of the ribbon, shift to lower wavelengths bellow 400 

nm. The spectra for 124(5666-6666) ribbon is very similar to 124(6666-6666) ribbon, except that 

for this ribbon HOMO(α) to LUMO(α) excitation which is associated with intervalence charge 

transfer, appears as a small absorption at 1518 nm. Upon optimization of the ribbon geometry, 

HOMO(α) to LUMO(α) excitation peak shifts to 965 nm, peaks associated with ligand to metal 

charge transfer shift bellow 400 nm, and new absorptions at 456 and 564 nm are associated with 

intervalence charge transfer. 

 Figure 2-17 shows that for 124(6566-6666) and 124(6565-5656) ribbons, there is a strong 

broad absorption at about 800 nm with main contribution from HOMO(α) to LUMO(α)+7 and 

HOMO(α)-1 to LUMO(α)+4 excitations respectively, and a few other absorptions bellow 600 nm. 

Electron density transfer investigations for these absorptions reveals that for these ribbons, the 

absorption at about 800 nm is associated with intervalence charge transfer and all the other 

absorptions at lower wavelengths are associated with ligand to metal charge transfer. Some of the 

electron density transfers for 124 ribbons are represented in Figure 2-18.  

 Upon optimization of the ribbon, similar to the other clusters, structure distorts from flat 

geometry to minimize the energy, all the absorptions associated with ligand to metal charge 

transfer shift to lower wavelengths bellow 305 nm and the absorptions at wavelengths higher than 

400 nm are due to intervalence charge transfer. The spectra for the 124(6565-5656)-opt ribbon 

consists of five major absorptions at 310, 369, 445, 635, and 845 nm, for this ribbon more Mo(V) 

atoms are available and hence more absorptions due to intervalence charge transfer are expected. 

Electron density transfer investigations show that, absorptions above 369 nm are associated with 

intervalence charge transfer while the absorptions bellow are associated with ligand to metal  
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Figure 2-18. Examples of ligand to metal (LMCT) and intervalence (IVCT) charge transfers 

 for 124 ribbons. 

(a) LMCT for 124(6666-6666), (b) IVCT for 124(5666-6666),  

(c) IVCT for 124(6566-6666), and (d) IVCT for 124(6565-5656) ribbons 

 



54 
 

charge transfer. Also the ratio of intensities of the absorptions at around 800 nm for 124(6565-

5656) and 124(6566-6666) ribbons is approximately 4, directly reflecting the ratio of the number 

of Mo(V) atoms in the ribbon structures. 

 

2.2.3   Layers 

 To simulate the layer structure of the molybdenum oxide, one 122 ribbon was placed 

over another 122 ribbon (Figure 2-1). Time-dependent density functional theory calculations were 

performed for 222(66-66,66-66) layer with all molybdenum atoms of 6+ valence and 222(56-

66,66-66) layer with one Mo(VI) atom reduced to Mo(V). As seen from Figure 2-19, similar to 

chains and ribbons, the spectra for the layer where one terminal Mo(VI) is reduced to Mo(V) is 

very similar to the spectra of the layer where all the molybdenum atoms have 6+ valence.  

 For the 222(66-66,66-66) layer, in addition to HOMO to LUMO excitation which appears 

as a small peak at 768 nm, three major absorptions at 377, 415, and 476 nm are predicted with 

main contributions from HOMO-9 to LUMO+1, HOMO-3 to LUMO+7, and HOMO-1 to 

LUMO+7 excitations respectively (Figure 2-19). Electron density transfer analysis reveals that, 

all these absorptions are associated with ligand to metal charge transfer either within a ribbon or 

between two ribbons in the layer structure. By reducing one terminal Mo(VI) atom to Mo(V) by 

means of hydrogen insertion, intervalence charge transfer is also possible. In fact electron density 

transfer analysis for the 222(56-66,66-66) layer structure shows that the absorption at 414 nm 

along with two weaker absorptions at 2176 and 3410 nm are associated with intervalence charge 

transfer. These absorptions are due to HOMO(α) to LUMO+11(α), HOMO(α) to LUMO+1(α), 

and HOMO(α) to LUMO(α) excitations, respectively.  

 Upon optimizing the structures, for 222(66-66,66-66)-opt layer all peaks shift to 

wavelengths below 400 nm. In the case of 222(56-66,66-66) layer, three major absorptions appear 

at about 440, 530, and 660 nm with major contribution from HOMO(α) to LUMO+6(α),  
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Figure 2-19. UV-Vis spectra for 222 layer.  

(top) non-optimized, (bottom) optimized structures 
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Figure 2-20. Examples of ligand to metal (LMCT) and intervalence (IVCT) charge transfers  

for 222 layer.  

(a) LMCT for 222(66-66,6666), (b) IVCT for 222(56-66,66-66)  
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HOMO(α) to LUMO+2(α), and HOMO(α) to LUMO(α) excitations, respectively. These 

absorptions are due to intervalence charge transfer and peaks corresponding to ligand to metal 

charge transfer appear below 400 nm.    

 

2.3   Summary 

 Valence and conduction bands of MoO3 are composed of O-2p and Mo-4d orbitals 

respectively, and hence all absorptions in UV-Vis spectra predicted by time-dependent density 

functional theory calculations for molybdenum oxide clusters (chains, ribbons, and layer) 

containing Mo(VI) atoms are associated with ligand to metal charge transfer. As cluster size 

increases more energy states are available in valence and conduction bands and hence with 

smaller band gap, absorptions shift to higher wavelengths (Table 2-1). However, all absorptions 

are out of visible wavelengths range which is consistent with white color of the bulk molybdenum 

oxide. 

 Upon reducing of one or more Mo(VI) atoms in the structure to Mo(V) by means of 

hydrogen insertion, a new band (defect band, DB), is generated which is mainly composed of 

Mo(V)-4d orbitals and energetically lays between valence and conduction bands (Figure 2-4). 

The generation of defect band facilitates the intervalence charge transfer and corresponding 

absorption peaks appear at higher wavelengths comparing to peaks associated with ligand to 

metal charge transfer. Giving that these absorptions are in visible wavelengths, calculation results 

describe the color of bronzes. The ratio of the absorption intensities associated with intervalence 

charge transfer for the structures of the same size with different number of Mo(V) atoms, directly 

reflects the ratio of the number of Mo(V) atoms in the clusters.     
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CHAPTER III 

 

 

DENSITY FUNCTIONAL STUDIES OF DIMETHYL PEROXIDE ADSORPTION AND 

DISSOCIATION ON MoO3(100) AND H0.33MoO3(100) SURFACES 

 

 

 Molybdenum oxide and its bronzes with other metals and hydrogen are very valuable 

compounds in various industries. These compounds act as catalyst in may processes either 

directly or supported on other materials, but still there is no agreement between researchers about 

the catalytic activity and its mechanism. Most of the researches in this regard are experimental 

and there are a few theoretical studies.  

 In this chapter the adsorption and dissociation mechanism of dimethyl peroxide (DMP), 

on (100) surface of molybdenum oxide (MoO3), and its bronze with hydrogen (H0.33MoO3), will 

be discussed theoretically by means of density functional theory calculations. An overview of the 

computational methodology can be found in the introduction. To model the MoO3 (100) surface, a 

cluster containing six molybdenum atoms constructed adopting the geometrical parameters from 

the Kihlborg [97]. Also, adopting the geometrical parameters from Adams et. al. [26] the 

hydrogen molybdenum bronze H0.33MoO3 (100) surface is modeled as a cluster of six 

molybdenum atoms where two hydrogen atoms are attached to bridging oxygen atoms of 

molybdenum oxide cluster (Figure 3-1). 
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Figure 3-1. (a) Molybdenum oxide and (b) Hydrogen molybdenum bronze clusters 

 

3.1   Computational Procedure 

 All calculations were done with Gaussian 09 software[89]. Molecular orbitals and 

electron density cube files were generated using standard cubegen and cubman utilities of 

Gaussian 09 software. To model the MoO3 and H0.33MoO3 (100) surfaces, clusters containing six 

molybdenum atoms were used and all dangling bonds were terminated with hydrogen atoms 

producing the clusters with stoichiometry of Mo6O23H10 and Mo6O23H12 for molybdenum oxide 

and hydrogen molybdenum bronze, respectively. To model hydrogen molybdenum bronze cluster 

H0.33MoO3, two hydrogen atoms were attached to bridging oxygen atoms of molybdenum oxide 

cluster (Figure 3-1). Except with explicitly noted, calculations were performed using Becke three 

parameter hybrid functional[92] with Lee, Yang and Parr correlation[93], which includes both 

local and non-local terms (B3LYP). The 6-311++G(d,p) valence triple zeta basis set with two 

diffuse functions and the polarization d-and p- functions on non-hydrogen and hydrogen atoms 

respectively was employed for oxygen, and hydrogen atoms[98, 99]. Molybdenum atoms were 
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modeled with the LanL2DZ basis set, which includes the D95 double-zeta basis set, combined 

with the Los-Alamos effective core potentials[100, 101].  

 In all simulations, cluster atoms were kept fixed and dimethyl peroxide was allowed to 

relax on the (100) surface of the cluster. Energies of adsorbed model and isolated cluster and 

dimethyl peroxide were calculated and the difference considered as the adsorption energy. The 

energies were corrected for basis set superposition error (BSSE)[102] which was calculated for 

all structures using the standard counterpoise procedure built in the Gaussian 09 code. Vibrational 

frequency analysis was also performed for each structure to confirm that all stable structures have 

no imaginary modes and all transition states possess exactly one negative normal mode. To 

confirm that each computed transition state connects the correct initial and final structures, the 

Intrinsic Reaction Coordinate (IRC) method was utilized. 

 

3.2   Results and Discussion 

 The applicability of the chosen basis sets and functionals for this study have been 

discussed by Kadassov[19]. For further check, the geometry of dimethyl peroxide was optimized 

and compared to experimental values obtained by electron diffraction[103, 104], the difference 

between experimental and computed values for bond lengths and bond angles are 0.01Å and 0.6○ 

respectively, which are acceptable for our purpose.  

 Frontier orbitals analysis was used to find possible adsorption sites for dimethyl peroxide 

on molybdenum oxide and hydrogen molybdenum bronze (100) surface. Figure 3-2 illustrates the 

highest occupied molecular orbital (HOMO), and the lowest unoccupied molecular orbital 

(LUMO), for dimethyl peroxide and (100) surface of clusters. The electron densities of HOMO 

and LUMO of dimethyl peroxide and clusters suggest that: for the molybdenum oxide cluster, 

dimethyl peroxide can be adsorbed in molecular form on the cluster (100) surface via making a  
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Figure 3-2. Frontier orbitals: (left) HOMO, (right) LUMO 

 (top) Dimethyl peroxide, (middle) MoO3, and (bottom) H0.33MoO3 
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dative bond between dimethyl peroxide O-2p and cluster Mo-4d orbitals. Since there is no 

significant electron density on the surface of cluster, we do not expect dissociative adsorption of 

dimethyl peroxide on the molybdenum oxide cluster.  

 In the case of hydrogen molybdenum bronze, molecular adsorption via dimethyl peroxide 

O-2p and cluster Mo-4d orbitals is possible. Also, HOMO of cluster shows significant electron 

density on the surface and hence dissociative adsorption of dimethyl peroxide is expectable. 

 

3.2.1   Adsorption of Dimethyl Peroxide on the MoO3 (100) Surface 

 As mentioned above, dimethyl peroxide can be adsorbed in molecular form on the cluster 

surface making a dative bond between surface molybdenum and dimethyl peroxide oxygen 

atoms. Calculations started with putting a dimethyl peroxide molecule on top of the MoO3(100) 

surface, cluster's atoms were kept fixed and dimethyl peroxide molecule was relaxed on the 

surface. Relaxation of dimethyl peroxide on the cluster surface results in three stable structures, 

M1, M2, and M3 which are basically same structures with different spatial orientation of the 

dimethyl peroxide on the cluster surface (Figure 3-3). Also, vibrational frequencies were 

calculated to confirm that there is no imaginary vibration for these structures. The geometry 

parameters and adsorption energies for these structures along with those of dimethyl peroxide are 

summarized in Table 3-1. The adsorption energies for all three adsorbed forms are negative and 

approximately the same, so all three structures are favorable with a Mo-O bond length of about 

2.5Å. As can be seen from the Table 3-1, all the parameters are almost the same except the 

CO1O2C dihedral angle due to the different orientations of dimethyl peroxide on the surface. 

 Density functional theory calculations performed to locate the transition state for the 

inter-conversion of M1, M2, and M3 structures. The transition states were confirmed by  
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Table 3-1. Structural parameters and adsorption energies of isolated and molecularly  
adsorbed dimethyl peroxide (DMP) forms and transition states for their  

conversion on MoO3 cluster 

 Mo-O1 (Å) O-O (Å) C-O1 (Å) C-O2 (Å) CO1O2C (○) Eads (kJmol-1)
DMP NA 1.468 1.413 1.413 180.0 NA 
M1 2.532 1.459 1.439 1.430 95.0 -40.3 
M2 2.550 1.464 1.436 1.424 126.9 -39.7 
M3 2.481 1.455 1.436 1.427 109.7 -40.0 
M1M2 2.503 1.456 1.432 1.424 112.8 -30.7 
M1M3 2.652 1.455 1.434 1.421 117.7 -22.9 

      

 

 

 

 

     

Figure 3-3. Molecularly adsorbed dimethyl peroxide (DMP) forms on MoO3(100) surface 

(a) M1, (b) M2, and (c) M3 
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Figure 3-4. Reaction coordinate between molecularly adsorbed dimethyl peroxide (DMP)  
forms on MoO3 (100) surface 

(only the surface atoms of cluster are shown) 

 

  

Figure 3-5. Stable structure from dimethyl peroxide C-O bond dissociation 
 on MoO3(100) surface 
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vibrational frequency analysis. Each state contained only one imaginary frequency. In addition, 

Intrinsic Reaction Coordinate (IRC) calculations performed utilizing Gaussian 09 to confirm that 

the transition state connects desired initial and final structures.  

 Calculations show that M2 and M3 convert to M1 structure by clockwise and counter-

clockwise rotation of dimethyl peroxide around Mo-O bond, respectively through transition states 

M1M2 and M1M3 (Figure 3-4). The energy barriers for M2 and M3 conversions to M1 are 9.0 

kJmol-1 and 17.1 kJmol-1, respectively. Due to spatial restrictions on counter-clockwise rotation of 

dimethyl peroxide on the surface, for the conversion of M3 to M1, Mo-O bond length must be 

elongated by 0.2 Å, and this explains the higher barrier for this conversion comparing to barrier 

for conversion of M2 to M1. 

 

3.2.2   Dissociation of Dimethyl Peroxide on the MoO3(100) Surface 

 Although HOMO and LUMO electron densities of MoO3 and dimethyl peroxide do not 

suggest dissociative adsorption of dimethyl peroxide on molybdenum oxide cluster, possibilities 

of this type of adsorption were also considered. Dissociative adsorption can happen through either  

O-O or C-O bond cleavage. Among the various possibilities, computations show that the only 

stable case of dissociative adsorption happens through C-O bond cleavage, where CH3 group 

attaches to cluster surface oxygen atom and OOCH3 group attaches to molybdenum atom (Figure 

3-5). Geometry optimization calculation for this adsorption results in a stable structure with 

positive adsorption energy (168.8 kJmol-1) and hence the dissociation of dimethyl peroxide on 

MoO3(100) surface energetically is not possible.  

 

3.2.3   Adsorption of Dimethyl Peroxide on the Bronze H0.33MoO3 (100) Surface 

 As mentioned above, similar to MoO3 cluster, dimethyl peroxide can be adsorbed 

molecularly on the (100) surface of H0.33MoO3 bronze through making a dative bond between 
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dimethyl peroxide O-2p and cluster Mo-4d orbitals resulting in three forms, BM1, BM2, and 

BM3 with different spatial orientations (Figure 3-6). The geometry parameters and adsorption 

energies for these structures along with those of dimethyl peroxide are summarized in Table 3-2. 

Adsorption energies for all three forms are negative, so these adsorptions are energetically 

favorable. These molecularly adsorbed forms have similar geometrical parameters except for 

CO1O2C dihedral angles due to different spatial orientations. 

 The most stable molecularly adsorbed dimethyl peroxide form is BM2 with adsorption 

energy of  -104.2 kJmol-1.  Attempts to find the pathways for the inter-conversion of these forms 

shows that counter-clockwise rotation of dimethyl peroxide about Mo-O bond, converts BM3 to 

BM1 through BM1M3 transition state with a barrier of 15.8 kJmol-1. Further counter-clockwise 

rotation about Mo-O bond converts BM1 to BM2 through BM1M2 transition state with a barrier 

of 14.5 kJmol-1 (Figure 3-7). These conversions are simple rotations about Mo-O bond and hence 

have similar energy barriers 

 

    

Figure 3-6. Molecularly adsorbed dimethyl peroxide (DMP) forms on H0.33MoO3(100) surface 

(a) BM1, (b) BM2, and (c) BM3 
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Table 3-2. Structural parameters and adsorption energies of isolated and molecularly adsorbed 
dimethyl peroxide (DMP) forms and transition states for their conversion on  

H0.33MoO3 bronze cluster 

 

 Mo-O1 (Å) O-O (Å) C-O1 (Å) C-O2 (Å) CO1O2C (○) Eads (kJmol-1)
DMP NA 1.468 1.413 1.413 180.0 NA 
BM1 2.268 1.461 1.444 1.440 96.0 -92.7 
BM2 2.270 1.472 1.451 1.427 123.2 -104.2 
BM3 2.292 1.458 1.450 1.424 114.2 -81.0 
BM1M2 2.263 1.448 1.441 1.430 105.0 -78.2 
BM1M3 2.329 1.462 1.441 1.425 126.1 -65.2 

 

 

 

 

 Figure 3-7. Reaction coordinate between molecularly adsorbed dimethyl peroxide 
(DMP) forms on H0.33MoO3 

(only the surface atoms are shown) 
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 Table 3-3. Structural parameters and adsorption energies of molecularly adsorbed  

dimethyl peroxide (DMP) on MoO3 and H0.33MoO3 
(Mo-O) surface molybdenum atom to dimethyl peroxide oxygen bond length, 

(O-H) surface oxygen to dimethyl peroxide hydrogen distance 
  

 Mo-O (Å) O-H (Å) Eads (kJmol-1)
M1 2.532 2.237 -40.3 
M2 2.550 2.216 -39.7 
M3 2.481 2.425 -40.0 
BM1 2.268 2.039 -92.7 
BM2 2.270 1.921 -104.2 
BM3 2.292 2.124 -81.0 

 

 Comparison of the adsorption energies of BM1, BM2, and BM3 to analogous forms for 

molybdenum oxide cluster, M1, M2, and M3, shows that, having lower adsorption energies, the 

adsorption of dimethyl peroxide is more favorable on bronze than molybdenum oxide. This is 

reflected on Mo-O bond length which is 0.2Å shorter for adsorptions on bronze. Two factors are 

important in adsorption energy when comparing molybdenum oxide and hydrogen molybdenum 

oxide bronze. As illustrated in Figure 3-2, LUMO of hydrogen molybdenum oxide bronze has 

electron density on surface oxygen atom which provides possibility of interaction between this 

oxygen atom and hydrogen atom from dimethyl peroxide molecule. Also, spatial orientation of 

Mo-4d orbitals facilitates head to head interactions with HOMO of dimethyl peroxide. Overall 

orbital interactions of dimethyl peroxide and hydrogen molybdenum oxide bronze are stronger 

and hence adsorption energies are lower. These effects are reflected as shorter Mo-O bond 

lengths and O-H (surface oxygen atom to dimethyl peroxide hydrogen atom) distance (Table 3-3).  

 

3.2.4   Dissociation of Dimethyl Peroxide on the Bronze Surface Through O-O bond           

           Cleavage 

 The HOMO of bronze cluster shows that there is a significant electron density on the 

surface of the cluster. This suggests the possibility of formation of covalent bond, which results in  
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Table 3-4. Structural parameters and adsorption energies of molecularly adsorbed dimethyl 
peroxide (DMP) and forms produced by O-O bond cleavage and transition states for  

molecularly adsorbed form conversion to these structures on bronze cluster  

 

  Mo-O (Å) O-O (Å) C-O1 (Å) C-O2 (Å) Eads (kJmol-1) 
BM1 2.268 1.461 1.444 1.440 -92.7 

BOO1 1.875 NA 1.406 1.405 -409.6 
BOO2 1.940 1.428 1.405 1.428 -190.7 

BM1OO1 2.017 1.974 1.413 1.368 -26.2 
BM1OO2 2.176 1.792 1.416 1.429 -16.4 

 

 

dissociative adsorption of dimethyl peroxide on the surface of bronze cluster. Two types of 

dissociative adsorptions are possible either by cleavage of O-O or C-O bond of dimethyl 

peroxide. For the O-O bond cleavage, OCH3 groups can be attached to molybdenum atoms or 

surface oxygen atom. Considering these possibilities density functional theory calculations were 

performed and two stable structures (BOO1 and BOO2) were located. The HOMO of bronze 

cluster (Figure 3-2), shows that the electron density is mainly located on surface molybdenum 

atom, hence as expected, BOO1 where two OCH3 groups are attached to molybdenum atoms is 

more stable than BOO2 structure where OCH3 groups are attached to surface molybdenum and 

oxygen atom. Structural parameters and adsorption energies of these structures are summarized in 

Table 3- 3.   

 Starting from molecularly adsorbed forms, a series of computations were performed to 

locate transition state structures for the dissociation of molecularly adsorbed forms to BOO1 and 

BOO2 structures. Computations shows that only BM1 can dissociate to BOO1 and BOO2 

through transition states BM1OO1 and BM1OO2, respectively (Figure 3-8). The geometry 

parameters and adsorption energies for these transition states along with those of BM1 are 

summarized in Table 3-4. Both dissociations are associated with O-O bond cleavage with energy 

barriers of 66.5 and 76.3 kJmol-1 respectively. The intrinsic reaction coordinate calculations show  
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Figure 3-8. Reaction coordinate between molecularly adsorbed dimethyl peroxide ( DMP) and 
structures produced by O-O bond cleavage on bronze cluster  

(only the surface atoms are shown) 

  

that the conversion of BM1 to BOO1 starts with O-O bond elongation by 0.5 Å toward the other 

molybdenum atom, followed by migration of OCH3 group to molybdenum atom and rotation of 

CH3 group on other molybdenum atom to produce the final BOO1 structure. The conversion of 

BM1 to BOO2 starts with clockwise rotation of dimethyl peroxide around Mo-O bond, followed 

by elongation of O-O bond by 0.3 Å toward surface oxygen atom. Then, methoxy group migrates 

to surface oxygen atom and the methyl group on the methoxy group attached to the molybdenum 

atom rotates counter-clockwise to produce final BOO2 structure.       

 As can be seen from Figure 3-8, BOO1 is more stable than BOO2, so possible pathways 

were considered for the BOO2 to BOO1 conversion. For this conversion to occur, one methoxy 
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group must migrate to surface oxygen atom and the methyl group on the other methoxy group 

must rotate to produce the final structure. Attempts to locate the transition state for this 

conversion show that this conversion is a two-step process through a stable intermediate (BOO3) 

(Figure 3-9). BOO3 is the result of the methyl group rotation about Mo-O bond in BOO2 

structure. This conversion occurs by a simple rotation and as expected its energy barrier is as low 

as 0.8 kJmol-1. The second step of BOO2 to BOO1 conversion is the migration of the methoxy 

group from surface oxygen to molybdenum atom, which occurs through conversion of BOO3 to 

BOO1. This migration is associated with O-O bond cleavage and the energy barrier for this 

migration (63.6 kJmol-1) is in the same order of energy barriers for the conversion of BM1 to 

BOO1 and BOO2. The structural parameters and adsorption energies for all structures involved in 

BOO2 to BOO1 conversion are summarized in Table 3-5. It can be seen from this table that, O-O 

bond length is elongated by 0.4 Å for BOO3 to BOO1 conversion to be occur. 

  

 

Table 3-5. Structural parameters and energies of stable structures and transition states 

for the BOO2 to BOO1 conversion 

 

 Mo-O (Å) O-O (Å) C-O1 (Å) C-O2 (Å) Eads (kJmol-1) 
BOO1 1.875 NA 1.406 1.405 -409.6 
BOO2 1.940 1.428 1.405 1.428 -190.7 
BOO3 1.916 1.431 1.398 1.424 -194.6 
BOO3OO1 1.888 1.870 1.401 1.400 -131.0 
BOO2OO3 1.932 1.431 1.402 1.427 -189.9 
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Figure 3-9. Pathway for conversion of BOO2 to BOO1 on bronze surface 

 

3.2.5   Dissociation of Dimethyl Peroxide on the Bronze Surface Through C-O Bond   

           Cleavage 

 Similar to dissociation of dimethyl peroxide on the surface of bronze cluster through O-O 

bond cleavage, it can dissociate through C-O bond cleavage. Considering all the possibilities, 

several stable structures were located by calculations. The methyl group from C-O bond cleavage 

can attach either to molybdenum atom, BCO1 and BCO2, or to surface oxygen atom, BCO3 and 

BCO4 (see Figure 3-10). 

 To find the pathways for the C-O bond dissociation on the bronze surface, starting from 

the molecularly adsorbed structures (BM1, BM2, and BM3), all the possibilities considered to 

locate the transition states. Calculations show that C-O bond cleavage in BM3 results in BCO1  
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Table 3-6. Structural parameters and adsorption energies of molecularly adsorbed dimethyl 
peroxide (DMP) and forms produced by C-O bond cleavage and transition states for  

molecularly adsorbed form conversion to these structures on bronze cluster 
 

 Mo-O1 (Å) Mo-C (Å) O-O (Å) C-O1 (Å) C-O2 (Å) Eads (kJmol-1)
BM2 2.270 NA 1.472 1.427 1.451 -104.2 
BM3 2.292 NA 1.458 1.450 1.424 -81.0 
BCO1 1.944 2.154 1.390 1.433 NA -51.3 
BCO2 1.948 2.152 1.411 1.430 NA -38.0 
BCO3 1.977 NA 1.450 1.422 1.409 -187.9 
BCO4 1.984 NA 1.429 1.421 1.399 -187.2 
BM3CO1 2.053 3.281 1.412 1.425 2.428 148.3 
BM2CO2 2.036 2.975 1.412 1.427 2.308 156.1 
BM2CO3 2.102 NA 1.442 1.428 2.231 88.9 
BM2CO4 2.215 NA 1.440 1.422 1.918 69.1 

  

 

      Figure 3-10. Reaction coordinate between molecularly adsorbed dimethyl peroxide (DMP) 
and structures formed by C-O bond cleavage on bronze cluster 

 (only the surface atoms are shown) 
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structure. BCO2, BCO3, and BCO4 are the results of C-O bond cleavage in BM2 ( see Figure 3-

10). Structural parameters and adsorption energies for all stable and transition state structures are 

summarized in Table 3-6. Figure 3-10 and Table 3-6 show that, although products of C-O bond 

cleavage have negative adsorption energies and are stable, the adsorption energies for the 

conversion of molecularly adsorbed forms to these structures are all positive. As a results, 

transition state structures are not formed, and molecularly adsorbed species are expected to 

desorbed from the surface. 

  

    3.3   Summary 

 Dimethyl peroxide is adsorbed molecularly on (100) surface of MoO3 and H0.33MoO3 

bronze clusters, making a dative bond between O-2p and Mo-4d orbitals. Three molecularly 

adsorbed forms were identified for both oxide and bronze clusters which can convert to each 

other by simple rotations about Mo-O bond. 

 Dimethyl peroxide dissociation on the cluster surface occurs either by O-O or C-O bond 

cleavage. While the O-O bond cleavage on the oxide cluster does not result in a stable structure, 

one stable structure is produced from C-O bond cleavage where CH3 and OOCH3 groups are 

attached to surface oxygen and molybdenum atoms respectively. However, the adsorption energy 

for this structure is positive and hence energetically is not possible.  

 Unlike the oxide cluster, hydrogen molybdenum oxide bronze has a significant electron 

density on (100) surface from HOMO, which provides the possibility of dissociation of dimethyl 

peroxide on the cluster surface.  For the O-O bond cleavage, two main products were identified 

where one OCH3 group is attached to molybdenum atom and the other one is either attached to 

surface oxygen (BOO2), or molybdenum atom (BOO1). BOO1 is more stable than BOO2 and 

calculations show that BOO2 can convert to BOO1 through stable intermediate structure (BOO3). 
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 For the C-O bond cleavage case, four stable structures were located: BCO1, BCO2, 

BCO3, and BCO4. The most stable structures are BCO3 and BCO4 where CH3 and OOCH3 

groups are attached to surface oxygen and molybdenum atoms respectively. Also there are two 

other stable structures, BCO1 and BCO2, where both CH3 and OOCH3 groups are attached to 

molybdenum atoms. The adsorption energies of transition state structures for all possible 

conversion of molecularly adsorbed forms to these stable structures are positive and hence 

dimethyl peroxide is desorbed from the cluster surface upon C-O bond dissociation. As a result, 

the only possible pathway for dissociation of dimethyl peroxide, is through O-O bond cleavage 

on the hydrogen molybdenum bronze cluster surface. 
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CHAPTER IV 

 

 

EXPERIMENTAL AND THEORETICAL STUDIES OF MOLYBDENUM-GLUCONIC  

ACID COMPLEXES 

 

 

 

 Catalytic activity of molybdenum oxide in many industrial and pharmaceutical processes 

involving organic molecules is due to complexation of these organic ligands with molybdenum. 

The complexation of organic ligands with molybdenum has been subject of many experimental 

studies but there are not much theoretical studies to provide insight on the bonding and reaction 

mechanisms.  

 In this chapter, complexation of molybdenum with D-Gluconic acid (GL), and the 

existing equilibrium between molybdenum gluconate complexes with different metal to ligand 

ratios studied experimentally by means of UV-Vis spectroscopy is explained. Furthermore, 

theoretical calculations performed to support the experimental data will be discussed. More 

detailed information about computational method used in this study can be found in Chapter 1. 

.
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4.1   Experimental Procedure 

 UV-Vis spectra obtained with Varian Cary 5000 instrument. To take the spectra, 

molybdenum gluconate dimer complex solution diluted 100 times and 1.0 cm path length cuvette 

was used. To find the absorption peaks associated with the complex color, the UV-Vis spectrum 

was measured from 200 to1200 nm. For the kinetics work, UV-Vis spectra were taken from 400-

1100 nm wavelength range over a temperature range from 20 to 80 ○C.  As discussed below, this 

data was used to calculate the activation energy Ea, and Gibbs free energy ΔG, for the 

equilibrium.  

 

4.2   Computational Procedure 

 All calculations were done with Gaussian 09 software[89]. Molecular orbitals and 

electron density cube files were generated using standard cubegen and cubman utilities of 

Gaussian 09 software. Each excitation considered as a Gaussian function, excitations convoluted  

and UV-Vis spectra were visualized utilizing GaussSum software[91]. Except with explicitly 

noted, calculations were performed using Becke three parameter hybrid functional[92] with Lee, 

Yang and Parr correlation[93], which includes both local and non-local terms (B3LYP). The 6-

311++G(d,p) valence triple zeta basis set with two diffuse functions and the polarization d- and p- 

functions on non-hydrogen and hydrogen atoms respectively was employed for all oxygen, 

carbon, and hydrogen atoms[98, 99]. The molybdenum atoms were modeled with the LanL2DZ 

basis set, which includes the D95 double-zeta basis set, combined with the Los-Alamos effective 

core potentials[100, 101]. In some cases other density functional theory functionals and basis sets 

were also employed.  

 The structure of all species optimized in gas phase and in addition, vibrational frequency 

analysis was performed for each configuration to confirm that all stable structures have no 

imaginary modes. Also, the data from vibrational analysis calculation was used to calculate the  
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Figure 4-1. D-gluconic acid structure. 

 

ΔG of equilibrium. Optimization and vibrational frequency analysis calculations were also done 

in aqueous solution. For the calculations in solution, Self-Consistent Reaction Field (SCRF) 

methods, which model the solvent as a continuum of uniform dielectric constant (reaction field), 

were used. Onsager (Dipole)[105], Polarizable Continuum (PCM)[106], Conductor Polarizable 

Continuum (CPCM)[68], and Universal Solvation (SMD) models by choosing proper parameters 

were also used for comparison. 

 The Dipole model places the solute in a spherical cavity within the solvent reaction field. 

To use this model, the volume of the solute was calculated using "Volume" keyword of Gaussian 

09 in gas phase. PCM and CPCM models create the solute cavity via a set of overlapping spheres. 

Also as recommended by Marenich and coworkers, for ΔG calculations Universal Solvation 

Model (SMD)[69] was used which is based on solute electron density on a continuum model of 

the solvent defined by the bulk dielectric constant and atomic surface tensions.  

 

4.3   Results and Discussion 

 Ramos and coworkers[45] found that depending on the pH, concentration, and metal to 

ligand molar ratio, gluconic acid forms 8 complexes with molybdenum(VI). At any pH with 1:2 

metal to ligand ratio, gluconic acid molecules attach to molybdenum by oxygen atoms of OH  
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Figure 4-2. D-gluconic acid complexes with molybdenum.   

(a) 1:2 isomeric monomers, (b) 2:1 dimer 

(Figure adapted from Ref [45]) 

 

groups attached to C1 and C2 atoms (see Figure 4-1), and produce two isomeric monomer 

complexes. With 2:1 metal to ligand ratio at any pH, oxygen atoms of OH groups attached to C1, 

C2, C3, and C4 are involved in complexation which produces the dimer complex (Figure 4-2). 

 Apblett’s group[107] used sodium gluconate and molybdenum oxide to synthesize 1:2 

and 2:1 complexes and found that 1:2 monomer complex has a yellow/clear color and 2:1 dimer 

complex has a dark blue color. The color of 2:1 dimer complex upon heating changes to 

yellow/clear. This color change also occurs when 2:1 dimer complex is oxidized by hydrogen 

peroxide. Mo(VI) oxide and its complexes have white or yellow color, and blue color of the 

complex indicate presence of Mo(V) in the structure[24]. Based on this information it can be 

suggested that there is an equilibrium between mixed valence 2:1 dimer complex and 1:2 

monomer complexes:   
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2 :1 1: 2 1: 2Complex Complex Complex

Dimer Monomer Monomer

 
                                                                  I 

 

To study the thermodynamic properties and kinetics of this equilibrium, UV-Vis spectroscopy is 

used in this research.   

 

4.3.1   Experimental 

  Blue dimer complex was provided by Apblett’s group. The stock solution was diluted 

100 times and the UV-Vis spectrum was taken (see Figure 4-3).  There are four major absorption 

features in visible region at approximately 400, 580, 660, and 800 nm. The strong absorptions 

above 500 nm describe the blue color of the solution and the absorption bellow 500 nm 

corresponds to yellow color of the complex.   

 Figure 4-4 shows that results of the UV-Vis spectrum was a function of time for the 

dimer solution at 40 ○C. As can be seen, the intensity of absorptions above 500 nm decreases by 

time and after 20 min, there is just one strong absorption bellow 400 nm which describes the final 

yellow color of the solution. 

 To calculate the Ea and ΔG for proposed equilibrium I, kinetic measurements performed 

at 20, 40, 60, and 80 ○C and absorptions were measured at 830 nm (Figure 4-5). Experimental 

data (blue line) looks like exponential decay, so they fitted to  bxeayy  10  equation at 

each temperature. This equation used to calculate initial changes in absorption (black line) and 

the data from this part of graphs is used to calculate the activation energy for the equilibrium I. 

 For the activation energy (Ea) Calculation, the initial absorptions were plotted against 

time. The slope of each plot is the forward reaction rate constants k, at corresponding 

temperature.  
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Figure 4-3. UV-Vis spectrum of blue dimer complex. 

 

  

 

 

Figure 4-4. UV-Vis spectrum of 2:1 blue complex as function of time  
after heated from room temperature to 40 ○C.  
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Figure 4-5. Kinetics measurements at 20, 40, 60, and 80 ○C for diluted blue dimer. 

Absorptions measured at 830 nm 

 

Arrhenius equation describes the dependence of rate constants on temperature,   

   

RT
Ea

Aek


                                                                                                                                (4-1) 
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Table 4-1. Experimental data used to calculate activation energy (Ea) 

for the dissociation of the dimer (Reaction I) 

 

 

 

 

 

Figure 4-6. Arrhenius plot to calculate the activation energy (Ea) 

for the dissociation of the dimer (Reaction I) 

 

, where k is rate constant, A is a constant, Ea is activation energy, R is gas constant, and T is 

temperature. Using the slope of the lnk vs 1/T plot, activation energy is calculated. Table 4-1 and 

Figure 4-5 show the data and plot used to calculate the activation energy, Ea. The calculated 

activation energy is 53±14 kJmol-1 based on experimental data which is consistent with Bussan 

result (57 kJmol-1)[107]. 

Experimental Data
T(K) 1/T(K-1) 

k lnk 
293.15 0.003411 0.0352 -3.3467 
313.15 0.003193 0.2984 -1.2093 
333.15 0.003002 0.8907 -0.1158 
353.15 0.002832 1.3376 0.2909 
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For ΔG calculation, equation 4-2 is used which relates the equilibrium constant to ΔG: 

 

 RT
GK  exp                                                                                                                    (4-2) 

 

, where K is equilibrium constant, ΔG is Gibbs free energy, R is gas constant, and T is 

temperature. Based on this equation, using the slope of lnK vs 1/T  plot the ΔG can be calculated. 

To calculate the equilibrium constants at various temperatures, two assumption are made: we 

assumed that the following equilibrium (Reaction II) is valid and the initial amount of 1:2 

monomer complexes are negligible: 

 

Mo(VI, V)-GL 2:1 complex ↔ Mo(VI)-GL 1:2 complex + Mo(V)-GL 1:2 complex                    II 

 

 Based on Beer-Lambert law, lcA  , absorbance is directly proportional to 

concentration and since path length, l, and molar absorptivity, ε, are the same, absorbances can be 

used instead of concentrations to calculate the equilibrium constant. Using the equilibrium II and 

assumptions made, the equation for equilibrium constant calculation can be written as bellow: 

 

   
 

 2

0Mo(VI)-GL 1:2 complex Mo(V)-GL 1:2 complex 

Mo(VI, V)-GL 2:1 complex  

A A
K

A

 
                      (4-3)                

, where A○ is the initial absorbance and A in the absorbance at equilibrium.  

 Table 4-2 summarizes the data used to calculate the Gibbs free energy. Using the slope of 

the lnK vs 1/T plot (Figure 4-7), the calculated Gibbs free energy is 42±5 kJmol-1 which is also in 

good agreement with Bussan result (48.8 kJmol-1)[107]. 
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Table 4-2. Data used to calculate Gibbs free energy(ΔG) 
for the dissociation of the dimer (Reaction II) 

 

T (K) 293.15 313.15 333.15 353.15 
A0 2.802 3.288 3.213 2.956 
A 0.354 0.135 0.052 0.027 

A0-A 2.448 3.153 3.161 2.929 
K 16.912 73.823 191.735 317.829

lnK 2.828 4.302 5.256 5.762 
   

 

 

  

Figure 4-7. lnK vs 1/T plot to calculate the Gibbs free energy(ΔG) 
for proposed dissociation of the dimer (Reaction II) 
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4.3.2   Computation Analysis  

 To support the experimental data and confirm the validity of the equilibrium II, UV-Vis 

spectra of monomer and dimer molybdenum gluconate complexes were simulated by time-

dependent density functional theory calculations both in gas and solution phases. In addition, ΔG 

was calculated for the equilibrium utilizing frequency calculations in gas and solution phases. The 

structure of Mo(VI, V)-GL, Mo(V, V)-GL, Mo(VI)-GL, and Mo(V)-GL complexes were 

optimized in gas phase utilizing B3LYP method using LANL2DZ basis set and effective core 

potential (ECP) for molybdenum atoms and 6-311++G(d,p) basis set for oxygen, carbon, and 

hydrogen atoms. To be sure that these optimized structures are not transition structures, 

vibrational frequency calculation were also done for optimized structures. The data from 

vibrational frequency analysis were also used to calculate ΔG. The optimized structures were 

used to simulate UV-Vis spectra of the complexes utilizing time-dependent density functional 

theory calculations and GuassSum software with a FWHM of 3000 nm to simulate the 

broadening of the spectra due to the finite resolution of the instrumentation, and vibrational and 

rotational broadening.  

 There is no experimental data available for geometry parameters of these complexes, 

hence to validate our methodology we first used this calculation method to optimized the 

structure of similar complexes with known geometrical parameters. For this purpose, the 

complexes of Mo(VI) with 2-methoxyethanol (Mo-met), and erythritol (Mo-eryt) which their 

structures are similar to Mo-GL monomer and dimer complexes are used (Figure 4-8). 

 The structure of these complexes optimized in both gas phase and aqueous solution and 

vibrational frequencies also calculated to confirm that the stable structures are not transition 

structure. The calculated bond lengths and angles were compared to crystallographic data[108, 

109]. The average difference between the computed and experimental bond lengths and angles for  
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Figure 4-8. (left) 2-methoxyethanol, (right) erythritol complexes with Mo(VI) 

 

   

    

Figure 4-9. Computed and experimental spectrums of  
molybdic acid (left) and molybdate (right) 

 

Mo-met complex are 0.07 Å and 2.93○ and 0.04 Å and 1.71○ for gas phase and aqueous phase, 

respectively. These errors for Mo-eryt complex are 0.15 Å and 1.60○ for gas phase and 0.05 Å 

and 1.60○ for aqueous solution. This indicates that chosen functional and basis set are appropriate 

for our calculations.  
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 Furthermore, UV-Vis spectra were simulated utilizing time-dependent density functional 

theory calculations using same functionals and basis set for molybdic acid and molybdate ion and 

compared to experimental spectra. Figure 4-9, shows the computed (gas phase and aqueous 

solution) and experimental spectra for molybdic acid and molybdate ion. The experimental 

spectrum for molybdic acid shows two absorption features at approximately 220 and 240 nm, and 

molybdate spectrum has two main absorption features at about 210 and 240 nm. While the 

simulated spectrum in gas phase for molybdic acid has two absorption features which slightly 

shifted comparing to experimental spectrum (215 and 250 nm), the gas phase simulated spectrum 

for molybdate ion shows only one absorption feature at approximately 265 nm.  

 In gas phase, ions and molecules are considered isolated and intermolecular forces are 

neglected and for this reason absorptions are shifted. However, in case of molybdate ion, strong 

electrostatic forces are neglected in gas phase and hence larger shifts in absorption wavelengths 

are observed. To take these forces into account, geometry minimization and time-dependent 

density functional theory calculations for molybdic acid and molybdate performed in aqueous 

solution utilizing default solvation model of Gaussian 09 software (PCM). The simulated spectra 

in aqueous solution for both molybdic acid and molybdate have same absorption features as 

experimental spectra, except that absorptions are shifted slightly to higher wavelengths.  These 

results confirms that the chosen functional and basis set are appropriate for simulation of UV-Vis 

spectrum utilizing time-dependent density functional theory computations for both neutral and 

charged systems in aqueous solution, and neutral molecules in gas phase; charged systems in gas 

phase must be dealt with more caution.  

 The valence of molybdenum atom in complex can be either V or VI, hence for the dimer 

complex possibilities are Mo(VI, VI), Mo(VI, V), or Mo(V, V). To confirm that the dimer is a 

multi-valence complex, the geometry of all possibilities were optimized utilizing B3LYP  
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Figure 4-10. Experimental and simulated spectra for all possible dimer complexes 

 

functional and optimized geometries were used to run time-dependent density functional theory 

calculations. Figure 4-10 compares the experimental and simulated spectra for these complexes in 

gas phase. The spectrum of dimer complex Mo(VI, VI), as expected has one absorption under 500 

nm which gives yellow color to complex. The overall absorption features of Mo(VI, V) and 

Mo(V, V)  spectra are similar to experimental spectrum, hence these complexes are acceptable 

candidates to be the actual dimer complex. 

  UV-Vis spectra were simulated utilizing time-dependent density functional theory 

calculations in gas phase and due to neglecting the intermolecular forces, comparing to the 

experimental spectrum, absorptions are at higher wavelengths.  To account for these forces and 

study the solvent effect on the spectrum, geometry minimization and time-dependent density 

functional theory calculations for Mo(VI, V) complex performed in a series of solvents with 

various dielectric constants: heptane (ε = 1.9113), pentanal (ε = 10.0) , and water (ε = 78.3553). 

As can be seen from Figure 4-11, as dielectric constant of the solvent increases, the simulated  
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Figure 4-11. Experimental and simulated spectra for Mo(VI, V) dimer complex  
in various solvents 

 

spectra is shifting to lower wavelengths close to experimental spectrum. The solvent with higher 

dielectric constant can be polarized more easily and hence will stabilize the charges on the 

complex more efficiently. As a result, excitations need more energy and occur at lower 

wavelengths. Figure 4-11 shows that the best simulation is when water is used as solvent in 

calculations. 

 Geometry optimization and time-dependent density functional theory calculation in water 

as solvent also performed for the Mo(V, V) complex. Figure 4-12 compares the simulated 

spectrum of this complex to experimental dimer complex spectrum. The simulated spectrum in 

water for this complex is very different than that of the experimental one. The spectrum shows 

strong absorptions bellow 600 nm of the experimental one which gives a red color to the complex 

and can not explain the blue color of the dimer complex. As a result, this leaves only one 

possibility for dimer complex: mixed-valence Mo(VI, V) complex. 

 As mentioned earlier, for the molybdenum gluconate 1:2 monomer complex, there are 

two possibilities: Mo(VI) or Mo(V). The simulation results for dimer complex suggest that the  
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Figure 4-12. Experimental and simulated spectra for Mo(V, V) dimer complex in water 

 

   

 

Figure 4-13. Simulated spectra for Mo(V) and Mo(VI) monomer complexes in water 
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best simulation is when the geometry optimization and time-dependent density functional theory 

calculations performed in water. Hence, geometry minimization and time-dependent density 

functional theory calculations perfumed for these monomer possibilities in water as solvent. 

Figure 4-13 shows the simulated spectra for these monomer complexes in water. The Mo(VI) 

monomer spectrum shows strong absorption bellow 500 nm, which gives a yellow color to the 

complex. In case of Mo(V) monomer absorptions in visible wavelengths are bellow 700 nm and 

the strongest one appears bellow 500 nm, which gives a yellowish color to the monomer 

complex. As a result, based on the simulated spectra in water for the dimer and monomer 

complexes the validity of the equilibrium II is confirmed.        

 Furthermore the vibrational frequencies were computed for these complexes and the 

thermochemistry data from frequency calculations was used to calculate the ΔG for equilibrium 

II. The balanced dimer - monomer equilibrium can be written as: 

 

     3 2 3

2 6 8 12 6 12 7 12 20 16 12 20 16 23 2Mo C H O C H O Mo C H O Mo C H O H O H
                               III 

 

This equilibrium can be arranged under basic conditions as: 

 

     3 2 3

2 6 8 12 6 12 7 12 20 16 12 20 16 23 2 3Mo C H O C H O OH Mo C H O Mo C H O H O
                            IV 

 

 Geometry optimization and vibrational frequency analysis calculations performed for all 

reactants and products in equilibrium IV and the Gibbs free energies from the frequency analysis 

data are used to calculate the Gibbs free energy of the equilibrium using the equation 4-4.   

 
 


products tsreacN

i

N

j
jjiiequi GnGnG

1 1

tan

                                                                                          (4-4) 
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Table 4-3. Computed ΔG for equilibrium IV in gas phase and aqueous solution 

(Dipole) thomasi's model, (PCM) polarizable continuum model,  
(CPCM) conductor polarizable, and (SMD) universal solvation model 

 

Model Functional Basis Set Solvent ΔGequi (kJmol-1) 

Gas Phase B3LYP 
6-311++G(d,p) 

LanL2DZ 
N/A 64.69 

Dipole B3LYP 
6-311++G(d,p) 

LanL2DZ 
Water 130.21 

PCM B3LYP 
6-311++G(d,p) 

LanL2DZ 
Water 383.28 

CPCM B3LYP 
6-311++G(d,p) 

LanL2DZ 
Water 862.64 

SMD B3LYP 
6-311++G(d,p) 

LanL2DZ 
Water 507.97 

 

 

, where ΔGequi, ΔGi, and ΔGj  are Gibbs free energy of equilibrium, products, and reactants 

respectively. 

 ΔGequi were calculated in gas phase and in aqueous solution using various polarized 

continuum models, results are summarized in Table 4-3. Same functional and basis set as time-

dependent density functional theory calculations were used for frequency analysis calculations. 

The gas phase calculation result is on the same order of experimental result.  

 For the aqueous phase calculations, there is not a universal approach and depending on 

the parameters used, the results are different. Generally in implicit solvation models, solvent is 

considered as an uniform dielectric medium characterized by the dielectric constant. Polarization 

of the solvent is expressed in terms of the surface charge density on the cavity surface, this 

polarization produces the electric field in the cavity making an effect on the solute. As can be 

seen from Table 4-3, the Dipole method gives the best result. The Dipole method puts the solute 

in spherical cavity and computes interaction of solute dipole with solvent. This method works 
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best for small molecules with dipole, and its better result comparing to other methods is probably 

because of cancellation of errors due to neglecting cavitation and dispersion. Other PCM models 

create cavity more realistically by putting spheres on each atom and considering the cavity as the 

surface created by interlocking of these spheres. The charge density on the surface interacts with 

the solvent, and cavitation and dispersion are also considered.    

 SMD model[69] is based on the polarized continuous quantum mechanical charge density 

of the solute which employs Coulomb radii and atomic surface tension coefficients as parameters. 

Although this model has been claimed as universal solvation model, it has not been optimized for 

solutes containing transition metals and utilizing it for molybdenum gluconate complexes does 

not produce better result comparing to other solvation models.  

 Comparing the results of various solvation models with gas phase and experimental 

results shows that these models do not produce acceptable results due to parameters used in these 

models. To improve the results in aqueous solution, either these models have to be parameterized 

properly for molybdenum gluconate complexes or more expensive explicit and hybrid implicit-

explicit models have be to utilized. 

 

4.4   Summary 

 The equilibrium between dimer and monomer molybdenum gluconate complexes were 

studied experimentally by means of UV-Vis spectroscopy. The calculated activation energy Ea, 

for this equilibrium is 53±14 kJmol-1, and the calculated ΔG for this equilibrium, assuming that 

initially there is no monomer complex, is 42±5 kJmol-1.  

 The structure of several Mo(VI) and Mo(V) complexes were optimized utilizing density 

functional theory (DFT) calculations and UV-Vis spectra were simulated using time-dependent 
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density functional theory (TDDFT), framework in both gas and aqueous phases. Simulated 

spectra in aqueous phase properly describe blue and yellow colors of dimer and monomer 

complexes.  

 The attempt to calculate ΔGequi using frequency calculations was unsuccessful, specially 

for aqueous solution using continuum polarizable solvation models. The error in gas phase in 

reasonable due to assuming that all species are isolated and there is no interaction. For the 

aqueous phase calculations the results are much worth than gas phase result. To improve the 

aqueous phase results, either parameters should be optimized for the complexes, or more 

expensive explicit and hybrid implicit-explicit models should be used. 
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CHAPTER V 

 

 

ENVIRONMENTAL CORROSION RATES OF IRON AND ZINC WIRES 

 

 

 

 American Society for Testing and Materials (ASTM), defines corrosion as "the chemical 

or electrochemical reaction between a material, usually a metal, and its environment that 

produces a deterioration of the material and its properties"[110]. Millions of dollars are lost each 

year because of corrosion induced damage, a large percentage from the corrosion of iron and steel 

parts of equipments and underground metal structures in various industries. In addition to the 

corrosion cost directly from metallic structures damage which forces replacement of structures 

and buildings, other costs of corrosion are related to corrosion control and the cost of designing 

new materials[71]. Therefore, the study of corrosion and corrosion inhibition have attracted many 

scientists. 

 In this chapter, a new data collection method for the corrosion rate, based on the 

measurement of the resistance of small wires, is presented.  Additional background on corrosion 

can be found in the introduction. This method is used to study the corrosion of iron and zinc wires 

in sodium chloride solutions. In addition, to demonstrate the potential of this method, corrosion 

studies with selected corrosion inhibitors were performed. 
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Figure 5-1. (left) Wire holder, (right) Data collection board. 

 

5.1   Corrosion of Iron and Zinc Wires in Sodium Chloride Solution 

 The most common laboratory corrosion test method is the immersion test. In this method 

sample is immersed in corrosive media for a known period of time and the weight difference 

before and after immersion is considered as amount of corrosion. This procedure is time 

consuming, as it requires periodical removing of the sample from the corrosive media and 

weighting after several cleaning steps. In this dissertation, a new method based on the corrosion 

of small wires is used to evaluate corrosion. In this method small wires of known radii are 

installed on a holder, all the connections are sealed and only a known length of the wires are 

exposed to corrosive media, the wires are connected to a data collection electronic board  (Figure 

5-1), and immersed in corrosive media. The electronic board measures and saves the resistance of 

the wire periodically, the wire failure time is detected easily by plotting the wire resistance 

against time, Figure 5-2 shows a typical plot for corrosion of iron wire (r = 0.065 mm) in sodium 

chloride 5% solution. Since both the length of wire and the radius are known, the mass exposed to 

corrosive media can be calculated and weight loss determined. The corrosion rate is then 

determined from the slope of the plot of weight loss for wires of various radii versus time. 
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Figure 5-2. Wire conductance change with time for iron wire (r =0.065 mm)  
in sodium chloride 5% solution. 

 

 The ASTM G1[111] procedure has been followed for cleaning and preparation of iron 

and zinc wires (purity >99%, from AlfaAesar and Goodfellow) . In this procedure Oakite solution 

(6g Oakite from Chemetall dissolved in 100 ml deionized water at 80 οC) and 

hexamethylenetetramine (HMTA) solution (0.35g hexamethylenetetramine in 50ml deionized 

water and 50ml concentrated hydrochloric acid) were used. Zinc wires were rinsed with hexane 

and degreased in Oakite solution for 10 min at 65οC and then rinsed with deionized water, 

acetone, and hexane and kept in desiccator for future use. Iron wires were rinsed with hexane and 

degreased in Oakite solution for 10 min at 65οC, rinsed with deionized water, acetone, and 

hexane. Then any rust were removed using hexamethylenetetramine solution for 10 min. The 

specimens were then rinsed with deionized water, acetone, and hexane and kept in desiccator for 

future use. 

 Following the ASTM G31[112] guide for laboratory immersion test, iron wires of known 

diameter after cleaning were installed on wire holder, all the connections were covered using  
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  Table 5-1. Corrosion time of iron wires in sodium chloride 0.5% and 5% solutions.  
 

0.5% NaCl  5% NaCl  
r (mm) Weight (mg)

Time (hr) STDEV Time (hr) STDEV 
0.065 0.3343 26.19 6.70 16.72 12.03 
0.075 0.4450 20.46 3.40 29.46 5.55 
0.1 0.7912 19.89 11.86 28.75 32.08 

0.125 1.2362 102.87 10.39 109.63 30.19 
0.25 4.9449 259.68 31.15 365.03 46.54 

 

silicon caulk and were left overnight at room temperature to dry, only a known length (3.2 mm) 

of the wires are in contact with the solution. Then, wires were connected to electronic data 

collection board and immersed in the corrosive solution. The electronic board reads and saves the 

resistance of wires in specified time intervals, so corrosion time can be determined. Corrosion 

times for iron wires in sodium chloride 5% and 0.5% solutions are summarized in Table 5-1 and 

Figure 5-3 shows the corresponding weight loss versus time plots. It can be seen from plots that, 

for wires of small radii (up to 0.1 mm), corrosion times are very close and as wire radius 

increases, the corrosion time increases rapidly. The iron oxide produced by corrosion forms a 

protective layer on the wire which acts as a barrier for diffusion of corrosive chloride ions to the 

surface of metal. Thinner wires have small mass and are corroded completely before the iron 

oxide layer forms. 

 The corrosion rate is defined as the amount of weight loss in unit time and calculated 

using equation 5-1: 

hrmg
t

w
Rate


                                                                                                               (5-1) 

 

, where Δw is weight loss and t is corrosion time. Using this equation and slops of plots in Figure 

5-3, the corrosion rates in 0.5% and 5% sodium chloride solutions are 0.018 ± 0.001 mg/hr and 

0.014 ± 0.001 mg/hr respectively, which are basically same. 
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Figure 5-3. Weight loss of iron wires in sodium chloride solutions. 

(top) NaCl 0.5%, (bottom) NaCl 5% 
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 The corrosion of metals in solution is the result of combination of anodic oxidation of 

metal and cathodic reduction of oxygen in the solution. In the case of iron corrosion these 

reactions can be written as bellow: 

  eFeFe 22                                                                                                                        I 

  OHeOHO 442 22                                                                                                       II 

 22 2 OHFeOHFe                                                                                                          III 

  OHOFeOOHFe 23222 324                                                                                           IV 

 

 Oxidation of the iron metal produces Fe2+ ions and reduction of dissolved oxygen results 

in OH- ions. The reaction of Fe2+ and OH- ions produces insoluble iron(II) hydroxide Fe(OH)2, 

( 15102 SPK ), which gradually is oxidized to iron(III) oxide Fe2O3, in presence of dissolved 

oxygen. This insoluble film, generated on the surface of the iron wire, acts as a passive film by 

restricting the diffusion of the oxygen to the iron wire surface. Hence, at the early stages of the 

corrosion, before generation of the passive film, corrosion is fast and then corrosion rate is 

controlled by the diffusion of the oxygen to the surface of the metal (Figure 5-3). 

 In aqueous media, the passive layer reacts with aggressive Cl- ions in solution and 

produces iron oxychloride (FeOCl). Iron oxychloride in the solution is hydrolyzed gradually 

producing soluble iron(III) chloride FeCl3. Consequently, the passive oxide layer breaks down 

and corrosion proceeds further[113, 114].  

  22
Fe OH Cl FeOCl H O e                                                                                             V 

2 33 2 ( )FeOCl H O FeCl FeO OH                                                                                        VI 
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  Table 5-2. Corrosion time of zinc wires in sodium chloride 5% solution. 

 

r (mm) Weight (mg) Time (hr) STDEV
0.025 0.0448 1.32 0.33 
0.05 0.1794 10.90 3.72 
0.125 1.210 21.92 5.81 
0.25 4.4839 142.19 28.07 

 

 

 

 

 

Figure 5-4. Zinc wires weight loss in sodium chloride 5% solution 

 

 In addition to iron wires, the corrosion of zinc wires in sodium chloride 5% solution was 

studied following the same procedure as iron wires. Table 5-2 summarizes the corrosion times of 

zinc wires and data is plotted in Figure 5-4. From the slope of the plot in Figure 5-4, the corrosion 

rate of the zinc wires in sodium chloride 5% solution is 0.036 ± 0.002 mg/hr. The corrosion of 
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zinc metal follows the same procedure as iron metal (reactions VII ~ X). It starts with oxidation 

of zinc metal and reduction of dissolved oxygen resulting in the Zn2+ and OH- ions. Then 

insoluble zinc hydroxide Zn(OH)2, (
17103 SPK ), is produced which gradually generates the 

zinc oxide, ZnO. Similar to the case of iron, this passive film breaks down in the presence of Cl- 

ions, producing the soluble zinc chloride, ZnCl2 and allows the corrosion to proceed[115, 116]. 

 

  eZnZn 22                                                                                                               VII 

  OHeOHO 442 22                                                                                              VIII 

 22 2 OHZnOHZn                                                                                                   IX                                     

  OHZnOOHZn 22                                                                                                     X  

 

5.2   Corrosion Inhibitors 

 Corrosion is controlled by many methods such as coating, phosphating, anodic or 

cathodic controls, and corrosion inhibitors. Among these methods, use of solution based 

inhibitors is both convenient and economical. Hundreds of corrosion inhibitors are reported and 

the most effective ones are chromates and dichromates[117]. However, these compounds are 

toxic and the use of them is either restricted or banned by regulations[118]. Therefore, most of the 

researches focused on the compounds, which are more environmentally friendly. Among these 

environmentally compatible compounds, gluconates and gluconic acids are the most attractive 

compounds due to their low cost, effectiveness, and nontoxic nature [119]. There are many 

reports regarding to ability of gluconates to hinder the corrosion, for example, Rajendran and co-

workers[120], studied the corrosion inhibition ability of calcium gluconate on mild steel in 60 

ppm Cl- ion solution.  
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Figure 5-5. Iron gluconate complex structure. 

 

The effectiveness of gluconates as corrosion inhibitors on corrosion due to anodic 

dissolution of metals and cathodic reduction of oxygen, depends on concentration of inhibitor and 

the nature of cation introduced into the solution[121].  For the corrosion inhibition by gluconates, 

various mechanism are considered: gluconates are adsorbed on weak spots of protective metal 

oxide films on metal surface and repair it, gluconates can incorporate in protective metal oxide 

film formation, and Fe3+ ions generated by anodic dissolution of iron react with gluconates and 

be precipitated on metal surface again[122]. 

 Calcium gluconate dissociates to Ca2+ and gluconate ion GL-, [C5(OH)5COO-], in 

aqueous medium and gluconate  ions form chelate complex with iron ions[123] (Figure 5-5):  

 

 5
2 3

5

3 2Fe Fe GL Fe F COOe C OH                                                                     XI 

 When fresh, cleaned iron wire is immersed in sodium chloride solution, Fe2+ ions from 

oxidation of iron by dissolved oxygen, are chelated by gluconate ions, resulting in further 

oxidation of iron wire. Then gluconate ions diffuse on the surface of wire and chelate Fe3+ ions of 

the protective layer. This adsorbed layer blocks the absorption of Cl- ions on the oxide surface 

preventing oxide layer dissolution through soluble iron oxychloride FeOCl, formation. In this 

way, calcium gluconate inhibits iron corrosion in presence of corrosive Cl- ions. 
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 The same corrosion test method, using wire holder and data collection board, was used to 

study the corrosion of iron wires in sodium chloride 0.5% solution containing various amounts of 

calcium gluconate as corrosion inhibitor. Iron wire, (r = 0.075 mm), was cleaned following the 

ASTM G1 standard procedure, installed on wire holder, all the connections covered with silicon 

caulk, after drying the caulk, wire connected to data collection board, immersed in the sodium 

chloride - inhibitor solution and data logging was started. The corrosion times and corrosion 

inhibition efficiencies for the iron wire are summarized in Table 5-3 and plotted in Figure 5-6. 

The corrosion inhibition efficiencies (IE) are calculated using equation 5-2: 

 

1 2

1

100
R R

IE
R


                                                                                                                      (5-2) 

 

, where R1 and R2 are corrosion rates in absence and presence of inhibitor respectively. 

 At low concentrations of inhibitor, the corrosion of wire is faster comparing to the case 

without inhibitor. In other word calcium gluconate accelerate the corrosion, and then corrosion 

time increases with increasing the inhibitor concentration. This is in excellent agreement with 

Gunasekaran and co workers[114]. 

 

  Table 5-3. Corrosion inhibition efficiency of calcium gluconate. 

Iron wire (r = 0.075 mm) in sodium chloride 0.5% solution  

 

Inhibitor 
(ppm) 

Time  
(hr) 

Rate  
(mg/hr)

IE  
(%) 

1 11.15 0.0399 -121.74
10 7.30 0.0610 -238.69
50 443.20 0.0010 94.42 

100 1460.00 0.0003 98.31 
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Figure 5-6. Iron wire corrosion rate in sodium chloride 0.5% solution 
in presence of calcium gluconate as inhibitor 

 

 

 To further evaluate the applicability of wire trigger system for corrosion inhibition 

efficiency tests, corrosion inhibition efficiency for a few commercial inhibitors were examined in 

sodium chloride 0.5% solution. The results are summarized in Table 5-4. The corrosion time of 

the iron wire (r = 0.075 mm), was measured at two concentrations of Amerex 507 (from 

AMEREX Corp.), at recommended concentrations of Prestone antirust (from Prestone Corp.), 

and Broco RPA antirust (from Singleton Corp.). As can be seen from Table 5-4, Broco RPA at 

recommended concentration is the most effective inhibitor among the commercial corrosion 

inhibitors. 
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  Table 5-4. Corrosion inhibition efficiency of commercial inhibitors. 

Iron wire ire in sodium chloride 0.5% solution 

(a) Recommended concentration 

 

Inhibitor 
Inhibitor 

(ppm) 
Time 
(hr) 

Rate  
(mg/hr)

IE 
(%) 

100 576 0.0008 95.71 
Amerex 507

10000 898 0.0005 97.25 
Prestone 37688a 302 0.0015 94.81 

Broco RPA 10000a 2984 0.0001 99.17 
  

 

 

5.3   Summary 

 A new wire trigger system was used to run the laboratory corrosion tests. This method is 

based on the corrosion of small wires while the resistance of wire is measured and collected 

automatically using an electronic board. The required time for the complete corrosion of the wire 

is determined from the plot of resistance versus time. Using the wires of various radii and 

measuring the triggering time, the corrosion rate can be calculated for the metal in the corrosive 

environment.  

 The results for the corrosion of iron and zinc wires utilizing this method show that it can 

be used as a simple method to study the corrosion of metals in corrosive environment. This 

method also utilized for the evaluation of inhibition efficiency of calcium gluconate and some 

commercial inhibitors. The results prove that wire trigger system is a simple and effective 

method, which can be utilized to study the corrosion of metals and determine the efficiency of 

inhibitors. 
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CHAPTER VI 

 

 

CORROSION IN SOIL 

 

 

 

 Although there are many transportation methods, due to safety considerations, the 

preferred method for the transportation of water, natural gas, oil, and refined hydrocarbons is 

using the buried pipelines. In the United States there are about 2 million km of buried natural gas 

pipeline and about 280,000 km of petroleum products pipelines[124]. Material degradation in the 

soils is very significance economic concern and there are many procedures to evaluate the 

corrosion of metals in soils. More detailed information about corrosion in soil and corrosion 

detection methods can be found in the introduction. 

 In Uhlig's Corrosion Handbook, soils are defined as admixture of rock disintegrated by 

physical action and modified by weathering, materials precipitated chemically from aqueous 

solution, and organic matter[124]. Muskegs, Peat Bogs, and Swamps are admixture of decaying 

organic matter with minor amounts of inorganic material. In contrast other soils consist of mainly 

inorganic materials broken and weathered to various particle sizes. Given such variety of soil 

types, various corrosion mechanisms are expected. The main factors that influence the corrosion 

of materials in soils, based on soil type, can be listed as: moisture content, soluble ion content, 

and pH. 



109 
 

 Since the transportation of ions and oxygen is taken place through water, the presence of 

moisture in the soil is a key requirement for corrosion. In general, as the soluble ion content of 

soil increases, the soil conductivity increases, which in turn facilitates the electron transfer 

leading to faster corrosion.  The pH of the soil is another major factor affecting the corrosion of 

material in the soil. Depending on the soil content, the pH of soil changes, soils containing 

humified organic matter tend to be acidic. The corrosion of iron increases considerably at pH 

values less than 4 and at high pH values passivation occurs[125]. 

 In this chapter, the corrosion of mild steel coupons is first studied based on weight loss.  

After which, a new data collection method for the corrosion rate measurement is used to study the 

galvanic corrosion of zinc wires in soil. Finally, the results from corrosion of mild steel coupons 

and  galvanic corrosion of zinc wires in soil experiments are used to develop a passive wireless 

corrosion sensor. This sensor works based on the galvanic corrosion of zinc metal and is used for 

the corrosion detection in soils containing various amounts of sodium chloride. For the sensor 

experiments, zinc wire is connected to mild steel coupons or small iron pipes. 

 

6.1   Corrosion of Mild Steel Coupons in Soil 

 The corrosion of mild steel coupons of "" 11  dimensions buried in soil were studied 

following the ASTM G162 standard procedure[126]. Two types of commercially available soils 

from Scotts Company LLC were used in this study: Earthgro potting soil (EG), and Miraclegro 

potting mix (MG). Earthgro soil contains more sand and Miraclegro soil contains more organic 

matter. Also, to accelerate the corrosion, 0.5% and 5% by weight sodium chloride and soil 

mixtures were prepared and used for the tests (indicated as EG-0.5, MG-0.5, EG-5, and MG-5).     

               The coupons were cleaned three times according to the ASTM G1 standard procedure 

and weighted.  After which,  the coupons buried in soils following the ASTM G162 standard  
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Figure 6-1. Apparatus for corrosion test in soil.  (Figure adapted from Ref [126]) 

procedure, 200 ml deionized water added to each test container and sealed (Figure 6-1). Control 

samples were kept in desiccator. Every two weeks four coupons were taken out of the soils, 

cleaned three times and weighted. Two control samples for each data point were used, and the 

difference between weight losses of control samples and samples buried in soils considered as 

weight loss due to corrosion. The weight loss data for corrosion of mild steel coupons buried in 

Earthgro and Miraclegro soils are summarized in Table 6-1 and 6-2 and plotted in Figure 6-2 and 

6-3, respectively. 

Equation 6-1 is used for the calculation of corrosion rates per unit area:  

2..

w mgRate
day mmt A


                                                                                             (6-1) 

, where Δw is weight loss, t is corrosion time, and A is the surface area. Based on experimental 

data, the corrosion rates in soils with various amounts of sodium chloride are summarized in 

Table 6-3. For both types of soils, the corrosion rate increases as the sodium chloride content 

increases, and corrosion rates in earthgro soils are lower than those in miraclegro soils. The 

miraclegro soil, unlike earthgro soil that is composed of mainly sand, contains high amount of 

organic matter, resulting in better contact between coupons and soil leading to higher corrosion 

rates. In addition, since the earthgro soil contains high amounts of sand, it is difficult to make a  



111 
 

Table 6-1. Weight loss of mild steel coupons in Earthgro (EG) soils  
with various sodium chloride content. 

(EG) earthgro soil, (EG-0.5) earthgro soil with 0.5% by weight sodium chloride,  
and (EG-5) earthgro soil with 5% by weight sodium chloride  

 

Time (Day) Soil 14 28 42 56 70 84 
EG 0.0111 0.0091 0.1235 0.0098 0.0279 0.0115
EG-0.5 0.0201 0.0211 0.0944 0.1943 0.2679 0.1106

Weight Loss  
(mg/mm2) 

EG-5 0.0688 0.1196 0.2172 0.3758 0.0572 0.4534

 

 

 

Figure 6-2. Weight loss of mild steel coupons in Earthgro (EG) soils  
with various sodium chloride content. 

(EG) earthgro soil, (EG-0.5) earthgro soil with 0.5% by weight sodium chloride,  
and (EG-5) earthgro soil with 5% by weight sodium chloride  
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Table 6-2. Weight loss of mild steel coupons in Miraclegro (MG) soils  
with various sodium chloride content. 

(MG) miraclegro soil, (MG-0.5) miraclegro soil with 0.5% by weight sodium chloride,  
and (MG-5) miraclegro soil with 5% by weight sodium chloride  

 

Time (Day) Soil 14 28 42 56 70 84 
MG 0.1114 0.1897 0.2835 0.2950 0.3658 0.4314
MG-0.5 0.1713 0.3495 0.4496 0.6516 0.7225 0.8982

Weight Loss  
(mg/mm2) 

MG-5 0.1842 0.3817 0.5777 0.8228 0.9539 0.9604

 

 

 

 

Figure 6-3. Weight loss of mild steel coupons in Miraclegro (MG) soils  
with various sodium chloride content. 

(MG) miraclegro soil, (MG-0.5) miraclegro soil with 0.5% by weight sodium chloride,  
and (MG-5) miraclegro soil with 5% by weight sodium chloride  
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Table 6-3. Corrosion rate of mild steel coupon in soils with various sodium chloride content. 

(MG) miraclegro soil, (MG-0.5) miraclegro soil with 0.5% by weight sodium chloride,  
and (MG-5) miraclegro soil with 5% by weight sodium chloride  

 

Type Rate (mg/day.mm2)
EG 5×10-4 ± 4×10-4 
EG-0.5 2.5×10-3 ± 5×10-4 
EG-5 4.3×10-3 ± 1×10-3 
MG 5.4×10-3 ± 3×10-4 
MG-0.5 1.09×10-2 ± 3×10-4 
MG-5 1.30×10-2 ± 6×10-4 

 

homogeneous soil environment around the coupons and so the weight loss results for this type of 

soil are scattered. 

 

6.2   Galvanic Corrosion of Zinc Wires in Soil 

 Galvanic corrosion of metals is one of the most common corrosion types that cause 

damage to metallic structures. In galvanic corrosion, one metal which is less noble corroded 

through oxidation (anodic) reaction and the other metal which is more noble reduced (cathodic 

reaction) in a corrosive medium. The anodic and cathodic reactions are as bellow:   

 

M ( ) n
a as M ne                                                                                              Anodic Reaction 

( )n
c cM ne M s                                                                                           Cathodic Reaction                           

 

 The electrons generated by oxidation at the anode travel to cathode through electrical 

connection.  At the cathode, the electrons reduce the metal oxide generated by a corrosion event.  

Soil acts as a conduit for ion migration, moving metal ions from the anode to cathode. The anode 

metal, as a result, corrodes more quickly while cathode metal corrodes more slowly.  
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Figure 6-4. Zinc wire and mild steel coupon installed on holder for galvanic corrosion test. 

  

 To study the galvanic corrosion of zinc in soil, miraclegro type soil was chosen for the 

test since the corrosion of mild steel coupons in this type of soil is more reproducible (Figure 6-

3). To increase the corrosion rate the highest percent of sodium chloride (5%) was chosen to 

accelerate the test. Zinc wires of known diameter and mild steel coupons were cleaned and 

prepared for the test following the ASTM G1 standard. The wires and mild steel coupons were 

installed on holder (Figure 6-4), after which, all the connections were covered with silicon caulk 

and left overnight at room temperature to dry. The wires were then connected to data collecting 

board and the holder was buried in miraclegro soil, 200 mL deionized water added and data 

collection was started. 

 After complete corrosion of zinc wires, corrosion times were determined by plotting the 

data (wire resistance versus time) and used to plot the weight loss of zinc wires versus time to 

calculate the corrosion rate. The galvanic corrosion data of zinc wires are summarized in Table 6-

4 and plotted in Figure 6-5. The calculated galvanic corrosion rate of zinc wires connected to 

mild steel coupons in miraclegro soil containing 5% sodium chloride from the slope of the plot in 

Figure 6-5 is equal to 1.04 0.15mg hr .  
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Table 6-4. Data for galvanic corrosion of zinc wires connected to mild steel coupons  
in Miraclegro soil containing 5% sodium chloride by weight (MG-5). 

 

r (mm) Weight Loss (mg) Time (hr) STDEV 
0.25 4.945 1.5 1.58 
0.5 19.780 4.0 0 
1 79.118 76.7 3.30 

 

 

 

 

 

Figure 6-5. Weight loss of zinc wires due to galvanic corrosion in miraclegro soil  
containing 5% sodium chloride by weight (MG-5). 
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Figure 6-6. Galvanic corrosion of zinc wires and expected corrosion of mild steel  
coupons in miraclegro soil containing 5% sodium chloride by weight (MG-5) 

 

 Figure 6-6 compares the weight loss of zinc wire due to galvanic corrosion with expected 

weight loss of mild steel coupons due to corrosion in miraclegro soil containing 5% sodium 

chloride. The galvanic corrosion rate for zinc is 2.48 ± 0.36 mg/day.mm2 when connected to a 

mild steel coupon. Thus, the galvanic corrosion of zinc is about one hundred times faster than the 

corrosion of the mild steel coupons and can bee used as a measure to monitor the corrosion of 

mild steel coupons. This concept can be used to determine the mild steel corrosion amount and 

take the proper actions before loosing large amount of mild steel due to corrosion. This idea is 

used to make a wireless corrosion sensor, which is described in next section.  

 

6.3   Corrosion Sensor for Pipelines 

 Because of the importance of the buried infrastructures such as pipelines and rebars in 

concrete, detection and monitoring of the corrosion of these infrastructures is very essential  
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Figure 6-7. (left) Passive wireless corrosion sensor  
(right) Passive radio frequency identification (RFID) system 

 

economically. As described in section 6-2, the galvanic corrosion of zinc wires is much faster 

than the corrosion of mild steel coupons in soil environment. This concept is used to develop a 

passive wireless sensor using a standard radio frequency identification (RFID) technology tag by 

replacing a section of the receiver coil, which is wrapped around the parameter of the device 

(Figure 6-7 left). This device is inexpensive, wireless, and requires no internal power. The 

response of the sensor can be easily read using an radio frequency identification reader and the 

lack of the signal indicates that the wire is corroded. This sensor works based on mutual 

inductance of electromagnetic field. The reader's antenna sends electromagnetic wave to radio 

frequency identification tag antenna, this wave powers up the tag and reflected electromagnetic 

wave transmits the radio frequency identification tag information to the reader (see Figure 6-7 

right). 

 To examine the sensor response to the galvanic corrosion of the zinc wire in the soil, 

three galvanic corrosion tests in miraclegro soil containing 5% sodium chloride by weight were 

conducted using zinc wire (0.5 mm), connected to a mild steel coupon, a small pipe 

( mmmm 1038  ), and the same pipe with a small area exposed to the soil. For the first 

experiment, mild steel coupon was cleaned following the ASTM G1 standard procedure and 

along with the zinc wire installed on the holder (Figure 6-8 left). After connecting the zinc wire to 

the sensor, whole assembly was buried in miraclegro soil containing 5% sodium chloride by  
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Table 6-5. Galvanic corrosion of zinc wires in Miraclegro soil  
containing 5% sodium chloride by weight (MG-5). 

Times collected using the sensor are compared to corrosion time  
determined using data collecting board. 

* Expected iron mass loss based on coupon corrosion in MG-5 soil.  

 

No Sensor Sensor 
Set-Up 

Coupon Coupon Pipe Painted Pipe 
Corrosion Time (hr) 4±0 6±1 4.4±0.9 46±4 
Corrosion Rate (mg/hr) 0.045 0.033 0.041 0.004 
Iron Mass Loss (mg/mm2)* 0.002 0.003 0.002 0.025 

 

 

 

  

  

 

Figure 6-8. Sensor system for zinc galvanic corrosion in miraclegro soil containing 5% sodium 
chloride by weight (MG-5).  

(left) Zinc wire connected to mild steel coupon 
(right) Zinc wire connected to small painted pipe 
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weight, 200 mL de-ionized water added and sensor signal was read periodically. The small pipes 

were used directly without further cleaning with the same test set-up. In addition, small pipes 

were covered by semi - gloss protective enamel, a small area of the pipe was exposed to the soil 

and used as the galvanic connection in the corrosion test, (Figure 6-8 right). As can be seen from 

Table 6-5, the corrosion time determined by the sensor is in agreement with the galvanic 

corrosion time of zinc wire determined using data collecting board (Table 3-3). Also, when just a 

small part of the pipe is exposed to the corrosive environment, the corrosion time is about ten 

times longer than that of uncovered pipe. The expected mass loss of mild steel coupons during the 

experiment period were calculated based on the corrosion rate determined for mild steel coupons 

in section 6-1. The expected mass loss of mild steel in these experiments is small and hence the 

sensor can be used for detection of mild steel corrosion before significant amount of weight loss 

occurs. 

 

6.4   Summary 

 The corrosion of mild steel coupons in two types of commercially available soils was 

studied. The results show that the corrosion in Miraclegro soil which contains more organic 

compounds comparing to Earthgro (EG), which contains more sands, is faster and corrosion times 

are more reproducible. In addition, in both cases, corrosion rate increases with sodium chloride 

content of the soil.  

 Also, zinc wires were connected to mild steel coupons to study the galvanic corrosion of 

zinc wires in the soil. The results from these experiments shows that the galvanic corrosion of 

zinc is about two hundred times faster than mild steel coupons corrosion in soil. This difference 

in corrosion rates can be used to develop a corrosion sensor. A passive wireless corrosion sensor 

was developed for corrosion detection of underground structures based on galvanic corrosion of 

zinc wire. The sensor was used in a series of experiments where it was connected to mild steel 
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coupons, small pipes, and small painted pipes with small exposed area and successfully worked in 

all cases. 
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CHAPTER VII 

 

 

CONCLUSION 

 

 

 

7.1   Computational 

 Molybdenum oxide and its bronzes with other metals and hydrogen are highly important 

in many industrial processes as catalysts. They also usually have intense colors which upon 

reaction change. One example is color change of molybdenum hydrogen bronze upon reaction 

with hydrogen peroxide from dark blue to yellow. These important properties depend on structure 

of the compound and oxidation number of molybdenum atoms. The adsorption and reaction of 

chemicals on the surface of the solid plays the most important role in the catalytic activity of 

these compounds. In this dissertation, to understand how the size of the cluster and formal charge 

of the molybdenum atoms affect the properties of the cluster, Time-Dependent Density 

Functional Theory (TD-DFT) calculations used to simulate the UV-Vis spectra of molybdenum 

oxide clusters of various sizes composed of Mo(VI) and Mo(V) atoms. Then the adsorption and 

dissociation of dimethyl peroxide (DMP) on the molybdenum oxide and its bronze with hydrogen 

studied computationally by means of Density Functional Theory (DFT) calculations to 

understand the mechanism of this process. And finally, Molybdenum complexes with gluconic  
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acid were studied experimentally and computationally to explain the equilibrium between dimer 

and monomer complexes.      

 

7.1.1   UV-Vis Spectra Simulation of Molybdenum Oxide Clusters 

 Molybdenum oxide has three main crystal structures: MoO3•2H2O, β-MoO3•H2O, and α-

MoO3. To study the structure-properties relationship, adopting the geometrical parameters of 

yellow molybdenum oxide β-MoO3•H2O, chains and ribbons of connected tetrahedras containing 

2, 3, and 4 molybdenum atoms constructed. Keeping the geometries fixed, UV-Vis spectra of 

clusters were simulated utilizing Time-Dependent Density Functional Theory (TDDFT) 

calculations. The results show that while the excitations are spread out in a wide range of 

wavelengths, by increasing the cluster size, more excitations are possible and spectra are more 

complicated. Valence (VB) and Conduction (CB) bands of MoO3 are composed of O-2p and Mo-

4d orbitals respectively, and ligand to metal charge transfer (LMCT) during excitations are 

expected. Electron densities were calculated for orbitals involving in each excitation and 

visualized. The results confirm that as expected all absorptions in UV-Vis spectra are associated 

with ligand to metal charge transfers. Also, as cluster size increases more energy states are 

available in valence and conduction bands and hence with smaller band gap, absorptions shift to 

higher wavelengths. When geometry of clusters optimized prior to time-dependent density 

functional theory calculations, clusters are distorted from layered structure of the bulk material 

and simulation results show that all the excitations are shifted to lower wavelengths due to 

stability of the clusters. The absorptions occur bellow approximately 500 nm which describes the 

yellow color of the molybdenum oxide.   

 Upon reducing one or more Mo(VI) atoms in the structure to Mo(V) by means of 

hydrogen insertion, a new band (defect band, DB), is generated which is mainly composed of 

Mo(V)-4d orbitals and energetically lays between valence and conduction bands (Figure 2-4). 
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The generation of defect band facilitates the electron transfer between molybdenum atoms of 

different formal charges. The absorptions corresponding to these intervalence charge transfers 

(IVCT) appear at higher wavelengths comparing to peaks associated with ligand to metal charge 

transfer. The new absorptions appear approximately between 500 nm and 800 nm which gives a 

blue color to the cluster.   

 The ratio of the absorption intensities associated with intervalence charge transfer for the 

structures of the same size with different number of Mo(V) atoms, directly reflects the ratio of the 

number of Mo(V) atoms to Mo(VI) atoms in the cluster structures.  

 

7.1.2   Adsorption and Dissociation of Dimethyl Peroxide on Molybdenum Oxide and Its   

            Hydrogen Bronze (100) Surface 

  In addition to studying how the cluster properties change with size of the structure and 

formal charges of molybdenum atoms, to better understanding the catalytic activity of 

molybdenum oxide and its bronzes, the adsorption and decomposition of dimethyl peroxide on 

the surface on molybdenum oxide and its hydrogen bronze were studied. (100) surface of the 

molybdenum oxide is the most active surface of the cluster. Adopting the geometrical parameter 

of α-MoO3, the (100) surface is simulated with clusters of six molybdenum atoms. While keeping 

the oxide cluster structure fixed, dimethyl peroxide allowed to relax on the surface utilizing 

density functional theory calculations. Three molecularly adsorbed forms were located which are 

results of different orientations of dimethyl peroxide on the cluster surface. These forms can 

convert to each other through simple rotations about Mo-O bond. Utilizing the same calculation 

method, transition states for these conversions were located and confirmed by standard Intrinsic 

Reaction Coordinate (IRC) calculations.  
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 Dissociation of dimethyl peroxide can occur either by O-O or C-O bond cleavage. 

Frontier orbitals analysis suggests that dissociation of dimethyl peroxide is not possible on the 

surface of the molybdenum oxide. While attempts to locate structures resulting from O-O bond 

cleavage did not result in any stable structure, one stable structure is produced from C-O bond 

cleavage. However, the adsorption energy for this structure is positive and hence energetically is 

not possible.    

 Depending on the hydrogen content in the compound, there are four phases of hydrogen 

molybdenum bronze with general formula of HXMoO3 (0 ≤ x ≤ 2). The inserted hydrogen first 

occupy intralayer positions and then start to occupy interlayer positions. To model the hydrogen 

molybdenum bronze (100) surface, the geometrical parameters of phase I hydrogen molybdenum 

bronze are adopted which are very similar to those of α-MoO3. The modeled bronze is a cluster of 

six molybdenum atoms with stoichiometric formula of H0.33MoO3 (Figure 1-3). Utilizing the 

same methodology, dimethyl peroxide was allowed to relax on the bronze (100) surface. Similar 

to oxide, three molecularly adsorbed forms were located which can be converted to each other by 

simple rotations about Mo-O bond. The transition structures for these conversions also located 

and confirmed using intrinsic reaction coordinate calculations with small energy barriers as 

expected for rotations.    

  Unlike the oxide cluster, hydrogen molybdenum oxide bronze has a significant electron 

density on (100) surface from HOMO which provides the possibility of dissociation of dimethyl 

peroxide on the cluster surface.  For the O-O bond cleavage, OCH3 groups can attach to surface 

molybdenum or oxygen atoms. For this bond dissociation two main products were identified: 

BOO1 and BOO2. As expected from the electron density of surface atoms, BOO1 where both 

OCH3 groups are attached to molybdenum atoms is more stable than BOO2. The other stable 

from is BOO2 where one methoxy group is attached to surface molybdenum atom and the other 

one is attached to surface oxygen atom. The conversion of BOO2 to BOO1 is possible in two 
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steps (rotation followed by migration of methoxy group) through a stable intermediate BOO3. 

Transition state structures for these steps were also located and confirmed using intrinsic reaction 

coordinate calculations. The attempts to find pathways for the conversion of molecularly 

adsorbed forms to structures resulting in from bond dissociation, shows that only BM1 has the 

proper orientation for conversion to BOO1 and BOO2 through corresponding transition 

structures.    

 For the C-O bond cleavage case, four stable structures were located: BCO1, BCO2, 

BCO3, and BCO4. The most stable structures are BCO3 and BCO4 where CH3 and OOCH3 

groups are attached to surface oxygen and molybdenum atoms respectively. Two other stable 

structures are BCO1 and BCO2,  where both CH3 and OOCH3 groups are attached to 

molybdenum atoms. Although calculations show that there are pathways for conversions of 

molecularly adsorbed forms to these stable structures, the adsorption energies for all related 

transition state structures are positive and hence energetically dimethyl peroxide will be desorbed 

before C-O bond cleavage can happen. 

  

7.1.3   Molybdenum-Gluconic Acid Complexes   

 A solution containing molybdenum and gluconic acid has a dark blue color with intense 

color change upon heating or reaction with hydrogen peroxide. Depending on molybdenum to 

gluconic acid ratio, molybdenum makes monomer and dimer complexes with gluconic acid. 

Considering the blue color of the solution, and the results from the UV-Vis spectra simulations in 

the first part of this dissertation, it is concluded that the dimer complex is actually is a mixed-

valence compound. The dimer complex is decomposed to monomer complexes upon heating or 

reaction with hydrogen peroxide. The equilibrium between dimer and monomer molybdenum-

gluconate complexes was studied experimentally by means of UV-Vis spectroscopy. The kinetics 
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of this equilibrium studied at various temperatures and using the initial rates, the activation 

energy (Ea) for this equilibrium calculated as 53±14 kJmol-1. Also assuming that the proposed 

equilibrium is valid and initially there is not any monomer complexes, the Gibbs free energy 

(ΔG) for this equilibrium calculated as 42±5 kJmol-1.  

 To validate the proposed equilibrium and support the experimental results for the Gibbs 

free energy calculations, the equilibrium were also studied theoretically. The structure of 

complexes were optimized utilizing density functional theory calculations and UV-Vis spectra 

were simulated using time-dependent density functional theory framework in gas phase. The 

results of these calculations suggested that although comparing to experimental spectrum 

absorptions are at higher wavelengths, there are two possibilities for dimer complex: Mo(VI, VI) 

and Mo(VI, V). To improve the results by considering the solvent effect in calculations, geometry 

optimization and spectrum simulation for Mo(VI, V) complex performed in solutions with 

various dielectric constants, the best result was when water is the solvent. Simulated spectra in 

aqueous phase properly describe blue color of the Mo(VI, V) dimer and yellow / yellowish color 

of Mo(VI) and Mo(V) monomers.   

 The attempt to calculate the Gibbs free energy using frequency calculations was 

unsuccessful, specially for aqueous solution using polarizable continuum solvation models 

(PCM). The error in gas phase in reasonable due to assuming that all species are isolated and 

there is no interaction. While the best result for the aqueous phase calculations is from the 

simplest solvation model (Onsager model), the results are much worth than gas phase result. To 

improve the aqueous phase results, either parameters should be optimized for the complexes, or 

more expensive explicit and hybrid implicit-explicit models should be used.  

 

7.2   Experimental 
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 Millions of dollars are lost each year because of corrosion of iron and steel parts of 

equipments and underground metal structures in various industries. So, the study of corrosion, 

corrosion inhibition, and corrosion detection have attracted many scientists. Among the various 

methods of corrosion control, the use of inhibitors is more convenient and economic. Because of 

the enforced regulations, researches focused on the compounds which are environmentally 

friendly. Gluconates and gluconic acids are the most attractive compounds to scientists, since 

they are cheap, effective, and non-toxic. Although, corrosion detection sensors have been 

developed based on various technologies, still there are many researches to develop a cheap and 

effective sensor. 

 

7.2.1   Corrosion of Metal Wires in Solution 

 To study the corrosion and effectiveness of corrosion inhibitors in the laboratory, several 

standard methods are available. In immersion corrosion test small pieces or coupons of the 

material are exposed to the test medium and the weight loss of the material is measured for a 

given period of time. This method needs a lot of cleaning and waiting and hence the experiments 

are normally long. In this dissertation a new method has been introduced and used to collect the 

corrosion data which can be easily utilized in high-throughput experiments. This method is based 

on the change in the resistance of small wires by time.    

 In Chapter 5 the corrosion of iron and zinc wires in sodium chloride solution were 

studied using the new data collection method. The results show that the corrosion rate for iron 

wires in sodium chloride 0.5% and 5% are of the same order. For both iron and zinc wires with 

small radii up to 0.1 mm corrosion time is short and increases rapidly for thicker wires due to the 

formation of protective oxide layer. Loosing the electron through oxidation reaction dissolves the 

metal which in turn metal cations react with hydroxyl ions produced by dissolved oxygen 

reduction. In presence of dissolved oxygen the produced metal hydroxide gradually is oxidized to 
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insoluble metal oxide which forms a protective film on surface of the metal and protects it from 

further corrosion and hence corrosion time increases.  

 To further examine the applicability of the wire trigger system for corrosion experiments, 

it was utilized to study the corrosion inhibition efficiency of calcium gluconate and a few 

commercial inhibitors. The results for calcium gluconate are consistent with available results and 

the wire trigger system is properly applicable to study the inhibition efficiency of commercial 

inhibitors. 

 

7.2.2   Corrosion in Soil  

 Corrosion of buried structures is economically very important, so in Chapter 6 the 

corrosion of metals was studied in soil. In this study weight loss method was used to determine 

the corrosion rate of mild steel coupons in soils. Two types of commercially available soils 

containing various amounts of sodium chloride were used. The results show that while the 

corrosion rate of coupons increases with sodium chloride content of soils, it is faster in 

Miraclegro (MG) soil which contain more organic compounds. The fastest corrosion rate is for 

MG-5 soil which is 2 4 21.30 10 6 10 .mg day mm    .  

 In addition, galvanic corrosion of zinc wires in soil was studied. Zinc wires of various 

radii were connected to mild steel coupons and buried in Miraclegro soil containing 5% sodium 

chloride (MG-5) and corrosion time determined using data collection board. The rate for galvanic 

corrosion of zinc wires is 1.04 0.15 mg hr  which is about 30 times faster comparing to 

corrosion of zinc wires in sodium chloride 5% solution.  

 The galvanic corrosion of zinc wire in Miraclegro soil containing 5% sodium chloride 

(MG-5) is about 200 time faster than the corrosion of mild steel coupons, this rate difference can 
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be used to build a sensor for corrosion detection. A passive wireless sensor based on galvanic 

corrosion of zinc wire was developed and examined for corrosion detection of mild steel coupons 

and small pipes in Miraclegro soil containing 5% sodium chloride (MG-5). The zinc wire trigger 

times in sensor when connected to mild steel coupon and small pipe are of the same order when 

data collection board is used and hence sensor can be used effectively for the corrosion detection. 
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