ON-DEMAND SECURITY AND QoS OPTIMIZATION
IN

MOBILE AD HOC NETWORKS

BY
ZHENGMING SHEN
Master of Science
Oklahoma State University
Tulsa, Oklahoma

2003

Submitted to the Faculty
of the Graduate College of
Oklahoma State University

in partial fulfillment of
the requirements for
the Degree of
DOCTOR OF PHILOSOPHY
December 2006



ON-DEMAND SECURITY AND QoS OPTIMIZATION
IN

MOBILE AD HOC NETWORKS

Dissertation Approved:

Dr. Johnson Thomas

Dissertation Advisor

Dr. G. E. Hedrick

Dr. Venkatesh Sarangan

Dr. Debao Chen

Dr. Mark Weiser

Dr. A. Gordon Emslie

Dean of the Graduate College



PREFACE

Until recently, Security and QoS were consideredegsarate entities, especially
in a mobile ad hoc network environment. Most widesed security mechanisms create
heavy overhead and delay to communications. Rdsearwireless networks indicate
more security will create more overhead, which wilpact overall network QoS.

This dissertation suggests policy based plug-irursigcframework to provide
more flexible security support, and a multi-layeySguided routing algorithm to provide
better QoS performance, specifically for ad hoovoek environments. In addition, we
propose an on-demand security and QoS optimizatigorithm which can balance
security and QoS to optimize network performance.

By using the proportional integral derivative (Pliegdback control, the proposed
optimization algorithm constantly monitors the amtmetwork resource status, if there
are enough resources available to handle curre® @quirements, it will implement
more security policies dynamically to make the rekMess vulnerable. This results in
significant increase of network resource utilizatidetter QoS performance and more
secure ad hoc networks.

How can we determine that a new routing protocomisre secure than any
existing protocol? In this dissertation, we propaseattack tree and state machine based

security evaluation mechanism for ad hoc networkss is a new security measurement



metric to compare the relative security of two nogitprotocols on the same Ad Hoc

network model.
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Chapter 1

Introduction

1.1  Background

Mobile Ad Hoc Networks (MANETS) consist of wirelebssts that communicate
with each other in the absence of a fixed infrastme [1]. They have potential
applications in disaster relief, conference, andtldfeeld environments, and have
received significant attention in recent years.

In a MANET, a message sent by a node reachesalkighboring nodes that are
located at distances up to the transmission raddasause of the limited transmission
radius, the routes between nodes are normallyexté¢htough several hops in such multi-
hop wireless networks [1]. Host mobility can caudssquent unpredictable topology
changes [2].

In order to facilitate communication within the wetk, a routing protocol is used
to discover routes between nodes. The primary gbalich an ad hoc network routing
protocol is correct and efficient route establishinbetween a pair of nodes so that
messages may be delivered in a timely manner [@litd&kconstruction should be done

with a minimum of overhead and bandwidth consunmptio



Many protocols have been proposed for MANETS, with goal of achieving
efficient routing [1]. The MANET routing methodsrcde categorized as two primary
classes: table-driven and demand-driven.

Table-driven routing protocols attempt to mainteansistent, up-to-date routing
information from each node to every other nodehmnietwork. These protocols include:
DSDV, CGSR, WRP [1][3]. The major disadvantagedatfle-driven routing protocols
are each node needs to send messages to its n#igbtds consistently to keep their
routing tables update. This can cause networki¢rafferhead.

Demand-driven (Source-Initiated) routing protocalseate routes only when
desired by the source node. When a node requiresta to a destination, it initiates a
route discovery process within the network. Thiecgss is completed once a route is
found or all possible route permutations have e@amined. The demand-driven routing
protocols include: AODV, DSR, TORA, ABR, SSR [1][d] The demand-driven
routing protocols do not need maintain routing eablbut have the overhead of route
discovery.

The simulation results reported in several papgf4d] [4] show that normally
demand-driven routing protocols have higher padeditvery ratio and need less routing
messages than table-driven routing protocols.

In this dissertation, we will discuss four aspeoctsMANETS: security, QoS,

security and QoS optimization, and security measarg.



1.2  Security

Research on securing ad hoc networks has conchtosit secure routing,
intrusion detection and key management. Althougisehtechniques will deliver the
message securely to the destination or authenticates, all sources have the same
access rights to resources at the destination.nGtve increasing sophistication of
computers, cell phones, PDAs etc., that form ad hetworks, as well as the
increasing complexity of the services such netwgnis/ide, there is a need for an
additional level of security for resource protentién this dissertation we propose a
distributed policy based architecture for mobile dwc networks, the
implementation of the policy is also presentedni8ations indicate that the routing
overheads associated with the proposed system thaka feasible approach for

enhancing the security of mobile ad hoc networks.



1.3 QoS

Quality-of-service (QoS) routing in an Ad Hoc netwas difficult because
network topology may change constantly, and thélaia state information for routing
is inherently imprecise. Existing QoS routing amioes concentrate on QoS
management at the network layer. In this disseriative propose a holistic multi-layer
QoS surface guided routing, which separates medticke different layers, MAC layer
metrics, network layer metrics, and applicationelaynetrics. In our model, each layer
manages its own QoS and communicates with otherdafrough its QoS surface. Due
to link failure caused by a lack of network res@srand nodes’ mobility on a path, the
quality should not only reflect the available res@s on a path but also the stability of
that path. Therefore, MAC layer metrics, networkelametrics and application layer
metrics are used as additional constraints to ohéter the quality of paths between a
source and destination. Network layer metrics aeitez the quality of links in order to
generate the paths with good quality. On the olttlaerd, application layer metrics select
exactly one path out of the paths with a good twalihich is more likely to meet
application requirements. Our model considers nbt the QoS requirement, but also the
cost optimality of the routing path to improve tlwerall network performance.
Simulation results show that the proposed apprpachides better QoS than other QoS

routing protocols such as QoS-AODV under high mbbdonditions.



1.4 Security and QoS Optimization

Network quality-of-service and network security Balkeen considered as
separate entities and research in these areasldma@ety proceeded independently.
However, security impacts overall QoS and it is¢fmre essential to consider both
security and QoS together when designing protoimslsdd hoc environments as one
impact the other. In this dissertation we proposenechanism for a distributed
dynamic management system which will aim to maxar@oS and/or security while
maintaining a minimum user acceptable level of @Qo8/or security even as network
resource availability change. In order to achidne dbjective, we propose three basic
frameworks: a policy based plug-in security framewanulti-layer QoS guided
routing and a proportional integral derivative (PIontroller. Figure 1-1
demonstrates the overall optimization system fl@wmulation results indicate the
proposed PID optimized security and QoS algorithodpce similar performance as

non-secure QoS routing protocols under variou$idrifads.

QoS Multi-Layer QoS

Requirements Managoiil

- Module
@ Optimization @

. . Module Policy Based
e-_curlty Security

Requirements Management
T Module

Figure 1-1 QoS and Security Optimization System



15 Security Measurement

Although, numerous secure and insecure ad hocnguirotocols have been
proposed, it is a very difficult to evaluate thdeefiveness of these protocols from a
security perspective due to the absence of abssbagrity metrics for ad hoc networks.
Not much research as been done in this area, beedasss/ery difficult, if not impossible
to define absolute security metrics for ad hoc oekw.

We propose a metric to determine whether one rgytiotocol of an Ad Hoc
network is relatively more secure than anotherh&athan count bugs at the protocol
code level or count vulnerability reports at théwwek level, we count the network’s
attack opportunities. We use this count as an atitio of the network’s security risk,
likelihood that it will be successfully attacked.eWdescribe a network’s measurement
metric along four abstract dimensions: attack gatithck path, attack tree, and access
rights. Intuitively, the more exposed the secuni$k, the more likely the network could
be successfully attacked, and hence the more iresecis. Thus, one way to improve
network security is to reduce its security risk. d&monstrate and validate our method

by measuring the relative security risk of differesuting protocols.



Chapter 2

Review of the Literature

2.1 Overview

Mobile Ad Hoc Networks (MANETS) consist of wirelebssts that communicate
with each other in the absence of a fixed infrastme [1]. They have potential
applications in disaster relief, conference, andtldfeeld environments, and have
received significant attention in recent years.

In a MANET, a message sent by a node reachesalkighboring nodes that are
located at distances up to the transmission raddasause of the limited transmission
radius, the routes between nodes are normallyexté¢htough several hops in such multi-
hop wireless networks [1]. Host mobility can caudssquent unpredictable topology
changes [2].

In order to facilitate communication within the wetk, a routing protocol is used
to discover routes between nodes. The primary gbalich an ad hoc network routing
protocol is correct and efficient route establishinbetween a pair of node so that
messages may be delivered in a timely manner [@litd&kconstruction should be done

with a minimum of overhead and bandwidth consunmptio



Many protocols have been proposed for MANETS, with goal of achieving
efficient routing [1]. The MANET routing methodsrcée categorized as two primary
classes: table-driven and demand-driven.

Table-driven routing protocols attempt to mainteansistent, up-to-date routing
information from each node to every other nodehmnietwork. These protocols include:
DSDV, CGSR, WRP [1][3]. The major disadvantagedatfle-driven routing protocols
are each node needs to send messages to its n#igbtds consistently to keep their
routing tables update. This can cause networki¢rafferhead.

Demand-driven (Source-Initiated) routing protocalseate routes only when
desired by the source node. When a node requireata to a destination, it initiates a
route discovery process within the network. Thiscess is completed once a route is
found or all possible route permutations have e@amined. The demand-driven routing
protocols include: AODV, DSR, TORA, ABR, SSR [1][d] The demand-driven
routing protocols do not need maintain routing eablbut have the overhead of route
discovery.

The simulation results reported in several papgf4d] [4] show that normally
demand-driven routing protocols have higher padedivery ratio and need less routing
messages than table-driven routing protocols.

However, all the previous routing solutions onlyadwith the best-effort data
traffic. Connections with QoS requirements, suctvideo broadcasting with delay and

bandwidth constraints, are not supported.



2.2 Security

Mobile ad-hoc networks operate in the absence x@dfiinfrastructure, which
makes them easy to deploy at any place and atiargy The absence of any fixed
infrastructure in mobile ad-hoc networks makes iffialilt to utilize the existing
techniques for network services, and this posasmaber of various challenges including
routing, bandwidth constraints, security and powdre diversity of nodes range from
powerful lap top computers to resource constraidedices such as PDAs and cell
phones. Such diversity makes it more difficulbianage and secure these networks.

Various routing solutions have been proposed fobilecad-hoc networks, and
most of these solutions can be categorized as-tablen and demand-driven. These
solutions mainly focus on routing and do not com@a much on other related issues,
such as security.

Depending on the application, users within the oetwmay want their
communication to be secure. Research on securifgpadetworks has concentrated on
secure routing, intrusion detection and key managenWith the increasing proliferation
of powerful nodes which can now form part of anhad network, existing mechanisms
are not sufficient. In the current state of theaarthoc network systems security, all nodes
in the network have equal security rights. In othwrds, although secure routing will
deliver the message securely to the destinatibspatces have the same access rights to
resources at the destination. With existing apgresc although a message may be
delivered securely, the message itself may be dryinaccess or modify resources for
malicious purposes. The absence of any strict ggquolicy, could lead active attackers

to easily exploit or possibly disable the mobilerext network. The consequences of this



are serious as the more powerful nodes can bekattary smaller resource constrained
nodes and the disabling of one or more powerfulesatbuld have a serious impact on
the network. Although secure routing with intrusidatection can guarantee a certain
level of security, higher level security is neededsecure the network. Furthermore,
secure routing and real-time intrusion detectiamycaxtensive overheads.

Several secure routing protocols have been proposeently: These include
SAODV [6], Ariadne [7], SEAD [8], CSER [9], SRP [LGBAAR [11], BSAR [12], and
SBRP [13]. The main idea behind these protocolsoigncrypt the messages using
different schemes so that the message deliveredatlyt Depending upon the scheme
used, these secure routing protocols bind one ors@eurity methods into the specific
routing protocol.

The policy-based security management system [1d$ wesponsive strategy to
react when network under attack. Each node hastackamonitoring agent, and when a
victim node is under attack, it activates corregj@m policies. It also sends a warning
message to neighboring nodes. When it recovers faamattack, it sends a warning
release message. To the best of our knowledgeljcy peanagement framework has not

been proposed in the literature.

10



2.3 QoS

The provision of QoS relies on resource reservatitence, the data packets of
QoS connection are likely to flow along the saméwvoek path on which the required
resources are reserved. The goal of QoS routitgyafold: 1) selecting a network path
that has sufficient resources to meet the QoS reqpaints of all admitted connections
and 2) achieving global efficiency in resourceizdiion.

QoS routing has been receiving increasingly intensttention in the wired
network domain [15]. The recent work can be divid&d three broad categories: source
routing, distributed routing, and hierarchical iiagt In source routing [16] — [18], each
node maintains an image of the global network statech is based on a routing path
that is centrally computed at the source node. global network state is typically
updated periodically by a link-state algorithm [1B] distributed routing [20] — [23], the
path is computed by a distributed computation durwhich control messages are
exchanged among the nodes, and the state informiagipt at each node is collectively
used in order to find a path. In hierarchical rogtj24], nodes are clustered into groups,
creating a multilevel hierarchy. In every level thie hierarchy, source or distributed
routing algorithms are used.

The QoS routing algorithms for wired networks canipe applied directly to Ad
Hoc networks. First, the performance of most wiredting algorithms relies on the
availability of precise state information. Howevéne dynamic nature of an Ad Hoc
network makes the available state information iah#y imprecise. Second, nodes may
join, leave, and rejoin an Ad Hoc network at anyeiand any location; existing links

may disappear, and new links may be formed as adesimove. Hence, the established

11



paths can be broken at any time, which raises nesblgms of maintaining and
dynamically reestablishing the routing paths in¢barse of data transmission.

Though some recent algorithms [18][25] were prodosework with imprecise
information (e.g., the probability distribution dink delay), they require precise
information about the network topology, which ig awgailable in an Ad Hoc network.

QoS based routing in networks with inaccurate mfation [18] investigated the
problem of routing connections with QoS requirerseatross one or more networks,
when the information available for making routingctsions is inaccurate and expressed
in some probabilistic manner. It reviewed the utaiety about the actual state of a node
or network that arises naturally in a number ofeddnt environments, and proposed an
algorithm to determine the impact of such inaccason the path selection process,
whose goal is then to identify the path that is nlisly to satisfy the QoS requirements.

QoS routing in networks with uncertain paramet@5] [discussed the multicast
routing problem with multiple QoS constraints irntwerks with uncertain parameters. It
proposed an algorithm QMRGA, a multicast routingigyofor Internet, mobile network
or other high-performance networks, which is basedhe genetic algorithm, and can
provide QoS-sensitive paths in a scalable andHblexivay, in a network environment
with uncertain parameters. The QMRGA can also apgnmetwork resources such as
bandwidth and delay, and can converge to the optimaear-optimal solution within
little iteration, even for a network environment thwviuncertain parameters. The
incremental rate of computational cost is clospdlynomial and is less than exponential
rate. The results show that QMRGA provides a realsienapproach to QoS Multicast

routing in networks environment with uncertain paeters.
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Recently, cross-layer design approach [26] - [28 heen introduced into ad hoc
wireless network to resolve the above issues.

A Simulator Based on a Cross-Layer Protocol betwd&@ and PHY Layers in
WiBro Compatible IEEE 802.16e OFDMA System [28] poeed a cross-layer design
frameworks for 802.16e OFDMA systems that are cdiblgawith WiBro based on
various kinds of cross-layer protocols for perfonme improvement: a cross-layer
adaptation framework and a design example of puest for cross-layer operation
between its MAC and PHY layers. It provided a siatioin framework for cross-layer
analysis between the MAC and PHY layers in 802.3@stems, which shows that
average cell throughput can be improved by 25-G@gme¢ by applying careful cross-
layer adaptation schemes.

Topology-Aided Cross-Layer Fast Handoff Designs IfBEE 802.11/Mobile IP
Environments [29] reviewed state-of-the-art fastdadf techniques for IEEE 802.11 or
Mobile IP networks. Based on that review, topol@gyed cross-layer fast handoff
designs are proposed for Mobile IP over IEEE 8Q@2.hetworks. Time-sensitive
applications, such as voice over IP (VolIP), cartntdrate the long layer-2 plus layer-3
handoff delays that arise in IEEE 802.11/Mobileeivironments. Cross-layer designs
are increasingly adopted to shorten the handoénat time. Handoff-related layer-2
triggers may reduce the delay between layer-2 Harmonpletion and the associated
layer-3 handoff activation. Cross-layer topologyommation, such as the association
between 802.11 access points and Mobile IP mobdgents, together with layer-2
triggers, can be utilized by a mobile node to dyer-3 handoff-related activities, such

as agent discovery, address configuration, andtragion, in parallel with or prior to
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those of layer-2 handoff. Experimental results ¢ate that the whole handoff delay can
meet the delay requirement of VolP applications nieyer-3 handoff activities occur
prior to layer-2 handoffs.

The cross-layer protocols are designed by violatimggseven-layer open systems
interconnect (OSI) model to provide overall bet#ficiency and performance in ad hoc
wireless environment. Here the functionality of tiplé layers is condensed into fewer
layers with the view to improving performance. Thess-layer designs involve a
complex process and are still at a very early mebestage with lots of studies yet to be

done.
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24 Security and QoS Optimization

Network quality-of-service and network security 8deen considered as separate
entities and research in these areas have largelse@ded independently with few
exceptions. However, security impacts overall nekwQoS as more security usually
means more message overheads for authenticatioatl@dsecurity functions as well as
additional delays imposed due to overheads caugenhdryption etc. This is especially
true in an ad hoc network environment where secargchanisms such as authentication
services are proposed to protect the communicationopen mediums in wireless
networks, thus introducing overheads that affece oS of communications
significantly. It is therefore essential to consit®th security and QoS together when
designing protocols for ad hoc environments asimpacts the other.

Very little work has been done in the interactiagtvieen security and QoS in
networks. What little has been done is limited iceless networks. [30] - [33] study the
impact of challenge/response authentication inlesse LANS.

An Analytical Study on the Impact of Authenticatibncal Area Networks [30]
introduced a system model for the analysis of engi/response authentication in
wireless networks, and evaluated authenticatioty detay, and call dropping probability
for different security levels. By considering tiafand mobility patterns, the numerical
results indicate the impact of authentication axuséy and system performance.

A Quantitative Study of Authentication Networks [2ihd Performance Analysis
of Challenge/Authentication in Wireless Networks2][3analyzed the impact of
authentication on security and QoS quantitativalyg proposed a concept of security

level to describe the protection of communicatiaasording to the nature of security,
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i.e., information secrecy, data integrity, and tese availability. By taking traffic and
mobility patterns into account, the proposed apghnastablishes a direct and quantitative
connection between security and QoS through thieeatitation. Numerical results are
provided to demonstrate the impact of security Ieveobility and traffic patterns on
overall system performance in terms of authentcatdelay and call dropping
probability.

Integration of Authentication Management in Thirdr@ration and WLAN Data
Networks [33] introduced new authentication arddtitee for fast authentication during
inter-networking handoff and large-scale heterogesenetworks to solve authentication
of roaming users crossing different networks probla WLAN. The simulation results
show that the new architecture can reduce autlsiatic latency significantly and be
adaptive to user mobility and traffic.

In summary, the emphasis of [30] is on a framewtwrkmodel the effect of
authentication on security and QoS in one-hop es®lnetworks. In [31] and [32] the
authors investigate the impact of security leveispility and traffic patterns on overall
system performance in terms of authentication aedgy, and call dropping probability.
[33] introduces an authentication scheme for idimain roaming for 3G/WLAN
systems. The emphasis here is on authenticatidntecture and a new authentication
scheme.

Although the above research provided an analysiseoperformance degradation
caused by authentication and proposed an authetaticacheme for inter-domain
roaming for 3G/WLAN systems, none of them proposeoptimized solution between

security and QoS. In other words, given the netwasources and traffic, can an
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optimum QoS and security be achieved? This callsafdynamic management system
which will aim to maximize QoS and security whileaimtaining a minimum user
acceptable level of QoS and security even as n&trasource availability change. In all
the previous work the security feature (authentcatspecifically) is fixed and is
permanent and is integrated with a QoS routinggamat However, no solution has been
provided when changing available network resoudiesto traffic, mobility etc. results
in security features producing too much overheachstinat it significantly impacts
routing QoS performance. Furthermore, securityas limited to authentication. Other

security features such as access rights for exahgwe not been considered at all.
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2.5 Security Measurement

Current Ad Hoc protocols assume that the mobild tds behave properly and
will not introduce malicious information into theystem. However, considering the
application environments of Ad Hoc networks (bdittlels, disaster rescue, etc.); the
routing topology is prone to attack coming frombekternal and internal. Research has
been carried out to apply security methods in wireddworks to mobile Ad Hoc
environments. The mechanisms that have been exdrmokide information encryption
and user authentication. But these methods factiogving difficulties:

 The restriction on power consumption and the lichiteomputational

capability of mobile devices prevent the usage ofnglex encryption
algorithms.

 The constantly changing network topology increasies difficulty and

overhead of authentication. The dynamic memberphipchallenges on the
key distribution and management.

* Most importantly, these methods can only guardresgaxternal attacks. But

the attacks coming from compromised hosts have mewere impacts on

performance and network connectivity.

The security and safety properties of Ad Hoc rayifmotocols are different from
those in wired networks. Therefore, research isiired on the vulnerabilities of the
protocols, the attacks introduced by them, andrthmctical impacts on the network

performance.
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An attack tree and attack graph is a succinct sgptation of all paths through a
system that end in state where an attacker hagssfatly achieved his goal [46]. It has
been used for attack detection, defense and fa®nsisecurity analysis. The attach tree
cannot only clearly define all the sub-goals alosmach attack path, but also the
relationship between each attach paths, in omlear attacker to successfully achieve
his ultimate attack goal.

It is very difficult, if not impossible to defineesurity metrics for ad hoc
networks. The concept of Attack Surface modelohticed in [47] proposes a metric to
determine whether one version of a system is meceirs than another. Rather than
measure the absolute security of a system, theopeabtechnique measures the relative
security: Given two versions, A and B, of a systéimmeasures whether version A is
more secure than version B with respect to theéachktsurface. The proposed technique
does not use the attack surface metric to determimether a version of a system is
absolutely good or bad, rather to determine whetherversion of a system is relatively
better or worse than another. Intuitively, a sysseattack surface is the ways in which
the system can be successfully attacked. The astatlice of a system can be defined in
terms of the system’s resources. An attacker usgstam’s resources to attack a system;
hence a system’s resources contribute to the sistdtack surface. Intuitively, the more
resources available to the attacker, the more expdbke attack surface. The more
exposed the attack surface, the more ways themsysteén be attacked, and hence the
more insecure it is. Given two versions, A and Baystem, the proposed technique
compares their attack surface to determine wheatheris more secure than another. The

attack surface measurements might be incompara&iskeuse of the way we define attack
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surface along multiple dimensions, it can, howeusg the attack surface measurements
along with the knowledge of the usage scenariohef 4ystem to determine whether
version A is more secure than version B.

Measuring relative attack surface [48] proposedcanique to measure computer
Operating System vulnerability and attack ability using attack surface metric. Every
system action can potentially be part of an attackl, hence contributes to attack surface.
Similarly, every system resource also contributeattack surface. Intuitively, the more
actions available to a user or the more resourcessaible through these actions, the
more exposed the attack surface. Rather than aanaidpossible system resources, the
proposed measurement technique narrows its focasrelevant subset of resource types.
Attacks carried out over the years show that aesgstem resources are more likely to
be used in an attack than others. Hence all systsaurces should not be treated equally.
The attack surface categorizes the system resoimmesattack classes based on a given
set of properties associated with the resourceesd Iproperties reflect the attackability
of a type of resource, i.e., some types of resauate more likely to be attacked than
other types. The notion of attack class is usedistinguish between resources with
different attackability. These attack classes togetonstitute the attack surface of a
system. The proposed security measurement techmepasured the attack surface of
four different versions of the Linux operating ®st and the attack surface of seven
different versions of the Windows operating systdine results of both the Linux and
Windows measurements confirm perceived beliefs alo@ relative security of the
different versions. It uses the entry point and pgint framework to identify the relevant

subset of resources that contribute to the attaliyabf a system, then determines the
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attackability of each resource using a cost-bemafib to the attacker. By grouping the
resources into attack classes based on their atiditk, the attackability of these attack
classes constitutes the attack surface of a system.

In, summary, the attack surface model uses statehimes to represent all
potential system resources that can be used bjtacker to achieve an attack goal, and
compare security with respect to a given numberaodisticks, calledlimensionsin this
approach, rather than saying “System A is securéSgstem A has a measured security
number N” the attack surface model says “Systers fore secure than System B with
respect to a fixed set of dimensions.”

The attack surface model uses all system resowsesne single level, equal
weight metric. However, the hierarchies of the citaee and the dependence between
each attack paths have not been considered inntbidel. For example, system A
exposures both user name and password should be wodmerable than system B
exposures both employee salary and password, ghhalliof the above information are
been classified as sensitive data. Because arkattaan create much more damages to
system A than system B by using a stolen identtguccessfully login into system A.
The attack surface model measures same vulneyakehel for both system A and

system B in this scenario.
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Chapter 3

Objectives and Assumptions

3.1 Dissertation Objectives

Our overall goal is to provide a security and Qgffinization architecture and
algorithm that will have better resource utilizatialtimately provide more security and
better QoS solution for ad hoc networks. In thaeligtion, we:

1. Propose a policy based plug-in security framewarkatlapt network

security level on demand,;

2. Propose a multi-layer QoS guided routing algorittomachieve more
efficient and reliable QoS;

3. Propose an on-demand security and QoS optimizaichitecture to
provide better network resource utilization and iropte network
performance, so to provide more secure and efti€@&s networks.

4. Propose a new security measurement metric to cangie relative
security of two Ad Hoc routing protocols that isseate machine based

security evaluation mechanism.
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3.2 Design Assumptions

We make the following assumptions about the sgcaritl QoS optimization
system:

* Each node has same signal coverage area radius R.

» Each node has adequate cache memory to hold teardtarmation,
including routing data, security data, QoS data, @ptimization data.

* Each node has sufficient CPU power to handle requiomputations,
including security authentications, QoS calculagiand optimization
calculations.

* Nodes are randomly moving in a pre-defined two-disien area.
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3.3 Simulation Tool

We use a detailed simulation model based on nssRrievaluation. The Monarch
research group at CMU developed support for sinaratdf multi-hop wireless networks
complete with physical, data link and Medium Acc&mtrol (MAC) layer models on
ns-2 [36]. The Distributed Coordination FunctionGQB) of IEEE 802.11 for wireless
LANSs is used as the MAC layer protocol. The 802XX1F uses Request-To-Send (RTS)
and Clear-To-Send (CTS) control packets for unidasa transmission to a neighboring
node. The RTS/CTS exchange precedes the data paakeimission and implements a
form of virtual carrier sensing and channel reseovato reduce the impact of the well-
know hidden terminal problem. Data packet transimisss followed by an ACK.
Broadcast data packets and the RTS control packetssent using physical carrier
sensing. An unslotted CSMA technique with colliseroidance (CSMA/CA) is used to
transmit these packets. The radio model uses dieaistcs similar to a commercial radio
interface, Lucent's WaveLAN. WaveLAN is modeled sisared-mediaradio with a

nominal bit rate of 2Mb/sec and normal radio raofj250 meters.
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Chapter 4

Policy Based Security

4.1 Introduction

Mobile ad-hoc networks are highly dynamic; topologhanges and link
breakages happen quite frequently. Therefore, wexl ree security solution which is
dynamic. Any malicious or misbehaving nodes caregate hostile attacks. These types
of attacks can seriously damage basic aspects ofirigge such as integrity,
confidentiality and privacy of the node.

In this chapter we propose a policy based architedbr mobile ad hoc networks.
Centralized policy based security has been impléedeim fixed infrastructure networks,
but little (if any) research has focused on ad hetworks. The policy architecture
described here is distributed and dynamic as ndwig® can be added and removed as
nodes enter and leave the network. This policydaseurity may not be applicable to all
nodes in the network and may be implemented onlyaaes as needed. Interactions
between devices need to be controlled in orderéogmt unauthorized access to system
resources and services. The framework also neeble @ble to bind loosely with any
existing or future routing protocols. To the besbur knowledge no one has proposed a

policy based secure architecture for mobile adretwo/orks.
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Security policies are written definitions of expdains and principles for the
protection of critical information from various #ats and vulnerabilities. Security
policies define how the confidentiality, integritgnd availability of information are
maintained. Policies typically mandate a risk assent and data classification process
for information and systems resources. Securiticigs also spell out responsibilities for
maintaining security. They empower security pergbmm control access, to monitor and
maintain security, and to investigate and handtedents. A policy based approach is
flexible, scalable and permits adaptation to changesecurity requirements and context
of the ad hoc network by dynamically loading anthoging policies from the system
without interrupting its functioning. In this ch&pt we propose a policy based security
framework and a set of security rules to an adreteork, manage its membership, and
control access to the services provided by thagyaaints. We also show the proposed
solution is robust to changes in the network togglo

In sections 4.2 to 4.7 we describe the proposeidypbbsed security system. The
implementation of the policy is presented in sewid.8 and 4.9. The routing overheads
and performance analysis associated with the pempegstem are presented in section

4.10.
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4.2 Domain

The term domain refers to a cluster of nodes inAtiédioc network with common
attributes and properties, managed by a set ofriggcpolicies, and those nodes
communicate with each other.

Definition: an ad hoc domain interconnects a graafpdevices, maintains
membership and ensures that only entities, i.eeysusr computing services which
possess certain credentials, attribute informadioth characteristics can join the domain.
The members of the domain rely upon each otherdeigle services and share resources.
These interactions are regulated through a set adfdefined rules and policies that

govern the access to the services and resourtes domain.

Policy Domain

Secure Link — e— — Non Secure Link

Figure 4-1 Network policy domain
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4.3 Policy

Since the purpose of an ad hoc domain is to enabdeactions between its
members, it is thus important to ensure that thessactions are governed by well-
defined policies that define the rules for accass@rvices and resources in the domain.
Policies are explicitly specified and known totak members.

The rationale of explicitly specifying the ruless®curity policies is to build trust
between the members. Trust in this context deffires the fact that members’ behavior
is expected to be consistent with both the charniatites dictated by the admission criteria
and the policies governing the behavior within tlmenain. Typically, the members that
form the domain have to rely on each other to mtethe services that they do not have
on their own and usually, they do not have anyieripknowledge about each other. As a
result, collaborations among them cannot be séiegpuse they do not trust each other to
use their respective services and resources. Terethere is a need for explicit
specification of policies for each domain. By knogithe policies, a node is aware of the
potential nodes that it might trust to interacthyithe services and resources that it has

access to, and the policies it must enforce inrai@erotect its resources and services.
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4.4 Domain Joining

A new node N(new) periodically discovers a new dionia the neighborhood. It
automatically requests to join the discovered domahis is achieved by sending a
{JOIN REQUEST} to one of the members of the domaire receiver node contains the
credentials of the requester node.

Upon receipt of the join request, the receiver nodecks N(new)’'s credentials
satisfy the domain policies and checks that theitaince of N(new) does not violate the
cardinality constraints. Credential verificationnche realized using standard existing
approaches. A node id is then assigned to the ttimibde and the receiver node sends
{JOIN REPLY} to N(new). Subsequently, the membepshst is updated and broadcast
to all domain members.

Sequence of events of domain joining:

1. A node first has to get the credential from theti@@ized certificate authority;

2. The centralized system admin sets up the publidlkatyit obtains from the
certificate authority on all the nodes in the damab that the newly arriving
node’s credential can be authenticated;

3. The newly arriving node sends a join request aleitly the credential issued by
the certificate authority to any existing membetha domain;

4. The domain member verifies the newly arriving nedaedential;

5. The domain member replies to the join request aCBETED or DENIED
message to the newly arriving node;

6. A new id will be assigned to the newly acceptedenod

7. The new membership list will be broadcasted taafthain members.
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Figure 4-2 Domain joining process
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45 Resource Accessing

Access to resources provided by domain membersegsilated by domain
policies. When a service provider receives a refjitefgrst checks the membership list in
order to determine the validity of the requestorgle id assignment. Then, it grants the
requestor the permissions to use the resource #udlhorization policies allow it.

If a violation is detected, other domain memberi$ lvé notified and if needed the

domain can be reconstructed.
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4.6 Domain Leaving

Two scenarios can occur: either the node notifiesneighbors that it is going to
leave the community or its unexpected absencetectbel by others. If it is temporarily
absent (e.g., node moves out of range) but itsnalesis not detected by other members,
no changes are necessary.

The first scenario is straightforward as the negghlcan remove the node from
the membership list, which can then be broadcaall tmembers. In the second scenario,
we rely on the other members detecting its absdgpesally through a communication
failure. When a communication failure occurs, aeaedll retry for up to x times. If the
failure is confirmed, the node will remove the @@ node from the membership list and

broadcast the revised membership list.

Request node Neighbors remove
| sends leave _| the request node
notification to from local

neighbors membership list

Broadcast the

membership

list

Detect x times
communication
failure to neighbor|
node

Remove the failure
node from local
membership list

Figure 4-4 Domain leaving process
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4.7 Policy Management Architecture

Figure 4-5 shows the overall architecture of theppsed framework. It is
composed of four components: profile manager, meshigg manager, security rule

manager, and policy manager. The framework runsveny node in the network.

Application Layer

Application Request Credentials,

Perferen Ces mmmm
Policy FAuthorisation4d  Membership | Credentials, | Profile
Manager | _Membership_| Manager Perferences Manager
Info

Membership Info

Security Rule

Policy Request————————|
4 a Manager

Messages

Network Layer

Figure 4-5 Policy management architecture

Domain management interface is the interface chaaralow the
communications between application layer and theailo security module. It's the
combination functions of the profile manager, mersbg manager and policy manager
in Figure 4-5.

The profile manager component maintains the nocdedentials, such as public-
key certificates, private-key stores and attriboggtificates. Nodes can manage their

credentials and device settings through the domranagement interface. In addition,
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this component also maintains the node’s preferencehich domains the node should
automatically join.

The membership manager component exposes the donaaiagement interface
to the application level, so that applications camiate the establishment of a new
domain, search for domains, as well as joiningipaear domains. Through this interface,
the node can register the services that it is pingi to other participants. The
membership manager component is also responsibleeiafying the newly arriving
nodes’ authenticity of the credentials and enfaydimem by extracting and distributing
the policy instances to the enforcement compomamely the security rule manager.

The security rule manager component executes \arieecurity rules for
establishment (enforce security policy executioralbexisting nodes within the domain),
evolution (enforce security policy execution onradwly joined nodes) and management
(adapt the security policy execution based on diffescenario) of domains. The security
rule manager component enforces both the authmmzaind obligation policies.
Authorization policies specify what activities adeois permitted or forbidden to do to a
set of target resources, obligation policies spagthat activities a node must or must not
do to a set of target resources. Access requestsit@rcepted and then verified against
the policies to determine if they are permitted)igattion policies are enforced by
subscribing to the specified event and executiegatttions specified in the policies when
the events occur. They are both enforced by ‘laisded policy algorithm’ that is
discussed in section 4.8.

The policy manager component contains all configusecurity policies. It

provides an interface for security admin to man#uge security polices. The policy
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manager receives the policy request from secuuiy manager, responds back with the
corresponding security policy based on the nodembership information, which it gets
from the membership manager.

Figure 4-6 shows where the security policy managenmeodule fits in the
network layer structure. It is transparent to tppl@ation layer, and independent of the

specific network routing protocol.

Application

Security policy | Transport layer
management TCP, ATP ...

Network layer
AODV, DSR ...

Mac layer
802.11 ...

Physical layer

Figure 4-6 Network layer structure with securityigppmanagement
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4.8 Label Based Security Policy Algorithm

Label-based security polity provides a flexible waly controlling access to
sensitive resources. Label security controls resoaccess based on the identity and
label of the user, and the sensitivity or labelttté resource. The label based security
approach doesn’t require the entire security dataetstored in one place. Each resource
carries its own security label information, andteaesource might join or leave the ad
hoc network at anytime. The authorization proces$ wge access mediation with
different parties to determine the actual accegistsi Therefore, it is more suitable for
the mobile ad hoc network scenario. With a labelisgy policy, access to resource is

controlled in three dimensions:

Resource | Resources are labeled to indicate the level ang@af their sensitivity. A
Labels label on a resource specifies the sensitivity efittiormation and explicitly,

defines the criteria that must be met for a userctess it.

User Users are assigned a range of levels, compartnmardggroups which
Labels indicate their label authorizations. A label aseido a user determines the

user's access to labeled resource.

Policy Certain users may be given rights to perform spegarations, and to

Privileges | access resource beyond their label authorizations.

Table 4-1 Three Dimensions of Label Security Policy

37



« A label on a resource specifies the sensitivitytlod information about the
resource and explicitly defines the criteria thatsinbe met for a user to access
the resource.

« Label authorizations assigned to a user deternmfireuser's access to labeled

resource.

4.8.1 Label Component Definitions and Valid Chiees

A sensitivity label is a single attribute, with miple components. All resource
labels must contain a level component; compartrapdtgroup components are optional.

The administrator must define the label componbkatsre create labels.

Component Description Examples

Level A single specification of the labeled | CONFIDENTIAL (1),
resource's ordered sensitivity ranking| SENSITIVE (2),

HIGHLY SENSITIVE (3)

Compartments | Zero or more categories associatéd WRINANCIAL,

the labeled resource STRATEGIC,
NUCLEAR
Groups Zero or more identifiers of REGION_1,

organizations owning or accessing the
REGION_2
resource

Table 4-2 Sensitivity Label Components
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Figure 4-7 illustrates the three dimensions in Wwhiesource can be logically

classified, using levels, compartments, and groups.

Figure 4-7 Resource Categorizations with Levelsn@artments, and Groups

4.8.2 How Resource Label and User Label Work Taget

A user can only access resource within the rangédisfor his own label

authorizations. A user has:

«  Maximum and minimum levels
« A set of authorized compartments

« A set of authorized groups (and, implicitly, auilzation for any subgroups)

For example, if a user is assigned a maximum leV8ENSITIVE, then the user
potentially has access to SENSITIVE, CONFIDENTIAInd UNCLASSIFIED resource.

The user has no access to HIGHLY_ _SENSITIVE resource
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Figure 4-8 shows how resource labels and userdabketk together, to provide
access control in Label Security. Whereas resolaigels are discrete, user labels are
inclusive. Depending upon authorized compartments groups, a user can potentially

access resource corresponding to all levels whlgmange.

User Session Label Resource Label

‘ USER 1 - HS:FIN:WR RESOURCE 1 - S:CHEM,FIN:WR ‘

‘ USER 2 - S:FIN:WR_SAL

RESOURCE 2 - S:FIN:WR_SAL ‘

i A

RESOURCE 3 - U:FIN ‘

Yv

\ A A

RESOURCE 4 - C:FIN:WR_SAL ‘

HS = HIGHLY_SENSITIVE
S = SENSITIVE

C= CONFIDENTIAL

U = UNCLASSIFIED

Figure 4-8 Example: Resource Labels and user Labels

As shown in the Figure 4-8, User 1 can access ress2, 3, and 4 because his
maximum level is HS; he has access to the FIN coimegat; and his access to group
WR hierarchically includes group WR_SAL. He canaetess resource 1 because he
does not have the CHEM compartment. (A user must hauthorization forall

compartments in a resource label, to access tha} ro

User 2 can access resource 3 and 4. His maximueh ies, which is less than
HS in resource 2. Although he has access to the ¢dhMpartment, he only has

authorization for group WR_SAL. He cannot, therefaccess resource 1.
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Figure 4-9 shows how resource pertaining to anrorgéional hierarchy fits in to

resource levels and compartments.

[mlel it PO VT

o e —— REGION_1 REGICN_2 REGION_3
AREA_1 AREL_2
Chamical Finerncial peereticnel
Highly Sensitive i ] kY
Level Sensitive [} ) (3]
Public
Compartme nts

Figure 4-9 How Label Components Interrelate

For example, the DOMAIN group includes three subgso REGION 1,
REGION_2, and REGION_1. The REGION_3 subgroup igh&r subdivided into
AREA 1 and AREA_2. For each group and subgroupetieay be resource belonging
to some of the valid compartments and levels withiea network. Thus there may be

SENSITIVE resource which is FINANCIAL, within theREA_1 subgroup.

Note that a resource is generally labeled witmglsigroup, whereas users' labels
form a hierarchy. If users have a particular grabpt group may implicitly include child
groups. Thus a user associated with the REGIONoGBpghas access to all resource; but
a user associated with AREA_1 would only have acd¢esresource pertaining to that

subgroup.
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4.8.3 Access Mediation

To access a resource protected by a label seqooiigy, a user must have
authorizations based on the labels defined for gbkcy. Figure 4-10 illustrates the

relationships between users, resource, and labels.

- Resource labels specify the sensitivity of resaairce
- User labels provide the appropriate authorizationssers.

- Access mediation between users and resource deppadgheir labels.

Usars

Dete Sensitivity

Figure 4-10 Relationships between Users, Resoantkl abels

4.8.4 How Labels Are Evaluated for Access Medmatio

When a resource is protected by a label securitycypothe user's label
components are compared to the resource label quenpo to determine whether the

user can have access. In this way, security potiapager evaluates whether the user is
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authorized to perform the requested operation errélsource. This section explains the

rules and options by which user access is mediated.

4.8.4.1 Example of Read/Write Authorizations onupso

When groups are organized hierarchically, a usesgned groups include all
subgroups that are subordinate to the group tolwsiie belongs. In this case, the user's

read/write authorizations on a parent group flowdao all the subgroups.

Consider the parent group REGION_1, with three sulggs as illustrated in
Figure 4-11. If the user has read access to REGIONe also has read access to the
three subgroups. The administrator can give ther wsgte access to subgroup
WR_FINANCE, without granting his write access te fREGION_1 parent group (or to
the other subgroups). On the other hand, if the g read/write access on REGION_1,

then he also has read/write access on all of thgreups subordinate to it in the tree.

Write authorization on a group does not give a wsete authorization on the
parent group. If a user has read-only access tolBEGL and WR_FINANCE, the
administrator can grant his write access to WR_ACGIDS RECEIVABLE, without

affecting his read-only access to the higher-lgvelps.
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Figure 4-11 Subgroup Inheritance of Read/Write Asce

4.8.4.2 Label Security Algorithm for Read Access

READ_CONTROL enforcement determines the abilityréad a resource. The

following rules are used, in the sequence listedgddtermine a user's read access to a

resource:

1. The user's level must lggeater than or equal tthe level of the resource.

2. The user's label must incluge least one of the groupshich belong to the

resource (or the parent group of one such subgroup)
3. The user's label must includé the compartment&hich belong to the resource.
If the user's label passes these tests, it istgditbminate” the resource’s label.

Note that there is no notion of read or write asagmnected with levels. This is

because the administrator specifies a range ofldeieinimum to maximum) within
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which a user can potentially read and write. At #me, the user can read all resources
equal to or less than his current session levelpioleges (other than FULL) allow the

user to write below his minimum authorized level.

The label evaluation process proceeds from lewetgaups to compartments, as
illustrated in Figure 4-12. Note that if the resmutabel is null or invalid, then the user is

denied access.

[at Lizer
level = usar has at east one H User has all
leval? H amp? compartments?
¥ ¥ \i \i \ ,
> > >
H Data has H Diata H
qrups? has

COMEa rtme rts ?

Mo
™| Accass

Figure 4-12 Label Evaluation Process for Read Agces

As a read access request comes in, security pohiagager evaluates each

resource determine:

1. Is the user's level equal to, or greater thanlahel of the resource?

2. If so, does the user have access to at least orteeofjroups present in the

resource label?

3. If so, does the user have access to all the compats present in the resource

label?
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If the answer is no at any stage in this evaluaporcess, then security policy

manager denies access to the resource, and move®wealuate the next resource.

4.8.4.3 Label Security Algorithm for Write Access

WRITE_CONTROL enables network admin control reseuaccess with ever
finer granularity. Granularity increases when cortrpants are added to levels; it
increases again when groups are added to compdstnstess control becomes even
finer grained when network admin can manage the'suability to write the resource

which he can read.

To determine whether a user can write a particudmiource, security policy

manager evaluates the following rules, in the ogileen:

1. The level in the resource label must be greaten thia equal to the user's

minimum level and less than or equal to the usession level.

2. When groups are present, the user's label mustdeek least one of the groups
with write accessvhich appear in the resource label (or the paoémne such
subgroup). In addition, the user's label must idelall the compartments the

resource label.

3. When no groups are present, the user's label nawst \write access aall of the

compartmentsn the resource label.
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Just as with read operations, the label evalugirosess proceeds from levels to

groups to compartments. Note that the user canmde vany resource below his

authorized minimum level, nor above his currensgeslevel. The user can always read

below his minimum level.

Figure 4-13 illustrates how the process works witite operation. Note that if

the resource label is null or invalid, then theruse@lenied access.
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Figure 4-13 Label Evaluation Process for Write Asxce

As an access request comes in, security policy gerevaluates each resource to

determine:

1. Is the resource's level equal to, or less thanleted of the user?

2. Is the resource's level equal to, or greater ttienuser's minimum level?
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3. If the resource’'s level falls within the foregoibgunds, does the user have write

access to at least one of the groups present iresioeirce label?

4. If so, does the user have access to all the compats with at least read access

which are present in the resource label?

5. If there are no groups, but there are compartmémes, does the user have write

access to all of the compartments?

If the answer is no at any stage in this evaluaporcess, then security policy

manager denies access to the resource, and move®wealuate the next resource.

In addition, each user may have an associated maminevel below which he
cannot write. He cannot write any resource lab&ldl levels below his minimum, nor

can he write any resource with a resource labdianoing a level less than his minimum.

48



4.9 Policy Management Language

All the policy defined above need to be storedha hetwork. Flexibility and
scalability are necessary for the format to be ehoXACML (the Extensible Access
Control Markup Language) can be used to meet theirements. In general, XACML
describes two key areas for security -- an accesdral policy language and a

request/response language for two-way communicafi@b.

At the root of XACML is a concern with access p@g-- what XACML refers
to as a Policy or a Policy Set. When XACML refens"policy," it specifically means

Authorization (AuthN) Policy.

Each XACML policy document contains exactly onei®plor Policy Set root
XML tag. A Policy Set is a container that can hottler Policies or Policy Sets, as well
as references to policies found in remote locati@n®olicy represents a single access-

control policy, expressed through a set of Rules.

XACML defines and describes "layering” between XMintities to clearly

distinguish between security technologies that:

1. Create policy;
2. Collect the data required for policy evaluation;
3. Evaluate policy; and

4. Enforce policy.
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Because a generic Policy or Policy Set may contauttiple policies or Rules,
each of which may evaluate to different accessrobutecisions, XACML needs some
way of reconciling the decisions each makes. In XAC this is done through a
collection of Combining Algorithms. Each algorithnepresents a different way of
combining multiple decisions into a single decisi¥®CML utilizes Policy Combining

Algorithms (used by Policy Set) and Rule Combinidgorithms (used by Policy).

The Deny Overrides Algorithm is an example of theskcating that no matter
what, if any evaluation returns Deny, or no evabrafpermits, the final result is also

Deny. These Combining Algorithms are used to bugdncreasingly complex policies

For Policy creation/enforcement, XACML brings saldeatures, including:

« The ability to include almost any property of any the participants (or
component) of the environment, not just the attabiof the requester;

« The ability to use data manipulation and Booleaarafors (in combination) to
calculate the policy effect. This is especiallyfusen complex policies with time,
location, dollar amount or other multiple dependesicand

« The ability to protect any sort of resource, wiffesial handling for the important

cases of hierarchical namespaces and portions df adtuments.

For scalability, XACML brings:

* The ability to independently administer multiplelip@s controlling access to the

same resources,
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* The ability to select (or define) algorithms forcoaciling conflicting policies;
and

* The ability to efficiently locate all the policigsat are potentially applicable to a
given decision without sacrificing the flexibiliescribed above.

Figure 4-14 demonstrates a sample policy presemedACML format.
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<Policy Policyld="SamplePolicy"
RuleCombiningAlgld="urn:oasis:names:tc:xacml:1.0:rule-combining-algorithm:first-applicable">

<l-- This Policy only applies to requests on the SampleServer -->
<Target>
<Subjects>
<AnySubject/>
</Subjects>
<Resources>
<ResourceMatch Matchld="urn:oasis:names:tc:xacml:1.0:function:string-equal">
<AttributeVValue DataType="http://www.w3.0rg/2001/XMLSchema#string">SampleServer</AttributeVValue>
<ResourceAttributeDesignator DataType="http://www.w3.0rg/2001/XMLSchema#string"
Attributeld="urn:oasis:names:tc:xacml:1.0:resource:resource-id"/>
</ResourceMatch>
</Resources>
<Actions>
<AnyAction/>
</Actions>
</Target>

<I-- Rule to see if we should allow the Subject to login -->
<Rule Ruleld="LoginRule" Effect="Permit">

<l-- Only use this Rule if the action is login -->
<Target>
<Subjects>
<AnySubject/>
</Subjects>
<Resources>
<AnyResource/>
</Resources>
<Actions>
<ActionMatch Matchld="urn:oasis:names:tc:xacml:1.0:function:string-equal">
<AttributeValue DataType="http://www.w3.0rg/2001/XMLSchema#string">login</AttributeValue>
<ActionAttributeDesignator DataType="http://www.w3.0org/2001/XMLSchema#string"
Attributeld="ServerAction"/>
</ActionMatch>
</Actions>
</Target>

<l-- Only allow logins from 9am to 5pm -->
<Condition Functionld="urn:oasis:names:tc:xacml:1.0:function:and">
<Apply Functionld="urn:oasis:names:tc:xacml:1.0:function:time-greater-than-or-equal"
<Apply Functionld="urn:oasis:names:tc:xacml:1.0:function:time-one-and-only">
<EnvironmentAttributeSelector DataType="http://www.w3.0rg/2001/XMLSchema#time"
Attributeld="urn:oasis:names:tc:xacml:1.0:environment:current-time"/>
</Apply>
<AttributeValue DataType="http://www.w3.0rg/2001/XMLSchema#time">09:00:00</AttributeVValue>
</Apply>
<Apply Functionld="urn:oasis:names:tc:xacml:1.0:function:time-less-than-or-equal"
<Apply Functionld="urn:oasis:names:tc:xacml:1.0:function:time-one-and-only">
<EnvironmentAttributeSelector DataType="http://www.w3.0rg/2001/XMLSchema#time"
Attributeld="urn:oasis:names:tc:xacml:1.0:environment:current-time"/>
</Apply>
<AttributeVValue DataType="http://www.w3.0rg/2001/XMLSchema#time">17:00:00</AttributeValue>
</Apply>
</Condition>

</Rule>
<l-- We could include other Rules for different actions here -->

<I-- A final, "fall-through" Rule that always Denies -->
<Rule Ruleld="FinalRule" Effect="Deny"/>

</Policy>

Figure 4-14 A sample policy in XACML format
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4.10 Performance Analysis

Dynamic Source Routing protocol (DSR) and Ad Hoc-Memand Distance
Vector protocol (AODV) are two of the most commonlged protocols in Ad Hoc
network routing. We are using DSR and AODV as hastocols, and apply proposed
Policy Based Security module as plug-in to evaluhagerouting overhead generated by

the extra security layer.

4.10.1 Simulation Model

The implementations of AODV and DSR in our simuatenvironment closely
match their specifications. The routing protocoldalodetects all data packets transmitted
or forwarded, and responds by invoking routing \aitéis as appropriate. The RREQ
packets are treated as broadcast packets in the. NRREP and data packets are all
unicast packets with a specified neighbor as theCMifestination. RERR packets are
treated differently in the two protocols. They &madcast in AODV and use unicast
transmissions in DSR. Both protocols detect linkas using feedback from the MAC
layer. A signal is sent to the routing layer whiea MAC layer fails to deliver a unicast
packet to the next hop.

Both protocols maintain a send buffer of 64 packktsontains all data packets
waiting for a route. To prevent buffering of packatdefinitely, packets are dropped if
they wait in the send buffer for more than 30 sésorAll packets sent by the routing
layer are queued at the interface queue until tHeCMayer can transmit them. The

interface queue has maximum size of 50 packetsisanghintained as a priority queue
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with three priorities each served in FIFO orderutRag packets get higher priority than
security packets, and security packets get higherity than data packets.

The security management module is created by Objpgetted Tool Control
Language (OTcl) as a plug-in implemented aboventigvork layer. It generates and
acknowledges all security related requests whicoke Hzeen discussed in the previous

section.

4.10.2 Simulation Assumptions

We are using following assumptions in our simulasio
* Nodes are randomly moving in a pre-defined two-disien area.
* Nodes have adequate memory to store require sgpoality data.
* Nodes have adequate CPU power to handle secuthgatications.
» Security policy of each node is pre-defined dutimg entire simulation.
* Only security authentications overhead will be dated, the overhead of
security policy synchronization among each nodémwat be considered.
» Security packets are considered as part of roytauets vs. data packets

to calculate routing overhead.

4.10.3 Traffic and Mobility models

We use traffic and mobility models similar to thgeeviously reported using the
same simulator. Traffic sources are CBR (continubiisate). The source-destination

pairs are spread randomly over the network. Only Byite data packets are used. The
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number of source-destination pairs and the packedisg rate in each pair is varied to
change the offered load in the network.

The mobility model uses the random waypoint mode# irectangular field. We
use 1500m x 300m field with 50 nodes. Each noddsstts journey from a random
location to a random destination with a randomlpsan speed (uniformly distributed
between 0-20 m/sec). Simulation period is 900 sesokach data point represents an
average of at least five runs with identical t@ffnodels, but different randomly
generated mobility scenarios. ldentical mobilitydatmaffic scenarios are used across

protocols.

4.10.4 Metrics

In comparing the protocols, we chose to evaluaenthccording to the following
two metrics:

Packet delivery ratio: the ratio between the nundigpackets originated by the
application layer CBR sources and the number dkgtaaeceived by the CBR sink at the
final destination.

Routing overhead: the total number of routing p&ckeansmitted during the
simulation. For packets sent over multiple hopghe@ansmission of the packet (each
hop) counts as one transmission.

Packet delivery ratio is important as it descrities|loss rate that will be seen by
the transport protocols, which in turn affects thaximum throughput that the network
can support. This metric characterizes both thepteteness and the correctness of the

routing protocol.
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Routing overhead is an important metric for commarthese protocols, as it
measure the scalability of a protocol, the degoewttich it will function in congested or
low bandwidth environments, and its efficiency grms of consuming node battery
power. Protocols that send large numbers of roupagkets can also increase the
probability of packet collisions and may delay datackets in network interface

transmission queues.

4.10.5 Simulation Results

Figure 4-15 and 4-16 highlight the relative perfamoe of the four routing

protocols on our traffic loads of 20 sources.
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Figure 4-15 Packet Delivery Ratios
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Figure 4-16 Routing Performance

All of the protocols deliver a great percentagehef originated data packets when
there is little node mobility (at large pause timednverging to 100% delivery when
there is no node motion. The regular DSR and AORN deliver over 95% of the data
packets regardless of mobility rate. The proposedpblicy based secure DSR (PSDSR)
and policy based secure AODV (PSAODV) can achieeey \close delivery ratio
compared with the original protocols.

The four routing protocols impose vastly differamiount of overhead. DSR has

overall better performance than AODV. The proposedure protocols apparently
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generate more overhead than original protocolsrébiéing packets increase about 10-
15% in secure protocols.

The actual memory usage for the proposed secualigypmanagement in our
simulation is not high, it remains below 1 megabyfle distributed security policy
synchronization process is not considered as osdrl@ our simulation. Because we
believe in the real world scenario, the securitifgies don’t change often, and it usually

can be done at off peak.

4.10.5 Conclusion

The simulation results indicate the proposed Pdaged Security approach has
almost no impact on the packet delivery ratio @& thiginal routing protocol, but it does
result in an increase of an average of 10-15% watimg overhead regardless of mobility.
This is because the proposed approach generates sxturity packets which we

consider as part of the routing packets as oppiwsddta packets.
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Chapter 5

Multi-Layer QoS Interface Guided Routing

51 Introduction

The QoS routing algorithms for wired networks canoe applied directly to Ad
Hoc networks. First, the performance of most wiredting algorithms relies on the
availability of precise state information. Howevére dynamic nature of an Ad Hoc
network makes the available state information ieh#y imprecise. Though some recent
algorithms [28][25] were proposed to work with irmpise information (e.g., the
probability distribution of link delay), they reqaiprecise information about the network
topology, which is not available in an Ad Hoc netiwoSecond, nodes may join, leave,
and rejoin an Ad Hoc network at any time and ammation; existing links may disappear,
and new links may be formed as the nodes move. ¢jdhe established paths can be
broken at any time, which raises new problems ofintaming and dynamically
reestablishing the routing paths in the courseatd transmission.

Recently, cross-layer design approaches [26] - [28] been introduced into ad
hoc wireless network to resolve the above issubs.cfoss-layer protocols are designed
by violating the seven-layer open systems intereonifOSI) model to provide overall
better efficiency and performance in ad hoc wirglesvironment. Here the functionality

of multiple layers are condensed into fewer layansh the view to improving
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performance. The cross-layer designs are still\arg early research stage with lots of
studies yet to be done.

Instead of a cross-layer design approach, we chadbgbrid” approach, which
will still retain the seven-layer OSI model, butfide an extra QoS interface for each
layer to provide better “hand shake”. Compared wiib cross-layer designs which
require radical and complex changes to the protaothitecture, our approach is much
easier to accomplish and can be implemented ortirgxisystems while providing
improved QoS management and performance. Furthermitie proposed holistic
approach is novel as it considers the differentofacthat contribute to QoS at the
different layers in contrast to traditional QoS ting protocols which work primarily on

ensuring that the QoS requirements are satisfiadspecific level.
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5.2 Multi-Layer QoS Interface Guided Routing

We propose a multi-layer QoS interface guided raytwhich separates metrics
at the different layers, MAC layer metrics, netwdaker metrics, and application layer
metrics. We believe the QoS requirements of aniegtpn is different from the QoS
requirements of the network, but depends on théitgua the network. In our model,
each layer manages its own QoS and communicatésother layers through its QoS
interface.

At the application layer, we propose to classify @oS requirements into a set of
QoS priority levels with their corresponding apption layer metrics. For example, we
classify application requirements into three QoS$elleservices. Level | guaranteed
service corresponds to applications that have gtaglay constraints, such as voice.
Level Il controlled load service is suitable fopéipations requiring high throughput such
as video broadcasting applications. Level Il ed&irt service has no specific constraints.

At the network layer, we recommend using nodes’ bopnt state, buffer state,
and stability state to characterize the qualitpetwork, and we call them network layer
metrics. The hop count represents the number o$ lheguired to a packet to reach its
destination. The buffer state stands for the abkilainallocated buffer. The stability
indicates the connectivity variance of a node wébpect to its neighboring nodes over
time. In our algorithm, we use this metric of eadude in one specific route to calculate
the path quality.

At the MAC layer, the quality of network could mekne signal to noise and
interference ratio (SINR), and we call it MAC laymetrics. Link SINR determines the

communication performance of the link: the date eaid associated probability of packet
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error rate or bit error rate (BER) that can be sufgal by the link. Links with low SINR
are not typically used due their poor performaneacing to partial connectivity among
all nodes in the network. Moreover, it is essenbainimize the volume of traffic being
transmitted over the wireless interface becaugbhefack of wireless resources. This can
be achieved via our interface mapping algorithm.

In each layer, the layer specific QoS interfaceepts requirements from higher
layer, and translates into layer metrics. For edampetwork layer QoS interface accepts
throughput service requirements from applicatiorefaand translates into network layer

metric such as buffer, power, and stability requieats.

C Application Requriements )

Stability

C MAC Layer QoS Interface >

( Link SINR >

Figure 5-1 Network Layer Structure and QoS MetNzpping

We utilize the QoS interface metrics defined abtovguide the routing process,
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which includes:

» Path generation — generates paths according tassembled and distributed

state information of the network and application.

 Path selection — selects appropriate paths basedhennetwork and

application state information.

» Data forwarding — forwards user traffic along tleéested path.

Path generation is a process in which the quafity path to route the data traffic
is computed suing the quality of individual nodethe path. The quality should not only
reflect the available resources residing both ewlireless medium and in each node but
also the stability of these resources. We use bldtel and stability level to characterize
the quality of a node, and call them network layetrics. With the knowledge of the
guality of paths, an application selects the mo#iable path according to the desired
QoS level. For this purpose, application requiretm@me classified into three QoS level
including guaranteed service, throughput serviog, lzest effort service. In order to be
able to compute these metrics, a reasonable cotiinaf network layer metrics is
mapped into the application layer metrics, whichdeéned as a QoS interface. Figure 5-
1 shows the mapping between QoS layers.

In order to keep the routing overhead low and sdpfast routing decisions in
QoS routing, we associate a state to the availablvork resources. In the path
generation phase, the nodes use the state infemetigenerate paths according to the
available network resources. Then in the path seteghase, this state is used in
conjunction with the desired QoS level to seleet ost suitable path according to the

application requirements. The model differentisgessices and provides soft guarantees
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to network resources for an admitted applicationubing a class-based weighted fair

gueuing (CB-WFQ) at intermediate nodes.
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5.3 Path generation

Unlike fixed networks such as the internet, QoSpsupin Ad Hoc networks
depends not only on the available network resousaéslso on the nodes’ mobility rate.
This is because mobility may result in link failusdaich in turn may result in a broken
path. Furthermore, Ad Hoc networks potentially haesver resources than fixed
networks. Therefore, more criteria are requiredroher to capture the quality of the links
between nodes. We propose to measure the qualibhetwiork and use it in the path
generation process. We define network layer metaatetermine the quality of network
in order to generate the good quality path.

The main objective of network layer metric is toyide a trade-off between load
balancing and resource conservation. We define theéwork layer metrics: buffer level,
hop count, and stability level. We assume that@dermeriodically broadcasts its network
layer metrics to its neighbors, indicating its @mese and its QoS state.

Hop Count — corresponds to the number of hops redquo a packet to reach its
destination. Note that the hop count metric isteglao resource conservation, since a
path with fewer hops is preferable.

Buffer level — indicates the available unallocabedfer. This metric is related to
load balancing. If the buffer level of a node isvlat implies that a large number of
packets are queued up for forwarding, which imptlest a packet routed through this
node would have to experience high queuing deldjes.use high, medium, low QoS
states to represent the buffer level. A high Qa®eshdicates that the corresponding node
has no packets queued up for forwarding. Sinceetisea delay between the broadcast of

this metric and its use, instantaneous buffer lewaly be misleading. Hence, a node
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should maintain the average buffer level. Exporadigtiweighted moving average

(EWMA) may be used.

Stability level — we define the connectivity varc@nof a node with respect to its
neighboring nodes over time as the stability of tihade. The metric is used to avoid an

unstable node to relay packets. We calculate di@lisy S of a node n as:

IN, NN,

i+1 |

S(n) i | Nti U Nti+1 |

Where N, and N, represent the nodes as neighbor of n at timendt,,,
respectively. A node is unstable if a large nundfeits neighbors change. On the other
hand, if most of the neighbors remain the saméetwo times; andt,,,, then we call
this node stable. A node has high stability if nofés neighbors changeN¢ =N, ), in
this case we have S(n) = 1. A node is unstabli iflsaneighbors changeN, NN, =¢),
in this case we have S(n) = 0. We define a nodelisydevel as below:

LOW 0 <=S(n) <

MEDIUM  «<=S(n) <B

HIGH B<=S(n)<=1

Where:

O<o<BP<1

In the path generation phase, network layer metarespropagated through the
nodes of the generated path. Suppg®se a path between source naland destination

noded, whereP is a sequence of nodeB,={s,n,n,,...,n,,d . The formulas to calculate
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the value of metrics of P are:

P.hop=>'1

nOP

P.buffer= mDiPn(n.buffer)

P.stability = rrlljin(n.stabiIity)

The buffer level oP is represented by the node with the least buffé. iThis is
appropriate for the route generation process, san@ite is rendered broken even if one
intermediate node has no buffer. Similarly, théitst level of P can also be calculated
by the node with least stability oR. However, the buffer level oP can also be

calculated as the average over the buffer levelseotll the nodes iR:

Pbuffer= (> nbuffer)/ P.hop

nOP

At the MAC layer, the quality of network could mebne signal to noise and
interference ratio (SINR), and we call it MAC laymetrics. Link SINR determines the
communication performance of the link: the date extd associated probability of packet
error rate or bit error rate (BER) that can be sufgal by the link. Links with low SINR
are not typically used due their poor performaneacing to partial connectivity among
all nodes in the network. Moreover, it is essenbaininimize the volume of traffic being
transmitted over the wireless interface becausbefack of wireless resources. This can
be achieved via our network layer to MAC layer ifaee mapping algorithm.

Our algorithm will be greedy in that the informatiovill be transmitted to the

node which has the highest SINR, which means ndemathat network layer QoS
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requirements are, the algorithm always tries tooskahe highest SINR nodes available
to generate the path, unless the node buffer lisQul the other hand, as soon as one node
buffer reaches full condition, the algorithm wiliggest a lower QoS level path to use

lower SINR node to protect the high QoS level gatt thereby perform load balancing.
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54 Path selection

In order to incorporate application requirementthim path selection process, they
need to be translated into QoS metrics that spéoghapplication QoS constrains. Then a
reasonable combination of network layer metricanapped into each QoS metrics.
Furthermore, the MAC layer metrics are mapped @&atch network metrics.

We define three QoS levels at the application lagamely, guaranteed service,
controlled load service, and best effort servicela@nteed service corresponds to
applications that have strong delay constraints,.ef@ample applications with real-time
traffic such voice. The network layer QoS interfagdl translate this requirement into
network QoS metric, which will select a path thaishminimum delay based on the
average buffer level and hop count. Controlled lsadvice is suitable for applications
requiring high throughput such as video broadcgsfiine network QoS interface needs
to pick the highest buffer size path in this casenteet the application layer QoS
requirements. Best effort service has no specditstraints. The network QoS interface
will need select the most stable path and the sbbpath. In fact, it selects the most
stable path when the network mobility is high ahd shortest path when the network

mobility is low. Table 5-1 shows the mapping betweach layer QoS metric.

Application layer Network layer MAC layer
Guaranteed Buffer & hop count SINR
Controlled load Buffer & hop count SINR
Best effort Stability & hop count SINR

Table 5-1 QoS metrics mapping table
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Guaranteed — guaranteed service defines the maxilatancy required by the
application. The total latency is experienced lpaeaket to traverse the network from the
source to the destination. At the network layee, ¢éind-to-end packet latency is the sum
of processing delay, transmission delay, queuidgyd@and propagation delay. Queuing
delay contributes most significantly to the totkncy and all other delays are negligible.

Therefore, the packet latency can be calculated as:

Platency= Z[(n.bufferSize- nbuffer) / nthroughput

ndP

Where n.buffer is the node unallocated buffer leyelbufferSize — n.buffer)
denotes the node buffer occupancy. The formulaatsmbe represented as:

Platency= P.hopx (P.bufferSize- P.buffer) / Pthroughput

Where P.buffer denotes the path unallocated buéfeel, and (P.bufferSize —
P.buffer) denotes the path buffer occupancy.

Controlled load — controlled load service define thinimum throughput required
by the application. The throughput is the definedtlae rate at which packets are
transmitted in the network. The throughput for ad-&-end connection can be estimated
as:

MIN (nthroughpu) _ MIN (nthroughpu)
Z(n.buﬁerSize- nbuffer) P.hopx (P.bufferSize- P.buffer)

ndJP

P.throughput=

Best Effort — best effort service provides no smviguarantees for the

applications. It selects between the most stable pathe high mobility case and the
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shortest path in the low mobility path case. In owadel, it uses P.stability to determine

which path to choose.
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55 QoS interface

We use QoS interfaces to translate high layer Qe8ics to lower layer metrics.
For instance, the QoS interface between the applicéayer and the network layer (AN
Interface) will translate guaranteed service regqugnts into network layer buffer level
and hop count requirements. Furthermore, the Qo&fawe between network layer
metrics and the MAC layer (NM Interface) will usetwork buffer level; hop count and

stability number to determine the path SINR requeats at the MAC layer.

Application AN Interface Network layer | NM Interface | MAC layer

layer

Guaranteed Path latency Buffer & hoj Greedy SINR
count algorithm

Controlled load| Path throughput Buffer & hop| Greedy SINR
count algorithm

Best Effort Path stability Stability & hog Greedy SINR
count algorithm

Table 5-2 QoS interfaces mapping table

For guaranteed service, the AN interface transltesQoS requirements to the
maximum path latency, and pass to network layapgdication layer QoS requirements.
During the path selection process, the networkndlychoose the qualified path by using
the calculations defined in the last section, asitigithe network layer metrics as input
parameter.

For controlled load service, the AN interface ttates the QoS requirements to
the minimum path throughput, and pass to netwoslerlaas application layer QoS
requirements. Network layer will choose the quatifipath by calculate the path buffer

level and hop count.
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For best effort service, the AN interface comprasibetween the most stable
path in high mobility case and shortest path in toability path case. In the former case,
it applies the stability metric to establish the sinetable path from the source to the
destination in order to improve delay performange tb path failure caused by the node
mobility. In the latter case, it use hop count neetr order to minimize network resource
utilization since the more hops a flow traverskes,more resources it consumes.

Our NM interface uses a greedy method to insure tthe information will be
transmitted to the node which has the highest SINRich means no matter what
network layer QoS requirements are, the algorittways tries to choose the highest
SINR nodes available to generate the path, unlessdde buffer is full. On the other
hand, as soon as one node buffer reaches full womdihe algorithm will suggest the
lower QoS level path to use lower SINR node to gubthe high QoS level path and

perform load balancing.
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5.6 Performance Analysis

The performance of the proposed QoS routing prdétdso studied with

simulations.

5.6.1 Simulation Model

The QoS routing protocol has been implemented wik2 [36]. The
implementation is based on AODV module contribubydche MONARCH group from
CMU, and the QoS routing functions are added. biitamhal to building QoS routes, the
protocol also builds a best-effort route when d@rtes such a route. The best-effort route is
used when a QoS route is not available. The Ewmiaty-TDMA scheduling protocol
(E-TDMA) [37] developed by the same authors is usethe MAC layer. It is distributed
protocol which dynamically generates and updateMARransmission schedules among
the nodes. Transmission rate is 1 Mbps. There @rglats in a frame, and a slot carries
32 bytes of information. A packet needs to be tratised in multiple slots if it cannot fit
in one slot. Limited contention is used for nodesntake their time slot reservations,
hence E-TDMA a mainly limited by nodal density matithan network size. Considering
the overhead of making reservation, an informasiant is equivalent to 18 kbps. Details
of E-TDMA can be found in [37]. In the simulatioRpute setup_time = 1000 ms and
Route_life_time = 200 ms.

The implementations of AODV and QoS-AODV in our siation environment
closely match their specifications. The routingtpool model detects all data packets

transmitted or forwarded, and responds by invokmging activities as appropriate. The
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RREQ packets are treated as broadcast packete MAC. RREP and data packets are
all unicast packets with a specified neighbor &MAC destination. RERR packets are
broadcast in both AODV and Qo0S-AODV. Both protocdistect link breaks using
feedback from the MAC layer. A signal is sent te tbuting layer when the MAC layer
fails to deliver a unicast packet to the next hop.

Both protocols maintain a send buffer of 64 packktsontains all data packets
waiting for a route. To prevent buffering of packatdefinitely, packets are dropped if
they wait in the send buffer for more than 30 sésorAll packets sent by the routing
layer are queued at the interface queue until tleCMayer can transmit them. The
interface queue has a maximum size of 50 packetssamaintained as a priority queue
with three priorities each served in FIFO orderutRay packets get higher priority than
security packets, and security packets get higherify than data packets.

Our multi-layer QoS interface guided routing pratbare implemented based on
the existing Q0S-AODV protocol in ns2. By expandenxgdv.cc module in ns2, we add
four more parameters in this module: node SINR enmaffer, node stability and link hop
count. The detail algorithms of these parametenge hlaeen discussed in previous

sections.

5.6.2 Traffic and Mobility models

We use traffic and mobility models similar to thgweviously reported using the
same simulator. Traffic source are CBR (continubiisrate). The source-destination

pairs are spread randomly over the network. Onl¥ Byite data packets are used. The
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number of source-destination pairs and the packediag rate in each pair is varied to
change the offered load in the network.

The mobility model uses the random waypoint modeh irectangular field. We
use 1500m x 300m field with 50 nodes. Each noddssits journey from a random
location to a random destination with a randomlpsgn speed (uniformly distributed
between 0-20 m/sec). Simulation period is 900 sesoEkach data point represents an
average of at least five runs with identical t@affnodels, but different randomly
generated mobility scenarios. ldentical mobilitydaimaffic scenarios are used across

protocols.

5.6.3 Simulation Results

The multi-layer QoS AODV routing protocol (mQoS A®Pis compared with

the QoS AODV and AODV protocols.
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Figures 5-2 and 5-3 show the packet throughput taedaverage packet delay
under different traffic loads in low mobility. Undéght traffic, packet throughput and
packet delay are very close for all three protqdmésause they often use the same routes.

The advantage of QoS routing protocols become apparhen traffic gets heavy.
With the AODV protocol, a node has one active rdota destination and uses it for all
the packets to the destination. As the networKkitrecomes heavy, this route becomes
heavily loaded, causing packets to be delayed aodped. The average packet delay
increases significantly under heavy traffic. On thieer hand, the QoS routing protocols
try to find and use routes satisfying bandwidth staaints for different flows, even
between the same pair of source and destination. JoS routes may share the same
path, but the protocol will ensure enough bandvedéne reserved on this path to
accommodate both flows. The traffic load is morkabeed this way. The average packet
delay increases with offered load slowly with theSQrouting protocols. There is not

much difference between two QoS protocols in lovbiiy.
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Figure 5-4 Throughput for v =10 m/s

Figure 5-4 shows when mobility increases, the thhput of all protocols drops.
Mobility affects network throughput at both the MA&yer and the routing layer. At the
MAC layer, it takes time for E-TDMA to resolve thellisions caused by node movement
and to reserve new slots. Essentially a protoda lE-TDMA which is based on
establishing reservation has only limited capaptlit handle network mobility and is best
for a static network. At the network layer, it takeme for the routing protocol to re-
establish a route when it breaks. For the QoS mguprotocols, the packet throughput

drops roughly by 15% at v=10 m/s, compare with a¥5.
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Figure 5-5 shows mobility also increases the aweizarket delay. The average
packet delay increases roughly 50% at v=10 m/s,pasenwith v=5 m/s. Interestingly,
when we compare the three routing protocols undebility, the advantage of QoS
routing protocols increases. Because the QoS ytiatocols use different QoS routes
for individual flows, when one of the QoS routesdks, only this QoS route is repaired.
Other are not affected. Packets of the flow onbifuiken route are temporarily forwarded
using the best-effort route, which may coincidewane of the other QoS routes. There is
more route redundancy with QoS routing (at the obshcreased routing table size). In
the AODV protocol, when the only route to a dediorabreaks, all packets addressed to
this destination are delayed or dropped. It canekxgected that a best-effort routing
protocol which finds multiple routes will be betttian AODV in this aspect.

Also our proposed multi-layer QoS routing protoguérforms better than
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traditional QoS routing protocol during high motyilibecause it's always looking for
more reliable paths during the path selection ph@ke trade off is each node requires

more memory to store path quality data.

5.6.4 Conclusion

The simulation results indicate the proposed maiter QoS routing protocol can
produce higher throughput and lower delay thaniticaghl QoS routing protocols in a
high mobility ad hoc network environment. Thereng much improvement under low

network mobility. More internal memory is requirkt each node.
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Chapter 6

Security and QoS Optimization

6.1 Introduction

There is a need for a mechanism to dynamically marsecurity and QoS such
that minimum user requirements are met. Althouglser may specify minimum security
and/or QoS requirements, the system should aimaige the maximum security and/or
QoS possible. Malicious attacks are unpredictabte anknown. Although the user may
have specified a minimum requirement, the unpraditity of an attack in terms of its
time, point of attack and maliciousness suggesas$ e maximum security possible
should be implemented in the network. This is paftérly needed in a mobile ad hoc
environment where there are no central or otharifsggnt points that can be monitored
and the medium is open. A QoS that is more thannmii@mum specified is always
desirable from a user perspective. In this disgertawe propose an on-demand security
and QoS optimization algorithm in a mobile ad hetwork, which can automatically
adapt network security level along with changesetwork topology, traffic conditions,
and link QoS requirements - such as Guaranteedrotiea load, best effort, etc. to keep
the security and QoS within the minimum requirersemhilst aiming to providing more
than the minimum security and QoS. In order to edhithis objective, we proposed two

basic frameworks that are described in previouptehns: a policy based plug-in security

82



framework and multi-layer QoS guided routing. Thagpin security framework provides
a dynamic security policy management system andrhi-layer QoS guided routing
mechanism is an adaptable QoS routing mechanisradfidroc networks to ensure QoS
even as network resources change.

Based on the above two fundamental frameworksptbposed network security
and QoS optimization algorithm uses proportiondaégnal derivative (PID) feedback
control to constantly monitor and adjust the nekwsecurity policy to ensure that the
network satisfies all existing QoS requirements levimaking the network the most
secure possible. When network topology changesradfict loads become heavier,
causing existing QoS links to be broken, the atgori will selectively remove some
security policies to reduce overhead, until the Qafuirements can be satisfied. If a link
in the path breaks, the multi-layer QoS guidedinguimechanism is activated to realize a
path with the desired Qo0S. Hence in the proposedoagph two steps are taken to ensure
that desired QoS and security are maintained:

» Step 1: If the QoS is below the user specifiedllane the security level is above
the minimum level, the security level is decreasedreduce the associated
overheads.

e« Step 2: If there is break in the path, the mulela QoS guided routing
mechanism is activated to obtain a path with therdd QoS.

Alternatively if more available resources are aafalé due to reduced traffic, the
security level can be increased through the plugdaurity framework. The proposed
approach is equally applicable to a system wheseptiority is security. Here the QoS

can be varied such that the required security isntaiaed. This approach is also
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appropriate to a system where both security and &eSf importance based on some

weightage mechanism.
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6.2 Feedback Control Theory

We use proportional integral derivative (PID) eohtheory to achieve security
and QoS optimization.

A typical feedback control system looks like figug-1:

L5«3>L~()onl:roller Y w Plant i
+ -

Figure 6-1 Feedback Control System

Y

Where
Plant: A system to be controlled
Controller: Provides the excitation for the plabgesigned to control the
overall system behavior

The transfer function of the PID controller lookeelthe follows [38]:

K, Kps® +Kps+K|

Kp +?+ KDS:

S
Where
Kp = Proportional gain
Kl = Integral gain
Kd = Derivative gain
The variable (e) represents the tracking error difference between the desired
input value (R) and the actual output (Y). Thisoersignal (e) will be sent to the PID
controller, and the controller computes both thevdéve and the integral of this error

signal. The signal (u) just past the controllendsv equal to the proportional gain (Kp)
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times the magnitude of the error plus the integeah (Ki) times the integral of the error

plus the derivative gain (Kd) times the derivatdfehe error.

de
u=K,e+K; |edt+ Kn—
p I_[ Ddt

This signal (u) will be sent to the plant, and tteav output (Y) will be obtained.
This new output (Y) will be sent back to the seresgain to find the new error signal (e).
The controller takes this new error signal and cot@p its derivative and it's integral
again. This is an iterative process.

A proportional controller (Kp) will have the effeof reducing the rise time and
will reduce, but never eliminate, the steady-seater. An integral control (Ki) will have
the effect of eliminating the steady-state errart ib may make the transient response
worse. A derivative control (Kd) will have the efteof increasing the stability of the
system, reducing the overshoot, and improving taesient response. Effects of each of

controllers Kp, Kd, and Ki on a closed-loop systare summarized in the table shown

below.
CL RESPONSE | RIST TIME OVERSHOOT SETTLING TIME S-REOR
Kp Decrease Increase Small Change Decreasg
Ki Decrease Increase Increase Eliminate
Kd Small Change Decrease Decrease Small Chanpge

Table 6-1 Proportional, integral and derivative tcolfer

Note that these correlations may not be exactlyrate, because Kp, Ki, and Kd
are dependent of each other. In fact, changingobtieese variables can change the effect

of the other two. For this reason, the table shaully be used as a reference when you

86



are determining the values for Ki, Kp and Kd.
For example if a modeling equation of this system i
Mx''+bx+kx=F
Taking the Laplace transform of the modeling edurati

Ms®X () + bsX(s) + kX(s) = F(s)

The transfer function between the displacement Xis) the input F(s) then becomes

X(s) _ 1
F(s) Ms”+bx+k

6.2.1 Proportional Control

From the table shown above, we see that the propattcontroller (Kp) reduces
the rise time, increases the overshoot, and redteesteady-state error. The closed-loop

transfer function of the above system with a prtipoal controller is:

X(s) - Ky
F(s) s°+10s+(20+K,)

Figure 6-2 shows that the derivative controllerusztl both the overshoot and the

settling time, and had small effect on the risestimd the steady-state error.
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Figure 6-2 Derivative Controller

6.2.2 Proportional-Integral Control

From the table, we see that an integral contrqka@y decreases the rise time,
increases both the overshoot and the settling tand,eliminates the steady-state error.
For the given system, the closed-loop transfertfanavith a Pl control is:

X(s) _ Kps+K,
F(s) S°+10s°+ (20+K,)s+K,

We have reduced the proportional gain (Kp) becdhsantegral controller also
reduces the rise time and increases the overstsotheaproportional controller does
(double effect). Figure 6-3 shows that the integaitroller eliminated the steady-state

error.
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Closed-Loop Step: Kp=30 Ki=70
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Figure 6-3 Integral Controller

6.2.3 Proportional-Integral-Derivative Control

The closed-loop transfer function of the given sgswith a PID controller is:

X(s) _ K,s*+Kos+K,
F(s) s*+(@10+K,)s*+ (20+K,)s+K,

Figure 6-4 shows the system with a PID controles ho overshoot, fast rise time,

and no steady-state error.
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Figure 6-4 PID Controller
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6.3 Security and QoS Feedback Control Loop

We use PID feedback control loop to manage netveadurity and QoS self-
optimization.

Figure 6-5 demonstrates how optimization procesgksvadEach application has
QoS requirements as input sent into the networkar@ueed, Controlled load or Best
effort. In each node of the network, the QoS plard module of the routing protocol to
handle the QoS request. Security policies are densil as another input to the network;
all the security policies are implemented by theusigéy plant, which is a module of the
routing protocol to handle all security requesthe TPID controller module takes the
network resource usage metrics (path latency, gatbughput and path stability) as
system output feedback to calculate the adjustmehish will be fed into the QoS plant
and security plant. This PIC control loop will cterstly keep the network in the
optimized state — maximize network resource usaggatisfy every QoS requests and
make the network as secure as possible.

Network security is controlled by a policy basedws#y management. This
means the network security level can be adaptetthdgecurity plant module adding or
removing security policies at runtime.

The PID Controller collects all actual paths’ metrfrom the entire network, and
calculates network resource availability. If netlwaesources are sufficient for more
security policies, the PID Controller will choosema un-implemented security policies
and apply to the network. Eventually, the algoritvitt keep all existing paths satisfying

the QoS requirements, and make the network asesasyvossible.
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Figure 6-5 QoS and Security PID Feedback ControlpLo
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6.4 Measure Network Resource Availability

We use the application layer and network layer Qe®ic parameter mapping to

determine network resource availability.

Application Metric Network layer | Metric MAC layer

layer Mapping Mapping

Guaranteed Path latency Buffer & hoj Greedy SINR
count algorithm

Controlled load| Path throughput Buffer & hop| Greedy SINR
count algorithm

Best Effort Path stability Stability & hog Greedy SINR
count algorithm

Table 6-2 QoS metric parameter mapping

For guaranteed service, application-network layetrim mapping translates the
QoS requirements to the maximum path latency. tbacpath latency is less than
guaranteed service target path latency, this pathdufficient resources to implement
additional security policies. The target path latercan be calculated by the PID

function:

platency,,.(S) _ K,S*+K,S+K,
p'latenc)(equired(s) 83 + (10+ KD)Sz + (20+ KP)S+ KI

Where

platency, ., = target path latency at time S
platency, .= required path latency at time S

Kp = Proportional gain of path latency
Kl = Integral gain of path latency

Kd = Derivative gain of path latency
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For controlled load service, the application-netvdayer metric mapping
translates the QoS requirements to the minimum ghtbughput. If actual path
throughput is more than controlled load target ghtbughput, this path has sufficient
resource to implement additional security polici€ke target path throughput can be

calculated by the PID function:

pthroughput, 4 (S) _ K,S* +K,S+K,
pthroughpuf,,.o(S) S’ + (L0+K)S* + 20+ K, )S+K,

Where
pthroughput, ., = target path throughput
pthroughput,, ., = required path throughput

Kp = Proportional gain of path throughput
Kl = Integral gain of path throughput

Kd = Derivative gain of path throughput

For best effort service, the application-networkela metric mapping selects
between the most stable path in the high mobilagecand shortest path in the low
mobility path case. There are no particular ressurequirements in this case; all

available security policies can be implemented.
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6.5 Security Plug-in Architecture

An expansible security framework is the key tovule flexible security in an ad
hoc network to achieve security and QoS optimizati¥e propose a policy based plug-

in architecture to provide dynamic security pollognagement at runtime.

Security Policy
Stack

Policy 1

Policy 2

Policy 3

Policy 4

Policy n

@) @ @ @

Security Policy Manager

Network Layer

Figure 6-6 Network Security Policy Plug-in Architee

Figure 6-6 shows the proposed security policy piugrchitecture. The security
policy manager keeps monitoring the network lalfethere are more network resources
available, the security policy manager will get tlext available policy from the security
policy stack, and activate it into the network aplag module. If the network suffers

from a lack of resources, the security policy mamagll remove the least priority policy
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from the network and add it back into the availad®eurity policy stack.
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6.6 Optimization Algorithm

Using the path monitoring and PID feedback contomp mechanism, each
communication path can determine if there are enesaurces available to support more
security policies until the system reaches resoutitieation target. If every path in the
policy domain agrees the current resource is safficthe domain policy manager will
choose the next security policy in the availablégycstack, and deploy it to every node

in the domain.

6.6.1 Greedy algorithm

We use a greedy algorithm for deploying securityicges to reach network
resource utilization target. As long as the netwdoks not reach its resource utilization
target, the policy manager will continue deploymey security policies into the network.

Figure 6-7 shows the greedy algorithm process flow.
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Figure 6-7 Greedy Algorithm

In real world scenario, it's impossible to keeplat network at target resource
utilization due to various reasons, especially fitybi Therefore, we introduce the
acceptable resource utilization, where:

Utilization

acceptable

=Utilization,, ., X0

Where:

o is the mobility factor (0 <0< 1).

Figure 6-8 shows relationship between acceptabliézaiion and target

utilization.

98



Target - l
resource -
utilization \

Acceptable
resource utilization

v

Figure 6-8 Acceptable Utilization and Target Utliion

NeedMorePolicy() routing shown in Figure 6-9 vex#iif the actual resource
utilization reaches acceptable utilization. It reeRiTRUE if actual resource utilization is
below acceptable utilization, otherwise it returfiSALSE. As long as the
NeedMorePolicy() routing returns TRUE, the securfiglicy manager will keep
deploying the next security policy from the avaidalstack, until the resource usage
reaches the target level, at which NeedMorePoliostJrns FALSE. After that, the PID

controller will take over to calculate the nextaesce target utilization.
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bool NeedMorePolicy()

Figure 6-9 Need More Policy Algorithm
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6.7 Policy Deployment Post Validation

The path monitoring and feedback control loop maidm also need to verify
that there is no existing path suffering from &la€ resources due to the new security
policy deployment. If there is any path that is radile to satisfy the original QoS
requirement, which means the previously deployedrity policy is causing the network
to suffer from resource starvation, the domain qylinanager needs to remove the
previously deployed security policy and log all thefering paths. The greedy algorithm
will not be called until at least one of the suifigr paths change state (e.g., finish
communication, change QoS requirements, etc.).

The process flow and algorithm are showing in Fegi#l0 and Figure 6-11:
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Figure 6-10 Policy Deployment Post Validation PsscElow
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bool NeedRemovePolicy()

{
for each PATH in DOMAIN

{
switch (PATH.QoS)

{
case GUARANTEED:
if (PATH.actualLatency < PATH.targetLatency)
{

/I the resource is sufficient for current path

return true;
}
break;
case CONTROLLED LOAD:
if (PATH.actualThrouthput > PATH.targetThroughput)
{

/[ the resource is sufficient for current path

return true;
¥
break;
case BEST EFFORT:

{

¥
break;

/I no particular resource requirements

b
}

return false;

Figure 6-11 Policy Deployment Post Validation Algiom
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6.8 Performance Analysis

The performance of the proposed PID controlled sigcand QoS optimization
algorithm is studied with simulations. Ad Hoc OnsDend Distance Vector protocol
(AODV) is one of the most commonly used protocaisad hoc. In this study, we are
using AODV as our base model, to compare with Q&@DX, static policy based secure

AODV (PS-AODV) and the proposed PID optimized AO[RID-AODV).

6.7.1 Simulation Model

The QoS routing protocol has been implemented wik2 [36]. The
implementation is based on AODV module contribubydche MONARCH group from
CMU, and the QoS routing functions are added. biitamhal to building QoS routes, the
protocol also builds a best-effort route when d@rtes such a route. The best-effort route is
used when a QoS route is not available. The Ewmiaty-TDMA scheduling protocol
(E-TDMA) [37] developed by the same authors is usethe MAC layer. It is distributed
protocol which dynamically generates and updateMARransmission schedules among
the nodes. Transmission rate is 1 Mbps. There @rglats in a frame, and a slot carries
32 bytes of information. A packet needs to be tratied in multiple slots if it cannot fit
in one slot. Limited contention is used for nodesnhtake their time slot reservations,
hence E-TDMA a mainly limited by nodal density maththan network size. Considering
the overhead of making reservation, an informasiant is equivalent to 18 kbps. Details
of E-TDMA can be found in [37]. In the simulatioRpute setup_time = 1000 ms and

Route_life_time = 200 ms.
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The implementations of AODV, PS-AODV, QoS-AODV atiek proposed PID-
AODV in our simulation environment closely matcreithspecifications. The routing
protocol model detects all data packets transmitiedorwarded, and responds by
invoking routing activities as appropriate. The RRIpackets are treated as broadcast
packets in the MAC. RREP and data packets areradlast packets with a specified
neighbor as the MAC destination. RERR packets aevadzast in both AODV and QoS-
AODV. Both protocols detect link breaks using feach from the MAC layer. A signal
is sent to the routing layer when the MAC layetsfao deliver a unicast packet to the
next hop.

All protocols maintain a send buffer of 64 packdtscontains all data packets
waiting for a route. To prevent buffering of packa@tdefinitely, packets are dropped if
they wait in the send buffer for more than 30 sésorhll packets sent by the routing
layer are queued at the interface queue until tle&CMayer can transmit them. The
interface queue has maximum size of 50 packetsisanghintained as a priority queue
with three priorities each served in FIFO orderutRay packets get higher priority than
security packets, and security packets get higherify than data packets.

Our proposed PID-AODV routing protocol are implerteehbased on the existing
Qo0S-AODV protocol in ns2. The PID control modulecreated by Object-oriented Tool
Control Language (OTcl) as a plug-in implementedvabthe network layer. It collects
path latency and throughput as network output patara and sends security policy

requests back to the network layer to perform ojttion.

6.7.2 Traffic and Mobility models
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We use traffic and mobility models similar to thgeeviously reported using the
same simulator. Traffic sources are CBR (continubiigate). The source-destination
pairs are spread randomly over the network. Onl¥ Bylte data packets are used. The
number of source-destination pairs and the paakediag rate in each pair is varied to
change the offered load in the network.

The mobility model uses the random waypoint mode# irectangular field. We
use 1500m x 300m field with 50 nodes. Each noddssits journey from a random
location to a random destination with a randomlpsgn speed (uniformly distributed
between 0-20 m/sec). Simulation period is 900 sesoEkach data point represents an
average of at least five runs with identical t@affnodels, but different randomly
generated mobility scenarios. ldentical mobilitydaimaffic scenarios are used across

protocols.

6.7.3 Security Policies

We use three security policies in our simulatioomain join authentication, read
access authorization, write access authorizatianhEecurity policy has been assigned a
priority level. Depending on the network resourtiéaation ratio, the algorithm will add

or remove security policies based on the prioeiyel to maintain the QoS.

Security policy Priority
Domain join authentication High
Write access authorization Median
Read access authorization Low

Table 6-3 Security policy priority
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6.7.4 Simulation Results

The proposed PID optimized AODV routing protocol@IFAODV) is compared

with the AODV, QoS AODV and static policy basedw®cAODV protocols.

Throughput (v =10 m/s)
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Figure 6-12 Throughput for v =10 m/s
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Average packets delay (v =10 m/s)
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Figure 6-13 Average packets delay for v =10 m/s

Figures 6-12 and 6-13 show the packet throughpdttlhe average packet delay
under different traffic loads in mobility v = 10 sa/Under light traffic, packet throughput
and packet delay are very close for all three pal) because they often use the same
routes.

The advantage of QoS routing protocols become apparhen traffic gets heavy.
With the AODV protocol, a node has one active rdota destination and uses it for all
the packets to the destination. As the networKkitrecomes heavy, this route becomes
heavily loaded, causing packets to be delayed aogped. The average packet delay
increases significantly under heavy traffic. On titleer hand, the QoS routing protocols
try to find and use routes satisfying bandwidth staaints for different flows, even
between the same pair of source and destination. JoS routes may share the same
path, but the protocol will ensure enough bandvedéne reserved on this path to

accommodate both flows. The traffic load is morkabeed this way. The average packet
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delay increases with offered load slowly with theSQouting protocols.

Under light traffic, PID-AODV does not have muchvadtage in terms of
performance compared with AODV and PS-AODV. As tietwork traffic becomes
heavy, PID-AODV performs better. It provides a sdewel of security as PS-AODV, but
has throughput and packets delay that is very dio$goS AODV. It therefore provides

the security of a secure protocol and the QoS@b3 protocol.

Security policies are used (v =10 m/s)

O Policy 3
m Policy 2
O Policy 1
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Figure 6-14 Security policies are used forv =18 m

Figure 6-14 shows the number of security polictest have been used in PID-
AODV protocol at mobility v = 10 m/s. Initially, tke security policies have been used
under light traffic, because there is enough badtiwiesource in the network. When the

traffic becomes heavier, the PID controller stagducing the number of the security
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policies to keep up the same performance as QoS\A@ventually, when the network
traffic becomes too heavy, there is no extra badtiwio handle any security feature, the

security policy number drops to 0.

6.7.5 Conclusion

The simulation results indicate the proposed PlEinuped security and QoS
algorithm can produce similar performance as naxge QoS routing protocol under
various traffic loads.

The level of security can be adaptable due to mffetraffic loads. The best case
scenario is under light traffic where it can pravithe same security level as any other
secure protocols, but the same performance asemmes QoS protocols; the worst case
scenario is under extreme heavy traffic where avjgtes similar performance as QoS
protocols, but with no security feature at all.

Under normal traffic condition - medium traffic kbathe proposed protocol can

provide more secure networks without compromisireg®oS performance.
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Chapter 7

Network Security Measurement

7.1 Introduction

There are many routing protocols around includieguse routing protocols.
However, a question that arises is, how securdghmse protocols? In other words, can
we define a security metric? This is difficult,nét impossible. However, as proposed by
[47] [48] we can come up with a relative comparisdrihe security of two protocols. In
[47] [48], the vulnerabilities in the system aremtified and summed up to measure the
security of the system. However, this approachngpkstic and does not reflect a true
measure of security for a number of reasons.

- A system may have many vulnerabilities, but it ey be secure because the
goal of the attack is not realizable in this syst&or example, DSDV routing
can be very secure from routing table overflow cktthut vulnerable from
routing cache poisoning attack.

- A system may have few vulnerabilities, but if theree multiple ways to
exploit these vulnerabilities, the system is rgkdlif insecure.

- A system may have vulnerabilities, which if expdaiton an individual basis
pose little threat. However, if these vulneraleltiare exploited one after the

other as a group, may have serious consequenaesx&ople, a vulnerability
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in the system results in an attacker obtaininguex ID. This by itself is not a
major threat. However, if the vulnerabilities dam exploited for the attacker
to gain the user ID followed by the password, thia very serious attack.
In this chapter we propose a new approach to miegssecurity based on the
parameters identified above — namely, any meadwseonrity should be based on:

the vulnerabilities in the system, as describegd ) and [48]

The feasibility of realizing the attack goal

The number of different ways to exploit differenttbe same vulnerabilities

to achieve the goal
- The exposure of the system resulting from the atgilon of multiple
vulnerabilities
In the proposed approach the vulnerabilities insysem are measured using the
number of potential vulnerable resources in thaesysthe feasibility of realizing the
attack goal is represented by a threat agent,Fadumber of different ways to achieving
the attack goal is modeled using attack paths. & @efined the concept of an attack

tree to identify the overall system exposure.
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7.2 Fundamentals of Security and Attack

A successful system attack usually is caused égxisting of both internal
system flaws and external threats. This secticgflgrdiscussed the basic concept of the
fault path; fault path is the steps that exterheddt attacks internal system flaw to

achieve system damage.

7.2.1 Security and Dependability

Security is a property of systenor service A systems an entity that has internal
structure and interacts with other systems. We iaterested in systems that are
engineered; i.e. are developed and then operategthi@ve some useful purpose. The
purpose of the system is implemented asshvicethe system, acting as a provider,
delivers to another system, the user system.

The user system is dependent on the provider sy$tenthe service. The
delivered service usually will have many propetteepending on its type. Among these,
the user system will be concerned about dependabilityof the provider system, or,
equivalently, of the provided service [49]:

1. The ability to deliver a service that can justifialbe trusted. (calls for a
justification of trust)
2. The ability to avoid service failures that are mivegjuent and more severe than is
acceptable (implies criteria for deciding whetheeavice is dependable)
The second definition indicates a measurement apprto dependability, based on the

likelihood and severity of service failures.
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A particular service can fail in a variety of wayssulting in dependability being
a composite property, covering the following mopeafic properties rore of the

property is indicative ofeweror absencef the corresponding failures):

Dependability Property o] Associated Types of Service Failure

a System

Availability failures implied by the service beinmgorrect

Reliability interruption or outage in correct service ovemaetinterval

Safety failures that cause catastrophic harm to userseoetvironment

Integrity improper/unauthorized system alterations

Maintainability service failures resulting from a system beingicliff to
successfully maintain during use

Table 7-1 Dependability Property of a System

Like dependabilitysecurityis a composite property of a system or serviceh wit

different sub-properties being associated withedéht types of service failure:

Security Property of a | Associated Types of Service Failure

System

Confidentiality unauthorized disclosure of information

Integrity improper/unauthorized system alterations

Availability types of failure implied by the teroorrect

Authenticity A user not identified correctly — not who they ofidio be

Non-reputability A neutral third party is unable to decide if a arar transaction
or event did or did not occur

Table 7-2 Security Property of a System

Definitions of security in the literature vary acdmg to the types of failure that
are of concern. The following are representative:
1. Preservation of confidentiality, integrity and dadility of information; in
addition, other properties, such as authenticitgcoantability, non-

repudiation, and reliability can also be involved.
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2. Work that involves ensuring the confidentialitytagrity, and availability of
systems, networks, and data through the planninglysis, development,
implementation, maintenance, and enhancement dajrmation systems
security programs, policies, procedures, and tools.

Dependability and security overlap in the sensé¢ foae types of failure fall
under both properties. For convenience, securitiyb&i discussed as a single property in
the following. It is understood that, for a partenusystem or service, dependability and
security will be defined as some selection from sl-properties, depending on the
concerns of the user system.

The definition of dependability and security as #iglity to avoid failures raises
the question of how a system or service can be unea@swith regard to such ability.
Before addressing this question, we need to defimeodel of how a service failure is

caused.

8.2.2 Faults and Errors

A service failure implies that the provider systen@xternal states (i.e. those
states observable by the user at the providerscgeinterface) deviate from the external
states associated with the provision of a correctise. This deviation is called amnror.
The adjudged or hypothesized cause of an erroalisdcafault. Faults may be located
within the provider system and/or in its environmen

Security vulnerability is a type of internal fatdltat enables an external fault to
cause harm. An external fault may be the resuthalicious actions of a threat agent. A

system may have a property that is believed to veneo mitigate a fault or set of faults.
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Figure 7-1 illustrates a fault path linking thre@nuhins: a system/service
environment, a system of interest that providegm@ice; and a user system in which
service failures may cause damage.

Faults can arise in any aspect of a system. Avizipt9] provide an extensive
typology of faults, along several dimensions. lofeen a question of judgment as to the
root cause of a failure, i.e. where a chain of depéility and security threats begins. For
example, the presence of a fault in a software amapt may be due to a failure in the

software development process (viewed as a servinaded by a project socio-technical

system).
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Attack Trees Fault Path Damage likelihood
Service Failure Recovery
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Figure 7-1 Fault Path

7.2.3 Threats

It follows from the definitions that security is groperty of a system (and

provided servicejn relation toa threat environment. A given system may be acbgpta
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secure in one environment, but not in anothert andy be acceptably secure today but
not tomorrow.

Many types of fault of concern to security engimegiare similar to safety faults:
i.e. events in the natural environment, accidentadn-malicious actions during
development etc. However, security has an additityfze of fault arising from the
presence of malicious threat agents in the operatiand development environment.
Such agents can learn and adapt, resulting in exgpbxternal faults.

Attack Trees are used to map the objectives ofeathagent onto vulnerabilities
of the system. Alternative attack sequences reptdbe possible ways the agent might
achieve his/her goal. Development and operationbtips can be adjusted to prioritize
defensive actions.

Measurement can support the decision making indphfer example in the
estimation of the cost to a threat agent of differattack sequences. Under certain
assumptions, an increase in attack cost would irpiywering of the likelihood of the
attack sequence occurring and an increase in $eomith regard to the associated

service failure.

7.2.4 Security Principles and Policies

The security field is a large one — informationwséy is perhaps the most general
term (to which might be added control system s&gurThe fields of computer security,
network security and software security are morecigieged areas of professional
engineering practice. Each has more specializedsaoé expertise. System security

engineering addresses the concerns from the viewpdisoftware-intensive systems,
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compatible with systems engineering as defined3®y/IEC 15288 and related standards.

The overlap with system safety engineering has beddnessed in recent years [50].

The long history of computer security has establiskeveral principles that are

used to guide the architectural design and operaifosecure computer-based systems.

They can be viewed as being expressed through rdesilicies and requirements and

include [51]:

1. Accountability;

2. Least privilege;

3. Minimize the variety, size and complexity ofdted components;

4. Secure default configurations;

5. Defense in depth.

Such principles guide strategic design choices taduce the likelihood of common

types of service failure. Security principles arpiemented using a selection of security

mechanisms, for example [51]:

1.

4.

5.

Defining and implementing domains, i.e. areas ofest data and applications
with restricted access;

Linking users with domains;

Authorizing operations;

Auditing operations;

Cryptography.

Security mechanisms are implemented by a rangee@irgy components (i.e.

components whose primary functions are securigteel) forming the security

architecture of the system, and operations policgstems and software security
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engineering specialties are responsible for sp@gfydesigning and implementing these
systems, and for supporting general systems antva@f engineering functions in
realizing the security properties of the total egstroduct.

Measurements can be developed to (1) assess treedegvhich an implemented
and operated system meets the design intent artdg2)egree to which the design intent,

as implemented, meets the needs of users.
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7.3 Attack Surface

The concept of Attack Surface model introduced4in] [48] measures computer
Operating System vulnerability and attack abilityhe attack surface model uses state
machines to represent all potential system reseultta can be used by an attacker to
achieve an attack goal. These vulnerabilities asebed as “dimensions”, and they are
compared to provide a measure of relative secuntyhis approach, rather than saying
“System A is secure” or “System A has a measuredrigg number N” the attack surface
model says “System A is more secure than SystemitB m@spect to a fixed set of
dimensions.”

The attack surface models an attack as a threendiore model: target, carrier
and communication channel. Target is the attack; gaarier is the media by which an
attacker passes the attack to the target, the dgarop carriers include viruses, worms,
Trojan horses, and email messages; communicatiannets are the means by which the
attacker gains access to the targets on the syStbenattack surface model uses the
matching mechanism to identify system security sxpe. If any system data and process
can be identified as an attack target, carrieraonraunication channel, they are counted
as security exposure. The overall count is summaifathe dimensions from the attack
surface metric for the system.

However, the state machine model of a threat usatie attack surface model
does not precisely represent a real world threéatimply lists all system resources that
are utilized by the threat as one single level thauit dependency, and give equal weight

— same importance to all these resources. Butlawa& threat might have one or more
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attack sequences, where some of the steps intduk dequence can be more critical than
others, or depends on the successful attack ofpteuub-sequences.

For example, a system A that exposes both user raadepassword is more
vulnerable than a system B that exposes both emelsglary and password, although all
of the above information are been classified asitea data. An attacker can cause more
serious damage to system A than system B by usstglen identity to successfully login
into system A. The attack surface model, howeveasures the same vulnerability level
for both system A and system B in this scenario.

In the next section, we propose a new state machouel of threat. Each threat
will be associated with an attack tree; there mighone or more critical paths within an
attack tree. Therefore, some system resource camwdighted more than others,

depending on where it is located in the attack tree
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7.4 Proposed Measurement Technique

7.4.1 Vulnerability Assessment and Security Measearn

We want a measure at a lower abstraction level dlatvs us to refer to very
specific states of a protocol [54]. There are ¢ernpaotocol features that are more likely
than others to be opportunities of attack, such sasding information to an
unauthenticated node, etc. The counts of these €nikely to be attacked” protocol
features determine a protocol’s attack opportunity.

Suppose we are given a fixed set of dimensions anfiked set of attack
opportunities for each dimension. Then with resgecthis fixed set of dimensions of
attack opportunities, we can measure whether pob#as “more secure” than protocol
B.

We use state machines to model the vulnerabilitypratocol A and B. Our
abstract model allows protocol A and B to be ang state machines. In practice, it is
more useful and more meaningful to compare twogoas that have some close
relationship.

The abstract dimensions along which we compare pwatocols are derived
directly from our state machine model: processa@atd resources and the actions that we
can execute on these resources. For a given thgsit, which we define to be a
sequence of action executions, we distinguish lattgal from attack path: attack goal
are processes or data resources that an attackertaicontrol, and attack path are all
other processes and data resources that are ustx® laytacker to carry out the attack

successfully. The attacker may use a set of atjachks (attack objective), attack paths
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(sequence of steps to achieve an attack goal) dtnchcpaths (the primary attack paths
to cause system failure) to accomplish the ultinzdtack goal. Control is subject to the
constraints imposed by a protocol's set of accegds. In summary, our threat agent
metric’s four dimensions are: Attack Goal, Attackti® Critical Path and Access Rights.
Figure 7-2 demonstrates the process flow of netwedurity measurement metric

generation and the four dimensions of the secarggsurement metric.

Network VVulnerability Threat Agent
State Machine State Machine

Network Under Attack State Machine

<~

Network Security Measurement Metric

Attack Goal Attack Path Critical Path Access Rights

Figure 7-2 Network Security Measurement Metric

7.4.2 State Machine

We model both the protocol’s vulnerability and theeat agent as state machines.
A state machine has a set of states, a set oélirstates, a set of actions, and a state
transition relation. We model an attack as a secgiehexecutions of actions that ends in
a state that satisfies the attacker’s goal, andhiich one or more of the actions executed
in an attack involves vulnerability.

A state machine, M = X, T, s, A), is a 5-tuple,
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Where:
a finite set of statesS[
a finite set called the alphab&j) (
a transition functionT: SxX — 9.

a start states(€ 9

a set of accept state& € S

A state S is a mapping from typed resources to tigped values:

S: Resource(M)» Value(M)

Of interest to us are state resources that areepses and data. A state
transition(s, g, s'), is the execution of actianin state s resulting in state s’. A change in
state means that either a new resources is addbeé tmapping, a resource was deleted,
or a resource changes in value. We assume eaeltrstasition is atomic.

An execution of a state machine is the alternaseguence of states and action

executions:

S X0, - § X0, - S,..... S4X0;, - §...

An execution can be finite or infinite. If finité,ends in a accept state A.
The behavior of a state machine, M, is the setldfseexecutions. We denote this

set Behavior(M). A state S is reachable if eithereS or there is an execution, E

€ Behavior(M), such that S in E.
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We will assume that action are specified by pred aost-conditions. For an
action, o, if o.pre ando.post denotes’s pre- and post-condition specifications, we can

then define the subset of the transition relatiochsas:

oT = {(s 0,s): SxIxS|o.pre(s) = 0.pos{(s, s')}

We model both the network vulnerability and thestttragent as state machines:
Vulnerability =(S,,%,,T,,S,, A))

ThreatAgen=(S;,%;,T;,s;, A)

We define the combination of the two state machiSesurity = Vulnerability x

ThreatAgent, by merging all the corresponding congmbs:

. Ss 0 2Resourc% - Valueg

+ s=50s
« A=ATA
- =T, 0T,

An attacker targets a network under attack to aptisima goal:

Network-Under-Attack = (NetworkVulnerability x TéatAgent) x Goal

Where Goal is formulated as a predicate over stat®s

7.4.3 Modeling Threat Agents
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Factors involved in assessing the security riskegdsy a particular agent have

been modeled by [52] (Figure 7-3). These factonrs ba assessed on the basis of

gualitative scales, enabling risks to be priortizEor example, the threat capability of a

group of terrorist threat agents might be assessdte basis of [52]:

1.

2.

3.

Group size;
Level of education;

Cultural factors;

. Access to communications and the Internet;
. Technical expertise;

. History of activity;

. Sponsoring countries;

. Funding.
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Figure 7-3 Aspects of a threat agent

LetM = (§ X, T, s, A) be the state machine representing the networkruaitiack
and the goal the state predicate characterizingattecker's goal to be achieved in

attacking the network.

A threat agent is a finite sequence of action ettens 0,,0,,.....0;,.....0,such

that:
Ol<i<n;
o Uzx.
A threat agent includes actions from the actiors sétthe network, the threat.

Since an attack is initiated by the threat, theusege starts with an action of the threat.

The sequence includes at least one action of theonke to model the exploitation of
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some network vulnerability by the threat in theaekt Finally, the attacker’s goal should

hold at the end of the attack path.

7.4.4 Modeling Attack Tree

The level of threat (potential to cause damage thfreat agent is also influenced
by their motivation and opportunities to accesssygem, among other factors.
An attack tree is defined as a tuple G = (V, E, f),
Where:
V is afinite set of vertices (attack goals);
E is a finite set of edges (attack steps);
fis a logic function that maps a vertices intoAND/OR tree.
An attack path is a finite sequence of vertices edgles from a leaf node to the

root of an attack treg,e,v,,e,,.....V,§.....v,such that:

Attack trees model the particular attack goals #edoptions for achieving them
in relation to the attacked system. A top-levelld&#gure 7-4) is decomposed into sub-
goals in an AND/OR tree. The path from a leaf ntml¢he top-level root is aattack
path The set of all identified threats to a systemnfra particular threat agent is the

agent’'sthreat profile
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Top-Level Attack Goal
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Figure 7-4 Attack tree

Attack trees may be used to integrate quantifiessmments of the costs to the
attacker in achieving the goal at each node. Adively, a probability of success may be
associated with each node, based on judgments #euhreat presented by the agent
and the protection presented by the system. If gbibkies could be assigned to nodes,
the likelihood of a successful attack could be ss=& from the probabilities along the
complete network of potential attack paths. Theaisgcrisk associated with the attack is
assessed from the costs associated with the efietlie successful attack.

In addition to the probability and cost aspectsasueements can also be based on
tracking identified threats and attack paths (aa project risk register); the number of
threats (top level goals) and attack paths, undiexcted categories, can be tracked over

time. Time and costs associated with mitigatiomoast can be tracked.
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The particular form of attack goals and sub-goedtsgies will depend on the
target system and assets. For example, threatefiage been classified as follows in the
development of secure application software (nairapete list) [53]:

1. Spoofing;

2. Tampering;

3. Repudiation;

4. Information disclosure;

5. Denial of service;

6. Elevation of privilege.
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7.5 Security Measurement Metric

We define the notion of threat agent and securiggasurement more formally and
in terms of a different state machine model. Thgnificant difference in our state
machine model is in making the access matrix ex@ind in distinguishing the system as
an entity different from its principals.

We present a method of applying our metric so titlagérs can use the notion of
security measurement for any network. The methagires identifying resources that
are potential goals of threat agents and identifyiieresting properties of the resources
to characterize their attackability. We also allosers to specify a penalty function for

attacks, to help determine what attacks to usedorparing two network protocols.

7.5.1 Dimensions of a Threat Agent

» Attack Goal
To achieve the attack goal, the attacker has omeooe sub-goals on the network
to attack. An attack goal is a distinguished precaisdata resource in network
that plays a critical role in the attacker’s acimgvhis goal.

» Attack Path
We use the term path for any accessed procesgsarataurce that is used as part
of the means of the attack but is not signed obkta target.

» Critical Path
Critical path is a set of attack paths that theckiier may use to achieve the

ultimate attack goal.
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» Access rights
These rights are associated with each process atal résource of a state
machine.
Intuitively, the more attack goals the threat adead, the less secure the network.
The more attack paths the threat agent has, tlseskesure the network. The smaller
attack trees the threat agent has, the less setihe network. The more generous the

access rights, the less secure the network.

7.5.2 Attack Goal and Attack Path

Attack goal and attack path are resources thattankar can use. There are two
types of resources: processes and data. It's @ndithe attacker’s goal that determines
whether a resource is an attack goal or an attattk |in particular, an attack goal in one
attack might simply be an attack path for a différdareat agent, and vice versa.

Examples of process targets are message sendimiggdable updating, and
password changing. Example of data goals are acgds, routing tables, important
files and data stored on specific nodes in network.

Part of calculating the security metric is detenmgnthe types and numbers of

instances of potential process goals and data.goals

7.5.3 Critical Path

Critical path is one or multiple attack paths thatattacker can use to achieve the

ultimate attack goal. Figure 7-5 uses a differaslibicscheme to demonstrate that there
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are a total of 4 different critical paths withinsangle attack tree. In this scenario, an
attacker can use 4 different attack methods toe@ehihe top-level attack goal. If any one
of the attack methods can be successfully execthedattacker will successfully attack
the system. Notice Attack Goal 1.2 is shared by ¢vitical paths, which means there are

certain system resources that can be used by eudtifack methods.

Top-Level Attack Goal

Attack Goal 1.1 Attack Goal 1.2 Attack Goal 1.3

\

[ |
Attack Goal 1.2.1.1 Attack Goal 1.2.1.2

Figure 7-5 Critical path of attack tree

7.5.4 Access rights

We associate access rights with all resources. €pnally we model these rights
as a relation, suggestive of Lampson’s originakasaontrol matrix [55]:

Accessc Principals x Resources x Rights
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Where

Principals =Usersl] Processes

Resources= Processes§! Data

Reducing the network vulnerability with respectattcess rights is a special case
of abiding by Principle of Least Privilege: Grantlythe relevant rights to each of the

principals who are allowed access to a given resour

7.5.5 Examples

The following are some examples of the proposedrgganeasurement metric.
Assuming our network uses the AODV protocol, formeoon network attacks like

sniffing/snooping and message alternation, ouruesotable is shown:
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Attack 1: sniffing/snooping

Goal: Monitoring the network for sensitive datagusame and passwords.

Resource Attack | Attack | Critical | Access
Goal Path Path right

1. Unencrypted sensitive data Y Y Read

2. Unencrypted password Y Read

3. Unencrypted user name Y Read

4. Encrypted sensitive data Read

5. Encrypted password Read

6. Message sender Y Send

7. Message receiver Receive

8. Message contain password Y -

9. Message contain user name Y -

10. Message contain sensitive data Y -

11. User identity Y Y -

Table 7-3 AODV under sniffing attack

Pre-conditions:

0 Message sends from sender node to receiver node.

0 Message contains sensitive data and password.

0 Message is not encrypted.
Attack sequence:

» Attacker listens to victim network.

» Sender sends message to receiver.

» Attacker capture messages before it actually reaskination receiver.
Post-conditions:

» Arbitrary, depending on the payload.
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Attack 2: message alternation

Goal: Modifying a message and sending.

Resource Attack | Attack | Critical Path | Access right
Goal Path

1. Unencrypted data Read

2. Unencrypted data Y Read, Write

3. Encrypted data Read

4. Encrypted data Read, write

5. Message sender Send

6. Message receiver Receive

7. Data carried by message Y -

8. Modified data received by Y Y -

receiver

Table 7-4 AODV under message alternation attack

Pre-conditions:
0 Message sends from sender node to receiver node.
0 Message is not encrypted.

Attack sequence:
» Attacker listens to victim network.

» Sender sends message to receiver.

» Attacker captures message before it actually reaskination receiver.

» Attacker modifies data inside of the message.
» Attacker sends message to receiver.
Post-conditions:

» Arbitrary, depending on the payload.
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7.6 Security Measurement

We define the network security measurement to heetion of attack goal and
attack path, the critical path associated with egplke of the attack goal and attack path,
and access rights that constrain the access tesallirce.

SECURITY= f (goal, pathcritical _ path rights)

This equation can also be represented in the fdreum of independent resource
contributions from a set of attack goal types, acdeattack path types, a set of critical
path types. The attack goal types and attack gattstare subject to the constraints of the
access rights relation, the critical path type dejgseon the availability of attack goal

types and attack path types:

SECURITY®" = SECURITYg + SECURITYS® + SECURIT¥. "0

oal ritical _ path

The security measurement of a network consisth@fset of network actiors

and the collective set of resources of each actjorA naive but impractical way of

measuring the security is to enumerate the seewfark actions of a given network and
count the number of resources in each of the dsti@source set. We describe below a
more practical, yet meaningful way to measure #usty based on the attacks of the
network.

Consider a network with a fixed s&t,of network actions, each specified in terms

of pre- and post- conditions.
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Step 1. Identify the resources that are potential goalstltokat agents as

UResource(a) from the given set of network actiohg. Let Type be the set of types

oz
all these resources.

Step 2: For each given threat agent, identify resource altiack is targeting as
attack goal and attack path.

Step 3. Identity critical paths within the attack tree ense attack goals require
attack sequences in multiple attack paths to actiemphe attack goal. Verify if all
resources are available within the critical path.

Step 4: Define a penalty function P: Attack [0, 1] to assign penalties to each
resource categories identified in step 2.

Step 5: Loop through network resource set identified gpst, determine whether
each resource falls in attack resource categormtiitedl in step 2. SECURITY =
SECURITY + penalty, if there is any.

Step 6: The final result indicate the overall securitykref the network. Compare
the two versions of the protocol, A and B, withpest to these k threat agents to obtain

their relative security risk exposure.

Figure 7-6 demonstrates the process to generateethgity measurement metric
on a simplified AODV under sniffing attack. Thisggess can be interpreted as the
following steps:

1. Create an attack tree of sniffing attack.

2. Create the network resources list.
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Identify attack goals, attack paths and criticahpafrom the attack tree.
Mark “Y” for each attack goal, attack path, andical path in threat agent
metric.
Attack goals:
* sensitive data
* user identify
e user name
e password
Attack paths:
* data message
* message sender & receiver
* non-secure communication channel
Critical paths, there are two critical paths irstattack tree:
» [obtain sensitive data]
» [obtain user name, obtain password] -> [obtain ickantity]
Map network resources to attack goals, attack patid critical paths of

the threat agent.

. Create the network under attack metric based ométeork resources’

access rights.
Loop through each resource of network under attaekric. Penalty =
Penalty + 1, if there are any “Y” marked for thésource.

. Calculate the total of penalty column in networklenattack metric.
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In this case, security measurement number is 18. Higher number indicates

more security risks, in other words, the networless secure.

Obtain Sensitive
Data

Obtain User Identify

R Obtain User
‘ Obtain User Name ‘ ‘ Password ‘

Network Resource
Message contain
password
Message contain data Threat Agent
Unencrypted Attack Attack Critical | Access
customer data NeseUIeE Goal Path Path Rights
Encrypted payroll
information Message Y B
Unencrypted user Sensitive
password data Y Y Read
Unencrypted user User
name Identity N Y Read
User Identity Sender & v Send &
receiver receive
Message sender Regular Y Listen
Channel

Message receiver

Message send in
secure channel
Message send in
regular channel

Network Under Attack
Attack Attack Critical Access
Network Resource Goal Path Path Rights Penalty
Message contain
Y - 1
password
Message contain data Y 1
Unencrypted
customer data v v Reee 2
Encrypted payroll
information Read °
Unencrypted user v Read 1
password
Unencrypted user v Read 1
name
User Identity Y Y Read 2
Message sender Y Send 1
Message receiver Receive (0]
Message send in .
secure channel L= ©
Message send in .
regular channel v L= i

Figure 7-6 Security metric of AODV under sniffiniack
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Reducing network security risk

Our formal model and measurement method suggest imayhich we can reduce

the exposure of network security risk:

Reduce the number of network activities(for exampéeluce the number of

messages);

Remove known or potential network vulnerability Slyengthening the pre-

and post- conditions of a network actibnin a way that prevents the goal of
the threat from ever being achieved.

Eliminate entire threat;

Reduce the number of instances of threat.

Implement more security protections.

Advantages

The use of security measurement metric has thewWoly advantages:

First, our metric is a relative measure of secuiitys difficult to identify a
yardstick for measuring a network’s absolute ségulmstead, we find it more
practical and more useful to compare the securityw®m protocols of a
network with a given set of attacks. Our metric d@nused to determine
whether a new protocol is more secure than aneearkrsion. Figure 7-7
demonstrates the relationship among threat ageetsyork vulnerabilities,
and security measurement.

Second, our metric can be used to track the sgdexiel of the network over

time by measuring the threat agent and network eralnlity at regular
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intervals. We can observe the change in securitgl las different resources
are turned on and off as required.

e Third, our metric can also be used to compare #oeirgy risk of the same
network protocol against different threat agentsthis case, penalty function
can return different numbers depends on the resayme other than [0, 1].
Figure 7-8 demonstrates the relationship amongathegents, network

vulnerabilities, and security measurement in tpigliaation.

Threat Agent

Network-1 Network-2 Network-3 Network-n
Security Security Security Security
Measurement Measurement Measurement Measurement

Figure 7-7 Measure security among different network

142



Threat Agent
1

Threat Agent
2

Threat Agent
3

Security
Measurement
For Threat Agent 1

Security
Measurement
For Threat Agent 2

Security
Measurement
For Threat Agent 3

Threat Agent
n

143

Security
Measurement
For Threat Agent n

Figure 7-8 Measure security among different threats




7.7 Example of Security Measurement Metric

We used our method to measure 10 of the most conaddroc network attacks

on AODV and DSDV routing protocols, assuming bottvimnments have the same

network topology and node movement.

10 common ad hoc network attacks

Description

Sniffing/snooping

Monitoring the network for semsgt data and
passwords.

Message replays

Sending a message repeatedlgteigar
(replay attack).

Message alternation

Modifying a message and sending

Message delay and denial

Lowering or removing Qu&network (AKA
denial of service).

Spoofing

Making a packet appear to come from locati
other than the one from which it was sent.

Remote redirection

Remote redirection with modifieute
sequence number

Redirection with modified hop count

Redirectionlwiodified hop count

Attacks using impersonation

Attacks using impeegdimm

Route cache poisoning

Route cache poisoning

Routing table overflow

Routing table overflow akac

Table 7-5 10 most common attacks in ad hoc network

Our calculation show DSDV has higher security gsknpare with AODV, which

means DSDV has higher chance to be attacked séesse.

Attack AODV DSDV
Sniffing/snooping 10 10
Message replays 5 3
Message alternation 4 3
Message delay and denial 5 3
Spoofing 5 3
Remote redirection 5 3
Redirection with modified hop count 4 4
Attacks using impersonation 4 4
Route cache poisoning 0 0
Routing table overflow 6 3
Total 48 36

Table 7-6 Attack measurement of AODV and DSDV
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From the above analysis we can conclude that ACGDMare secure than DSDV.
The table-driven protocol DSDV periodically broasitsa messages to maintain an
updated routing table, whereas this is not requbgdAODV. The number of routing
messages involved in DSDV is more than in the dehthiven protocol AODV. Since
messages play a big role in facilitating a netwattiack path in our model, this becomes
the one factor to cause DSDV to have a higher ggcusk than AODV. DSDV also
requires each node to maintain a routing table kvban be used as attack goal and even
attack path for certain threat agents. Therefo@DW in general has higher security risk

than AODV.
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7.8 Conclusion

Our state machine is a general model of networlatieh and attack. Our security
measurement method can be applied to any netwouk. &pplication of measuring
relative metric to AODV and DSDV shows the relatseeurity of the two protocols.

Measuring security has been a long-standing clgdledn the community. The
need to do so has recently become more pressingvi®Meour work as a first step in
solving this research problem. We suggest thab#dst way to begin is to start counting
what is countable; then use the resulting numbes gualitative manner. Perhaps over

time our understanding will then lead to meaningfudntitative metrics.
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Chapter 8

Conclusions and Future Works

8.1 Overall conclusion

In this research, our main contribution has beeoptimize security and QoS in
Ad Hoc networks. We have studied four aspects oS @md security in Ad Hoc

networks:

A policy based security architecture is proposed amulation research

shows that the associated overheads are not sgmifi

* A multi-layer QoS guided routing algorithm is showo provide more

efficient and reliable QoS;

* An architecture to optimize QoS and security presicptimum QoS and

security;

* A new metric to measure the relative security of Bdc protocols is

presented.

The proposed on-demand security and QoS optimizaichitecture has been
evaluated using the network simulator ns-2. Theuktion results show that the
proposed optimization architecture can producelamperformance as non-secure QoS

routing protocol under various traffic loads. ltopides more secure ad hoc networks

147



without compromising the QoS performance, espgciatider light and medium traffic

conditions.

The proposed network security measurement method/salus to measure the
relative security between two or more routing pecots. Our application of measuring
relative metric to AODV and DSDV give results tigltow the relative security of the

two protocols.
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8.2 Policy Based Security

8.2.1 Conclusion

The proposed distributed policy based security isgcture provides a flexible
and scalable network security approach that fitsvith the dynamic and distributed
nature of ad hoc networks. Security policies camused as a plug-in module for any of
the existing ad hoc routing protocols. Simulatie@sults indicate that although there is
overhead introduced to the routing protocols; ivithin an acceptable range. Given the
increasing sophistication of computers, cell phoi3As etc., that now form ad hoc
networks, as well as the increasing complexityhef services such networks provide, the
proposed scheme provides a much needed additiemal bf security to the existing
security approaches based on secure routing amdsiom detection. The proposed

scheme therefore complements secure routing angiah detection.

8.2.2 Future Work

Future work will involve more research into the ihead of security
management. Besides the communication overheads, wwk is needed on identifying
the memory requirements for implementing such desys Another area than needs

further work is the synchronization of distributgeturity policies in real-time.
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8.3 Multi-layer QoS Interface Guided Routing

8.3.1 Conclusion

Quality-of-service (QoS) routing in an Ad Hoc netWwas difficult because
network topology may change constantly, and thélabla state information for routing
is inherently imprecise. In this dissertation, wegmse a multi-layer QoS surface guided
routing, which separates metrics at the differapets, MAC layer metrics, network layer
metrics, and application layer metrics. Our modehsiders not only the QoS
requirement, but also the cost optimality of theitirmy path to improve the overall
network performance.

Achieving QoS at high mobility is a difficult pradah and the simulation results
indicate the proposed multi-layer QoS routing pecotocan produce higher throughput
and lower delay then traditional QoS routing protean a high mobility ad hoc network
environment. The proposed protocol does not pewvitduch improvement under low
network mobility. The main drawback with the propdsprotocol is the need for more

internal memory at each node.

8.3.2 Future Work

Future work will analyze the factors that contribtid QoS at each layer and the

amount of extra memory needed.
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8.4 Security and QoS Optimization

8.4.1 Conclusion

Due to the overheads caused by implementing sgcuritad hoc networks,
security and QoS must be considered together.igndigsertation we have proposed a
distributed, flexible mechanism to optimize seguahd QoS in mobile ad-hoc networks.
The proposed architecture is based on three compmre policy based plug-in security
framework, multi-layer QoS guided routing and agaional integral derivative (PID)
controller. The multi-layer QoS surface guided nogitmechanism, which separates
metrics at the different layers, provides an adapteechnique for obtaining desired QoS.
The policy based security framework provides a dyicaand modular approach to
providing security. The simulation results indic#ite proposed PID optimized security
and QoS algorithm can produce similar performarscean-secure QoS routing protocol
under various traffic loads. The level of secuogn be adaptable due to different traffic
load. The best case scenario is under light traffltere it can provide the same security
level as any other secure protocols, but the sasr@mmance as non-secure QoS
protocols. The worst case scenario is under extreeavy traffic, it provides similar
performance as QoS protocols, but with no secdegture at all. Under medium and
light traffic conditions, the proposed protocol gamovide more secure networks without

compromising the QoS performance.

8.4.2 Future Work
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This work can be easily extended to cater a netwdrkre security is of prime
importance or where both QoS and security are itapbrbased on some weightage
scheme. One issue that needs investigation is #maary and computational resources

required at each node to implement the proposeehseh
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8.5 Security Measurement

8.5.1 Conclusion

The proposed measurement method not only identifiegotential attack goals
in the system, but also captures the attack seguen@n attack path and the relationship
among different attack paths. This mechanism allogv$o measure the relative security
between two or more routing protocols, hence idg@ntg the most secure protocol.

Our state machine is a general model of networlatieh and attack. Our security
measurement method can be applied to any netwouk. aplication of metric and

method to AODV and DSDV give results that showrlative security of two protocols.

8.5.2 Future Work

Measuring security has been a long-standing clggldn the community. We
suggest that the best way to begin is to start tboagiwhat is countable; then use the
resulting numbers in qualitative manner. In otherdg — absolute metric, rather than
relative is we have done. Perhaps over time ourerstanding will then lead to

meaningful quantitative metrics.
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Glossary

802.11:

802.11a:

802.11b:

802.11q:

Access Point:

Ad-Hoc Network:

Bridge:

APPENDIX A

A standard for wireless local area netw@vKEAN) developed by

a working group of the Institute of Electrical aBkctronics
Engineers (IEEE).

An international IEEE standard for WLANwerks, operating at
5 GHz and providing 54Mbps. Range up to 30m.

An international IEEE standard for WLANwerks, operating at
2.4 GHz and providing 11 Mbps. Range up to 100m.

An international IEEE standard for WLANwerks, operating at
2.4 GHz and providing 54Mbps. Range up to 100m.

A transceiver or radio componentwiraless LAN that acts as
the transfer point between wired and wireless $jgmal vice
versa. The Access Point (AP) is connected to aatenas well as to
the wired LAN system.

An Ad-Hoc wireless LAN is a group @amputers each with
wireless adapters, connected as an independenésareAN.

A device which connects two or more netsor
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Media Access Control Address (MAC Address):  Thegueiphysical address of each
device's network interface card.

Repeater: A device used in a network to strengéheignal as it is passed
along the network cable.

Router: An active network component that connentsmetwork to
another network. Routers work with packets thaluite logical
addressing information.

Service Set Identifier (SSID): Service set ideetifA unique identifier that
stations must use to be able to communicate witdicaass point.
The SSID can be any alphanumeric entry up to amaxi of 32
characters.

SSID Broadcasting: To “announce” the Access Pgrgsence by broadcasting the
SSID.

Transmission Control Protocol / Internet ProtoddCP/IP): The protocols, or
conventions, that computers use to communicate theeinternet.

Wi-Fi Protected Access (WPA): A system to secureRMetworks, intended to
replace the current, less secure WEP (Wired Eqemid&rivacy)
system. Part of the IEEE 802.11i standard.

Wired Equivalent Privacy (WEP):  An encryption systthat encrypts data on wireless
networks that can only be read by authorized usghsthe correct
decryption key.

Wireless Fidelity (WI-FI):  Another name for IEEEBQ1b. A wireless networking

technology for PCs and PDAs that allows multipleides to share
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a single high-speed Internet connection over adcs of about
300 feet.

Wireless Local Area Network (WLAN): A wireless LAIN one in which a mobile
user can connect to a local area network (LAN)ubhoa wireless
(radio) connection.

Wireless Network: A network in which data is tranged without wires, increasing

mobility of the user and their access to data.
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