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CHAPTER I 

INTRODUCTION 

1.1 Statement of the Problem. This investigation was undertaken 

to describe noise interference due to the radiated field of a thunder-

storm in terms of its second-order statistics. To illustrate the need 

for a second-order statistic~! description, consider the.problem of de-

signing a smoothing filter to extract a wanted signal from a mixture of 

signal and noise. Let the corrupted signal x(t) be denoted by the sum 

of a wanted signal s(t) and unwanted noise n(t), 

x(t) = s(t) + n(t) 

There are several possibilities concerning the nature of both inputs 

s(t) and n(t). For example, if s(t) is known exactly, there is no 

problem; if n(t) is known exactly, it is trivial to obtain 

s(t) = x(t) - n(t). At the other extreme, if there is no a priori in-

formation at all about s(t) and n(t), there is no hope of extracting 

s(t). Clearly, the interesting cases are those in which there exists 

some uncertainty about the inputs but not too much. For inputs des-

cribed by this last case, then, n(t) and s(t) are assumed to be member 

functions of a stochastic process. Let the output signal of the filter 

be denoted by s(t). The optimality criteria for the design of the 

filter is to minimize 

~ 2 
E{[s(t) - s(t)] } 



Let h(t) denote the impulse response of the filter and write the mean-

squared-error as 

00 

E{[s(t) - f 
-oo 

2 x(t - a) h(a) da] } 

Using the orthogonality principal, it can be shown (17) that a minimum 

results if 

00 

R (T) = J R (T - a) h(a) da sx xx 
-00 

or if 

S (f) = S (f) · H(j 27rf) sx xx 

1 Assuming n(t) and s(t) are uncorrelated, then 

H(j27rf) = 
s (f) 

SS 

s (f) + s (f) ss nn 

A solution to the problem described above, then, does rely upon 

one's knowledge of the power spectral density of the noise, namely 

2 

S (f). Since the power spectral density makes use only of second-order 
nn 

statistics, the filtering problem motivated a study of the second-order 

statistical properties of thunderstorm noise. 

11t is pointed out that H(j27rf) can 
by aqding constraints upon the solution. 
illustration, this seems unnecessary. 

be made physically realizable 
However, for the purposes of 
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1.2 Existing Solutions. There have been many studies of the 

spectra of atmospherics and the results are surveyed by Horner (12) and 

Uman (24). These studies were conducted in two different ways: (1) 

the Fourier transform was computed for short segments of storm data, 

i.e. one return stroke, a stepped-leader, etc.; and (2) the electro

magnetic signature was measured with a number of narrow band receivers 

and the spectrum was plotted directly as a function of time. The con

census of the investigators seems to be represented by the study of 

Arnold and Pierce (2). They found peak amplitudes of the frequency 

spectra for stepped-leader radiation, K-change radiation and return

stroke radiation at 20, 8 and 5 KHz, respectively, with corresponding 

relative peak amplitudes of 1:2:10. The spectral analysis reported 

above has been done using either deterministic or semitheoretical tech

niques. Arnold and Pierce develop the latter approach by considering 

an empirical spectrum resulting from (1) above, and then modify the 

spectrum using a statistical smoothing factor obtained theoretically. 

There have been numerous investigations of the first-order proba

bility density function of thunderstorm noise and its envelope. Horner 

(12) reports that the first-order probability density function of the 

amplitude of broadband storm noise is log-normally distributed. Horner 

(12) also reports that the density function of narrow band envelopes is 

either log-normal or Rayleigh distributed depending on center frequency 

and bandwidth. To the author's knowledge, statistical descriptions of 

the amplitude of thunderstorm noise have been confined to first-order 

probability density functions. 
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1.3 Present Contribution. The contribution offered in this study 

is a statistical description of the thunderstorm, as a source of noise 

interference, during periods of intense sferic activity. The data seg

ments under study e~hibit the type of sferic activity existing in the 

presence of an intense build-up preceding a discharge, or occurring 

while a discharge is in progress. The statistical characterization is 

formulated through the estimation of time averaged autocorrelation and 

power spectral density functions. It is believed that this description 

will be a useful contribution toward the design of filters to minimize 

thunderstorm interference in a mean-square-sense. 

A brief outline of the study begins with the discussion in Chapter 

II concerning the calibration of the data gathering instrumentation and 

illuminating some of the limitations placed on the study. In Chapter 

III, the phenomenon of the lightning discharge is discussed, and an 

approximate model is developed to illustrate the effects of propagation 

and the frequency response of the measurement system. The essence of 

the study is contained in Chapters IV and V. In Chapter IV, three seg

ments of 0.75 second duration are investigated to determine whether or 

not the assumption of wide sense stationarity is valid. Proceeding 

from the assumption of wide sense stationarity, the text of Chapter V 

investigates the credibility of estimating the time averaged autocorre

lation and power spectral density functic;ms by time averaging over each 

data segment. For the interested reader, a mathematical treatment of 

this technique of estimation is offered in Appendix A along with the 

computerized implementation given in Appendix C. 



CHAPTER II 

INSTRUMENTATION 

2.1 Introduction. This chapter discusses the technique of data 

gathering and subsequent processing of the electromagnetic field signa

ture. The sensing apparatus is mounted on board a D-18 twin engine 

Beechcraft airplane. A description is offered of the measurement elec

tronics, the flight pattern used by the aircraft while gathering data 

and the technique of analog to digital conversion. 

2.2 Data Gathering. The vertically polarized electromagnetic 

field is sensed through the use of a five foot vertical whip antenna 

mounted atop the fuselage of the airplane. The signal flow path is 

shown by the block diagram illustrated in Figure 1. The signal at the 

antenna terminals is first fed through a cathode follower which acts as 

a buffer b~tween the antenna and the preamplifier. The output of the 

preamplifier is, then, fed through a second cathode follower stage 

which acts as a buffer between the preamp and the main amplifier. After 

the signal has been amplified by the main amplifier, it is recorded on 

magnetic tape. For the interested reader, a detailed circuit descrip

tion of the measurement electronics is offered in Appendix D. 

Once the measurement system had been assembled, the next logical 

consideration was the calibration of the system. Because this measure

ment apparatus was expected to record field changes in the LF(0-300 KHz) 

band, the problem of calibration was an extremely difficult one to 

c; 
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solve. The essence of the problem was that of calibrating an antenna 

in this frequency range, The problem was further complicated by the 

fact that the calibration had to be done with the antenna afixed to the 

aircraft, thereby taking into account the perturbing influence of the 

airframe geometry. Ideally, one would want to measure, while in flight, 

the system response, as a function of frequency, to a known field gen

erated by a previously calibrated antenna. Before developing an elabo

rate calibration capability, the question arose, could one settle for a 

relative measurement as opposed to an absolute measurement? It was con

cluded that for the purposes of this study a relative measurement would 

be more desirable than an absolute measurement. Specifically, since 

this study is concerned more with the structure of the second-order sta

tistics as a function of the various data segments than it is with the 

absolute amplitude on any particular segment, the task of calibrating in 

an absolute sense presented an.unnecessary complication. A calibration 

curve was obtained by applying a constant amplitude sinusoidal signal 

across the first cathode follower input terminals of Figure 1. The sys

tem .response was measured as the frequency of the sinusoid was varied. 

Hence, there resulted a plot of the absolute value of the Fourier trans

form of the system impulse response as a function of frequency. This 

curve is shown in Figure 2. The frequency response plot describes the 

instrumentation response in a composite sense. Specifically, it takes 

into account the measurement system characteristics and the response of 

the replay electronics with a 32:1 time base expansion of the recorded 

storm signature. Because it was thought that this calibration technique 

may have altered, in a significant way, the capacity coupling between 

the antenna and the airframe, and presented an invalid frequency 
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response curve, a second calibration technique was implemented, This 

technique involved no physical attachment to the input of the measure

ment system. It consisted of operating a spark generator in the vicin

ity of the aircraft. The spectrum of the radiated field of the spark 

was known a priori to be flat over the range 1-100 KHz. Because the 

current in successive sparks varied significantly, the calibration in

struments displayed fairly erratic behavior; however, by smoothing, a 

curve almost identical to that of Figure 2 was obtained. The exception 

was a slightly more rapid fall-off in frequency above 10 KC. It is be

lieved that the curve of Figure 2 is the more accurate of the two be

cause of the inconsistency of the source in the spark generator method; 

however, because of the near agreement it is concluded that the antenna 

characteristic is flat over the spectrum of interest. 

The data gathering is done by flying the airplane in an elliptical 

path in the horizontal plane at an altitude of five to six kilometers 

centered some thirty kilometers from the storm cell. Generally the 

flight path is executed by flying in one direction for ten minutes, 

making a 180° turn and flying in the opposite direction for ten minutes. 

This then modifies the elliptical path proportional to wind velocity 

and the resulting drift of the storm cell itself, the objective here 

being one of maintaining the path as near constant as possible with re

spect to the storm cell. 

2.3 Analog to Digital Conversion. Because the recording bandwidth 

capability increases proportional to tape speed, the data recording is 

done at a tape speed of 60 inches per second for a duration of one min

ute every five minutes. To convert the data to digital form for com

puterized reduction, a data processing assembly has been designed, The 
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processing assembly consists principally of a Sangamo Model 4744 mag

netic tape replay unit, an EECO 761A analog-to-digital (A/D) converter, 

an HP-2115A computer and an HP-3030 9 track digital tape transport. 

The analog data tape is recovered by the replay unit and is fed into 

the A/D converter. The digitized data from the A/D converter is then 

transmitted to a memory buffer in the HP-2115A computer. Concurrently, 

another memory buffer in the computer is transmitting the previous 

block of digital data to the HP-3030 tape transport. The internal 

timing logic of the computer interchanges the functions performed by 

the two memory buffers so that the analog data can be digitized contin

uously. Because the highest allowable sampling rate is 25 KHz, without 

skipping analog data, the analog data tape is replayed at a speed of 

1 7/8 inches per second. This results in a 32:1 time base expansion 

and, correspondingly, the Nyquist sampling rate is reduced by a factor 

of 32. Because the computational time required for data reduction is a 

function of the number of sampl~s characterizing a particular segment 

of data, it was deemed necessary to sample at as slow a rate as possible 

without producing excessive aliasing errors. Using this criteria, a 

sampling rate of 20 KHz was chosen, implying an unaliased bandwidth ca

pability of 320 KHz in the original data. In view of Figure 2 this 

sampling rate seemed reasonable. In addition, memory buffer blocks of 

2000 sample points each were used, each block containing 1/32 millisec

ond of real time data. To offer some insight into the quantity of data 

being handled, typical records of 3/4 second require 480,000 sample 

points to characterize the segment. 

The word format used by the HP-2115A is 16 bits, where bits 0-14 

represent the number in integer binary form and bit 15 is the sign bit. 
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A program has been developed for use on the IBM 360/50 to convert the 

sample points into a 32 bit format where bits 0-23 represent the number 

in integer binary form, bits 24-30 are the base ten exponent in decimal 

and bit 31 is the sign bit. Hence, there results a real, floating 

point format. This final step then generates a third data tape from 

the one produced by the HP-3030. Once the third tape is generated, the 

data are ready for the reduction process described in Appendix A, using 

the program of Appendix C. 

In sununary, two areas of special significance discussed in this 

chapter are reemphasized. The first is the overall frequency response 

of the measurement system. Because the passband, or 3 db points, is 

from 6.5 to 30 KHz, it will be this portion of the thunderstorm noise 

spectrum which will receive greatest attention in the discussions of 

later chapters. It should be pointed out that this restriction is not 

as severe as it may seem at the onset. As reported in Chapter I, it is 

generally accepted as fact that the spectral content of a lightning 

discharge peaks between 5-10 KHz, and the electromagnetic field spectrum 

is reduced by a factor of approximately 10 at 20 KHz (2). Hence, in 

spite of the fact that there currently exists limited communication 

activity in this frequency band, the study concentrates on that portion 

of the spectrum where the amplitude of the measured thunderstorm signa

ture is large with respect to the internally generated noise in the 

sensing instrumentation. 

A second area of particular significance is the quantity of samples 

which must be used to characterize the data segment. For example, to 

replay 3/4 second of data requires 24 seconds of real time, and as men

tioned previously 480,000 sample points are recorded on the HP-3030 



tape reel during the replay. Following conversion of this tape to a 

tape with 32 bit words, the program described in App~ndix C computes 

the second-order density function. The result is printed in thirty 

12 

9 x 9 matrices, one matrix for each value of T, Additionally, the pro

gram computes the autocorrelation function for thirty different values 

of T and uses this result to compute-the power spectral density function 

in 64 increments of 1 KHz. The actual CPU time involved is, typically, 

1 hour and 30 minutes. Hence, the data handling portion of this study 

presented a problem of tying up the IBM 360/50 for sustained computing 

periods. 



CHAPTER III 

LIGHTNING AND PROPAGATION MODEL 

3,1 Introduction. Since lightning disch~rges produce the most 

dramatic features of the electromagnetic signature recorded during a 

thunderstorm, an account is given of the sequence of events occurrin~ 

during a discharge. A model describing the propagation of the changing 

electric field is then derived, and incorporating empirical data, the 

noise power spectral density is predicted. 

3 .. 2 The Lightning Process. The probable distribution of thunder

cloud charges as reported by Uman (24) is shown in Figure 3. The solid 

black circles indicate locations of effective point· charges, typically 

P = +40 coulombs, N = -40 coulombs and p = +10 coulombs. These charged 

regions are created in a manner not completely understood at this time 

by the turmoil of wind, water and ice in the presence of a gravitational 

field and a temperature gradient. One way in which these charges are 

neutralized is the cloud-to-ground lightning discharge, or flash, which 

consists of one or more strokes, each stroke being preceded by a leader 

1 streamer. The leader process propagates from the cloud-to-ground and 

is followed immediately by the 11.llllinous return stroke propagating back 

up the ionized channel. There are generally three to four strokes per 

1 The sequence of events and parameters quoted. in this text rega:rd.-
ing the lightning flash a.re those reported by Uman (24). 

1~ 



14 

flash. The streamer preceding the.first return stroke is termed the 

steppe<l-leader. The stepped-leader process begins with a local electri

cal breakdown between the N and p regions of the thundercloud. The re-

sulting strong concentration of negative charge at the cloud base pro-

duces an electric field which causes a negatively charged column to de-

scend toward the earth. The streamer is called a stepped-leader because 

it descends in a typical step of SO meters and then pause~ for approxi

mately SO µsec before proceeding downward again. Its average velocity 

is about l.S x 105 m/sec and it carries approximately 100 amperes near 

ground. 

:E 
~ 

-L&J 
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~ 
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16 
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2 'J ~ 
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Figure 3. Probable Distribution of 

Thundercloud Charges 
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When the negative column is near the earth's surface, the resulting 

high electric field causes upward-moving discharges from the ground 

toward the leader tip. As one of these discharges contacts the stream

er, the tip becomes grounded while the remainder of the leader has a 

distributed negative potential back up the leader channel. The return

stroke process carries the ground potential back up the leader channel, 

propagating up the ionized channel at a typical velocity of 5 x 107 km/ 

sec and carrying currents in the order of 20 KA. 

Upon the completion of the first return stroke, the top of the 

channel is left positively charged with a strong electric field existing 

between the top of the channel and the remaining negative charge in the 

cloud. Positive streamers, called J-streamers, advance upwards and out

wards reaching pockets of negative charge and establish negative recoil 

streamers within the cloud. The field changes due to these negative 

recoil streamers are called K-changes, When the positive charge has 

been neutralized, a negative charge may collect at the top of the chan

nel with sufficient density to start a second leader toward the ground. 

This second leader is called a dart leader and differs from the stepped-

leader in that it propagates toward the earth in one continuous movement. 

A typical velocity for the dart leader is 2 x 106 m/sec. The second 

retu:rn stroke then propagates back up the ionized channel established 

by the dart leader. The dart leader-return stroke process continues 

until the negative charge can no longer sustain a new leader. 

Intracloud discharges generally occur between an upper positive 

charge center and a lower negative charge center. A stepped-leader of 

the type occurring in ground discharges propagates between the two 

charge centers. There appear to be relatively weak.return strokes 
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occurring as the leader contacts charge pockets of polarity opposite to 

that of the leader. 

An approximate model will now be developed, showing how these 

strokes are reflected in the data recordings. 

3.3 Electric Field and Propagation Model. Consider the current 

filament shown in Figure 4. 

x 

z 

+L 

z = 16,000 feet 

~----w~~~~..&.-~~~----Y 

-L 

Figure 4. Coordinhte System for the 
Propagation Model 

Assume that the filament carries a current given by 

where 
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2.0 x 4 a. = 10 /sec 

13 = 2.0 x 5 10 /sec 

1.0 x 3 y = 10 /sec 

IO = 30 KA 

Il = 2.5 KA 

Further, the length of the filament is assumed to grow at a rate given 

by 

where 

-vt 
V = VO e 

v0 = B x 104 km/sec 

" = 3 x 104/sec 

Using these parameters, the magnetic vector potential A can be written 

as 

L -a.Ct-r) -sct-r) -y(t-r) 
AZ = ....!!.. f . { I [ e c - e c ] + I 1 e c } dh 

4n -L 0 r 

where L is the length of the channel at time t-r/c and the lower limit 

introduces the effect of terrain reflection. Since r = /cz-h) 2 + y2, 

the integral can be broken up into three separate integrals of the same 

fonn given by 



Let h be measured from Z, and expand the exponential in Taylor series 

form, 

a /h2 2 - +y c e 

The integral now appears 

Define the function f(.!!) as follows: c 

N 3 1 h3 2 4 1 (""' C h) Ca' -+ c) 3T 3 + Y . + c) 4 ! 

+ ••• 

18 



Hence 

A = ...R {I [e-at f(!:.) - e-St f(!)] + I e-yt f(1..)} 
Z 4TI 0 C C 1 C 

The magnetic field intensity can now be determined by the following 

relation, 

-+ 1 -t 
H = - (V x A) 

µ 

By observing that since P is in the Y-Z plane, the vector identity 

l<j> = -1 can be used to obtain x 

Using, 

_ _.Y __ + (a) 2 .!., .!_ [ yh 

I 2 2 c 2 • 2 /,..-..,....2__,...2 
h +y h +y 

J L-z 

-L-z 

y 

the magnetic field intensity can then be computed from 

19 



af(a.~ af(!) af(Y~ 
H = _ .!_ {I [e -a.t c -St c ] + I -yt c } 

• 4w o ay. - e · ay 1 e ay 

The electric field intensity is determined from 

E = .!.... J (V x H) dt 
EQ 

-+ 
and from the definition of (V x H), the E component is 

z 

E = .!.._ f .!_ !_ (y H ) dt 
z e0 y ay • · 

Expansion of the inegrand results in 

The expression for E is approximated using a formula offered by z 

Hildebrand (9) , 

where f(x) is an arbitrary function which is Riemann integrable with 

respect to x, this expression being essentially Simpson's ru_le. Let 

the sample separation be 5 µsec and x0 = r 0/c, ta.king into account a 

finite propagation interval and compute, 

20 



2 2 
+----.;.._---+ 

ch + I h2+y2) I h2+y2 

+ !. ----------
2 h + I h2+y2 

21 
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A computer program was written to carry out this simulation. The 
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power spectral density is shown in Figure 5 before the effects of atmos~ 

pheric attenuation are taken into account, and after these effects are 

considered. The propagation characteristic of the atmosphere used 

here, is reported by Horner (12) and was obtained empirically by study

ing the spectra of the same atmospheric recorded at widely spaced sta~ 

tions. Theoretically, the phenomena of low frequency propagation have 

been explained in terms of waveguide modes of propagation in the space 

between the earth and the ionosphere, Propagation is dependent upon 

the height of reflection in the ionosphere and on the electrical proper

ties of the ionosphere and the ground. Models of the waveguide mode of 

propagation are generally based on the assumption that the ionosphere 

and the surface of the earth are smooth, sharp boundaries and that the 

earth's magnetic.field can be neglected. A survey of these studies is 

offered by Horner (12), pp, 148-149. Finally in Figure 6 the effects 

of the instrumentation are accounted for. These two figures represent 

the.essence of the problem in studying a phenomenon such as thunderstorm 

noise, namely that of discerning the field generated by the storm cell 

from the signal which is recorded by the measurement apparatus. Clearly 

the electromagnetic field experiences a number of perturbing influences 

before reaching the sensing instrumentation. After reaching the meas

urement system, the signal is further modified by the system response. 

Ideally, if one could characterize al.I these influences, the process 

could be reverseq, and there would result a pure and unperturbed des

cription of the .thunderstorm electromagnetic field. 

ln summary, the central thought in this chapter has been that of 

demonstrating how the recorded data is related to the actual magnetic 

signature of a thunderstorm. Modifications taken into account were 
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first of all, a reflection from the earth's surface using image theory 

in the field equation for magnetic vector potential. Secondly, the 

signature was altered in accordance with the effects of atmospheric 

attenuation as reported by Horner (12), and it appears that this effect 

is negligible above 7 KHz. Finally, the field is modified by taking 

into account the calibration curve of the data gathering instrumenta~ 

tion. · The thoughts developed above, then, will be reconsidered in the 

discussion of the results of data reduction. 



CHAPTER IV 

AN INVESTIGATION OF SFERIG STATIONARITY 

4.1 Introduction. It would appear that the study d,iscussed in 

this chapter provides an a priori justification for the stationary ap

proach .used in the data reduction of Chapter V. Actually, the data were 

first reduced, and the.results indicated that·the stationary assumption 

might be justified. The three data segments which are investigated in 

this chapter, then, were selected through a cut~and-try application of 

the data reduction technique; however, the .natural order of logic, as 

in a mathematical proof, dictates that the stationary argument precede 

the discussion of stationary data reduction. The study of .sferic sta

tionarity is based on the assumption of a shot noise model. The data 

are analyzed to determine whether or not this model reasonably describes 

the storm signature. 

4.2 Statement of ·the Stationary Hypothesis. Stated in its simp

lest terms, the hypothesis being tested is that the sferic trigger.mech

anism can be modeled by a Poisson.impulse process, whose parameter is 

independent of time. The investigation is separated into a two step. 

inquiry: first, is the Poisson impulse model a reasonable description; 

and secondly,. if the conclusion to the firs~ part is .in the affirmative, 

is the Poisson parameter constant over the interval of interest? Before 

embarking upon the study of the data themselves, a model will be devel-: 

oped which illustrates the hypothesis in greater detail. Then, it will 
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be demonstrated how the investigation of the data will be carried out. 

Consider the block diagram shown in Figure 7. The signal z(t) is 

the sferic triggering mechanism and s(t) is the signal recorded by the 

instrumentation discussed in Chapter II. The network h(t), then, repre-

sents the waveform of the sferic, its modification by propagation, and 

the effects of the measurement system. The problem is one of relating 

the statistics of s(t) with those of z(t), and as a preliminary step in 

the study, this will be done on a theoretical basis. In this way, the 

full extent of the hypothesis under test will be illustrated. 

___..t~t-z~t1~!--t--~~~1--h_(1_) __ 1~ ~&~'~'~ffi~s~~t)~A--·~· 

Figure 7. Simplified Block Diagram 

First, the statistics of z(t) are formulated. Let z(t) be a se-

quence of impulses which is characterized mathematically as follows, 

z(t) = I o(t - t.) 
1 i 

Further, it is hypothesized that for any interval (t1,t2), the proba

bility of finding k impulses in that interval is 

k = O,l,2, •.. 
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This is the Poisson probability density function with parameter A.(t). 

!£ the average incidence of impulses varies as a function of .time,. then 

A.(t) will be a function of time and the process, z(t), is called a 

Poisson impulse process with a nonuniform density in the rate of occur-

rence. If the-average incidence of impulses is the same for every 

(t1,t2) in the time interval of interest, then A.(t). is time invariant 

and the process z(t), exhibits wide sense stationarity. Specifically, 

a process is said to be wide sense stationary if its mean value is a 

constant and its autocorrelation, R(tpt2), depends only .on. t 1 - t 2, 

i.e. 

E{z(t)} =µ=constant 

To show that z(t) is wide sense stationary for constant A. on the inter-

val (t1,t2), consider its mean and autocorrelation as given by 

Papoulis (17) •. 

E{z(t)} = A.(t) 

If A. is time invariant, then 

E{z(t)} =A. 

Th,ese. statistics will be used to determine the statistics of s (t) .. 

s(t) is related to z(t) by h(t), and it is characterized mathe-

matically by 
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sCtJ = I hCt - t,J 
. 1 
1 

To formulate the statistics of s(t), assume that h(t) is an ideal band-

pass filter whose impulse response is, 

h(t) 

The Fourier transform of h(t) is as shown in Figure 8. The bandpass 

assumption seems reasonable in view of the instrumentation characteris-

tic described in Chapter II, i.e. no DC component. Thus, s(t) is called 

shot noise, and for nonuniform A(t), its mean and autocorrelation are 

given by Papoulis (17), 

E{s(t)} = A(t) *h(t) = f A(t - T) h(T) dT 
-oo 

where * denotes convolution. If A is time invariant, 

E{s(t)} = AH(O) 

00 

R (T) = A2H2(0) + A f h(T + B) h(B) dB 
SS 

Since H(O) = 0, then 

E{s(t)} = 0 

R (T) = A f h(T + B) h(B) dB 
SS 

Thus, if it can be shown that z(t) is a Poisson impulse process with 

uniform density and that h(t) is a linear time invariant system, a case 
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is developed justifying the reduction of thunderstorm data, s(t), using 

procedures applicable to stationary analysis. Specifically, R would 
SS 

be a function of one variable T = lt1 - t 21 and not two variables, 

(tl,t2). 

•• H(jw) 

.. 1 

Figure 8. Idealized Bandpass Filter 

-w 

An alternate statistic which can be used in testing for constant A 

is the waiting time between impulses (For a detailed derivation of the 

following development, the interested reader is referred to Hogg and 

Craig (10), pp. 91-92.). Let w denote the time between impulses as in 

Figure 9, such that 

w. = t. t. 1 
1 1 1-

If the w. 's are mutually independent, with uniform density, then 
1 

Thus, 

-AW 
f (w) = Ae U(w) w 



This implies that 

F (w) = w 

0 

AW= -in[l - F (w)] w 
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w < 0 

w > 0 

w > 0 

and if -in[l - F (w)] is plotted as a function of w, the result will be w 

a straight line with a slope of A, if A is constant. 

1-w, ·I· 'N2 .. , . W3 I· w4 .. ,. W5 --I 

J t t t t t 
t I t2 ts t4 l5 

·Figure 9. Waiting Time Between Impulses 

To conduct the test of the stationary hypothesis, the data are sub-

divided into a multiplicity of segments. Each of the three thunder-

stonn records are 0.75 seconds in duration, and each has been quartered 

to form four segments of 187.5 milliseconds. Each of these segments 

has been further subdivided into six strips of 31.25 milliseconds. The 

original reason for this particular subdivision was to reproduce the 

data on 8 x 10 glossy prints from 35 mm film; it resulted that this also 

produced convenient segments for the investigation of stationarity. 

The essence of the problem in conducting this investigation is 

that of identifying the separate impulses in a burst of sferic activity. 
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For example, a typical segment of data is shown in Figure 10. Consider 

Pulse #1, lasting typically 250 microseconds . It seems particularly 

attractive to assert that this pulse resulted from one triggering im

pulse. Pulse #2 is typical of the record of a continual burst of ac

tivity lasting usually 2 to 3 milliseconds . It does not seem as likely 

as for Pulse #1 that there exists a single triggering impulse. If an 

arbitrary threshold were established such that for every excursion the 

data makes above the threshold, an impulse is assumed to have occurred, 

then the impulses are not too dense to be credible for a pulse of type 

#3; however, for Pulse #2 an unreasonable result would be obtained . 

r4'PULSE No~ULSE No. 2 ~LSENo. 3 

. · .~ 

l.___~w_'~-~-w-2-----l---i 
Figure 10 . Typical Segment of Thunderstorm Data 

It appears desirable to treat all three pulse types as having each 

resulted from single triggering impulses. Although some impulses will 

not be accounted for, (i.e. Pulse #3 may have resulted from three trig

gering impulses close in time) the preponderance of the data is composed 

of pulses like Pulse #1, and hence, the percentage error will be small . 
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As a check Qn the validity of this argument, the pulse widths will be 

recorded along with the estimates of A. An implication of this view-

point ·is that estimates of A, based on a pulse cou,nt, will almost cer-

tainly reflect a somewhat lower density than that which actually exists. 

One estimate of A will be generated on each record of 0.75 seconds 

of storm data. This will be computed from 

A = number of pulses 
T = 0.75 sec 

Using A and the.Poisson density function, a theoretical plot of the 

pulse distribution can be made for the constant A. case. In addition, 

for every 187.5 millisecond segment, an empirical density function will 

be plotted by counting the number of .pulses in each 31. 25 milliseconds 

of the data .. The empirical.density function will be compared with the 

theoretical density function to test .the Poisson hypothesis. 

As a check on these two measurements, i.e. the pulse width and 

number of pulses, a third and final me~surement is to be considered. 

It is the waiting time between pulses. This second estimate of A can 

be obtained from an· empirical distribution of the waiting time by plot-

ting -11.n [l - F w(w)] as a function of w. If this results in a straight 

line, then A is constant and equals the slope of the line. This compu-

tation will be carried out for every 187.5 milliseconds of storm dat~. 

Hence, four curves will result. for each record. It should be pointed 

out that the measurement of waiting time is made·as illustrated in Fig-

ure 10. This is a convenient method of measurement because, first of 

all, the quiet periods are very well defined and, secondly, this avoids 

the quandry of where the impulse occurred (i. e" where within the burst) 

or even.if a multiplicity of impulses occurred. Because the waiting 
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times are not referenced to points in time, rather, separated by the 

pulse widths, it is expected that the resulting estimate of A will be 

higher in value than that which actually exists. Certainly, it will be 

larger than the estimate produced by counting pulses. 

Summarizing, the investigation of stationarity proceeds from the 

premise ·that a large number of the pulse widths are short with respect 

to the measurement interval. Using these pulses, A is estimated in two 

ways and an empirical density function is estimated. These estimates 

are then used to see if (1) the process can be modeled by a Poisson 

triggering mechanism and (2) if the Poisson trigger has a constant 

parameter. 

4.3 Results of the Study. The three measurements mentioned above 

were taken from the analog data of Record #1 and are shown graphically 

in Figures 11 through 16. Overall, 164 pulses were identified and, of 

these pulses, approximately 75 percent had a width of one millisecond 

or less. Because of this relatively narrow pulse width, the 31.25 mil

lisecond base period seemed reasonable. The pulse widths as a function 

of the 187.5 millisecond quartiles of Record #1 are shown in Figure 11. 

If the 164 pulses were uniformly spread over the record, one would ex

pect a Poisson distribution with A = 219/sec. For this A and t = 31.25 

milliseconds, the Poisson density function would peak at 6 pulses. 

Shown in Figure 12 is this plot in solid lines as compared with the 

dotted histogram obtained empirically. The first t~ree segments are 

suggestive of a Poisson density function peaking at 7 pulses while the 

fourth segment indicates a peak around 4 or 5 pulses. From these plots, 

it is concluded that the Poisson model may be valid; however, the con

stancy of A is suspect. In an effort to resolve this point, attention 
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is directed to Figures 13 through 16. These are plots of -in[l - F (w)] w 

as a function of waiting times for the four segments of Figure 12. A 

straight line fit was approximated for each set of data points, and an 

estimate of A was obtained by computing the slope of the line. The 

straight line approximation is shown as a solid line in each graph, 

while a second line, shown dashed, was obtained by averaging the four 

A's. As expected, the A estimated by this approach is somewhat greater 

in value than that estimated by counting pulses. Viewing these four 

graphs in a composite sense, it is observed that the straight line ap-

proximations of Figures 13 and 14 are probably the least appropriate. 

The data appear linear for waiting times of 6.25 milliseconds or less, 

but the slope increases sharply above this point. A plausible explana-

tion of this effect could lie in a change in A within the data segments. 

Another possible explanation is that these sharp slopes occur at the 

tails of the distribution function, and may thus be statistical fluctua-

tions not unexpected of a small sample size. 

Consider the graphs of Figures 15 and'l6. Although the straight 

line approximations seem to provide a reasonable. fit for the data in 

these segments, there exists a fairly significant difference in the 

slope of the lines. This indicates a substantial change in the density 

of pulses. Thus, it is believed that a claim of stationarity based on 

these two segments of data, alone, is unreasonable. 

Reviewing the data presented in light of the preceeding discussion, 

the following is concluded: (1) A Poisson model of the triggering 

mechanism seems reasonable, particularly if A= A(t); (2) the case for 

constant A, in a strict sense, lacks credibility; however, (3) it 

appears that the first three segments of data can be approximated by a 
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constant A, and in spite of the sharp drop in pulse distribution, there 

is a large portion of the record over which a stationary Poisson approx~ 

imation seems reasonable. This conclusion is reached by observing the 

apparent credibility of the straight , line approximations to the waiting 

time data and using the assumption of mutual independen~e of the waiting 

times. Hence, it is believed that stationary methods of analysis will 

produce credible results for Record #1 . 

The corresponding measurements for Record #2 are presented graphi

cally in Figures 17 through 22. Comparing the distribution of pulse 

widths shown in Figure 17 with the corresponding measurements of Record 

#1, it is noted that of the 177 pulses identified in Record #2, approx

imately 75 percent of the widths were 600 microseconds or less . If the 

177 pulses were uniformly spread over the record, one would expect a 

Poisson distribution with A = 236/sec. If t were taken to be 31.2 mil

liseconds, this would imply a peak in the Poisson density function at 7 

pulses. Shown in Figure 18 is this plot in solid lines as compared with 

the dotted histograms obtained empirically. The histograms do not pre

sent the case for a Poisson distribution as convincingly as does the 

corresponding plot for Record #1. This is due primarily to the sub

stantial variation between the data segments of the number of pulses 

and the pulse widths . It is believed that because of the one or two 

lengthy pulses found in each of the first three segments, a multiplicity 

of triggering impulses are hidden within the pulses. Thus, based on 

the graphs of Figure 18, it appears that the results are inconclusive. 

However, the quandry can be resolved by a review of the distributions 

of waiting times shown in Figures 20 through 22. Generally, the 

straight line approximations seem to provide a fairly credible fit to 

~ 
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the data, the worst case being the fourth segment. It appears . that the 

final data segment is exhibiting a nonstationarity of the type found in 

Record #1; however, it seems that the straight line fit is nonetheless 

reasonable. Because of the relatively close agreement of the slope of 

the lines to a median slope, with~n say.:!:_ 10%, there appears to be a 

fairly credible case for a stationary model. Reviewing the data pre

sented in a composite sense, the following is concluded: (1) again, 

there seems to be a reasonable likelihood that the trigger mechanism 

can be modeled by a Poisson distribution, and (2) there appears to be a 

reasonable case for an assumption of uniform density, or constant A, 

throughout the record. Hence, it is concluded that Record #2 is also 

amenable to al'\alysis in a stationary sense. 

A final set of measurements for Record #3 are presented graphically 

in Figures 23 through 28. A comparison of the distribution of pulse 

widths shown in Figure 23, with the corresponding measurements of the 

two previous records, reveals that of the 197 pulses identified in Rec

ord #3, approximately 75 percent of the widths were 600 microseconds or 

less. If the 197 pulses were uniformly spread over the record, one 

would expect a Poisson distribution with A = 263/sec. If t were taken 

to be 31.2 milliseconds, this would imply a peak in the Poisson density 

function at 8 pulses. This·. plot is shown in Figure 24 in solid lines as 

compared ~ith the dotted histograms obtained empirically. Viewing the 

histqgr~s, it appears that the Poisson assumption is not altogether 

unrea~onaole; however, a constant A cannot be supported by this evidence 

alone. To further investigate the behavior of A, attention is directed 

to the distribution of waiting times shown in Figures 25 through 28. 

Overall, it is .believed that the straight line approximations in these 
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graphs provide a credible fit to the data. It is observed that there 

exists a slight reduction in the slope of the data suggested above 6.25 

milliseconds as compared with shorter.waiting times. This effect is 

particularly predominate on the data shown in Figures 25 and 26. It is 

believed that this effect is, again, due either to a nonuniform density 

of pulses or a statistical fluctuation of a small sample size. Because 

of the relatively close agreement of the slope of the straight lines to 

a median slope, within say~ 10%, there again appears to be a fairly 

credible case for use of a stationary model. Reviewing the data pre

sented in a composite sense on~e again, the following conclusions are 

drawn: (1) there appears to be adequate justification to model the 

triggering mechanism by a Poisson distribution, and (2) there seems to 

be a reasonable case for an approximation of uniform density, or con

stant A, throughout the record. Hence, it is concluded that the record 

is amenable to analysis using stationary methods. 

4.4 Summary and Gonclusions of the Investigation of Stationarity. 

To the author's knowledge there have been no studies of this type made 

on thunderstorm data. There have been studies conducted with regard to 

the waiting time between lightning flahses, and there have been investi

gations of the distribution of waiting time between short term changes. 

However, the author knows of no reported attempt to determine whether 

or not the thunderstorm signature is stationary over short time inter

vals. One assumption which seems valid with regard to the short term 

changes and appears questionable with regard to the luminous flashes, 

is tha.t of mutual independence among the waiting times. 

It is concluded that this study provides reasonable cause to be

lieve that the three segments are amenable to stationary analysis. 
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Hence, the following conclusions are drawn with regard to the-study of 

stationarity: (1) a Poisson model for the sferic triggering mechanism 

seems reasonable, particularly if A.= A.(t); (2} with the exception of 

segment four of Record #1, the data sets selected have constant A.'s 

within .:!:_ 10%; and ( 3) the data can thus be analyzed wi.th the assumption 

of wide sense stationarity without serious loss of credibility or 

accuracy. 



CHAPTER V 

RESULTS OF THE DATA ANALYSIS 

5.1 Introduction. The data reduction theory developed in Appendix 

A was implemented in the form of the computer program of Appendix C in 

order to analyze segments of data gathered from two thunderstorms of 

fairly homogeneous meteorological content. Specifically, selected data 

segments were serially reduced to yield an estimate, in a empirical 

sense, of the time averaged second-order density function. From this 

density function and based on the plausible assumption of wide sense 

stationarity developed in Chapter IV, an estimate of the autocorrelation 

function was computed. Applying the Fourier transform, the power spec

tral density function was estimated, A preliminary data reduction study 

was undertaken in an effort to determine the length of data segments 

amenable to the method of analysis. As a result of the preliminary 

study, three data segments of 0.75 second duration were selected for 

detailed analysis. Two of the segments were taken from one thunderstorm 

and the third segment was taken from a storm occurring three days later. 

5.2 Meteorological Description of the Thunderstorms Being Studied. 

Using the data gathering instrumentation referred to in Chapter II, the 

electromagnetic signature of several thunderstorms occurring in the 

Rapid City, South Dakota area were recorded during the Summer of 1969. 

A meteorological description of two representative thunderstorms, as 

reported by a meteorologist who was a member of the flight crew 



gathering data, follows (20): 

A polar front passed through the area of the Black 
Hills, South Dakota on Sunday the 13th of July. That front 
then stalled .and the mP air behind it became the air which 
spawned the hail and tornadoes during the subsequent week. 

On Monday, 14 July 1969, storm activity began shortly 
after.noon local Daylight time. Hail occurred early in the 
life of the storm but sferics remained of low intensity 
during that time, increasing rapidly only as the cloud height 
built rapidly. 

The early stage of the storm cell was well defined and 
cloud growth was readily visible. However, after about an 
hour and a half, convection was taking place everywhere along 
a roughly north-south line and fresh cumulus buildups seemed 
to merge with the older storm cell. Sferic activity became 
quite widespread, a!though not of great intensity after two 
hours. By that time (about 2 p.m. MDT) the storm system had 
become quite widespread and was a general area thunderstorm 
rather than isolated cells. Clo~d tops eventually reached 
35,000 feet and higher in some cases (50,000 feet during 
hail at Ellsworth AFB}. 

The storm of Thursday, July 17, occurred under condi
tions similar to those of the preceeding days. Cyclonic 
vorticity from the west came into the region at upper levels 
(10,000 to 20,000 feet) and triggered activity which used 
the.surface heating and slightly negative stability to cause 
the storms. During this storm, however, a much more intense 
line of activity was .evident west and north of the Black 
Hills region.· 

Hail and funnels were reported during this storm. Cloud 
tops went above 35,000 feet and occasionally to 50,000 feet. 
To an observer, this storm looked very much like the storm of 
14 July. However, the mature and dying phases of this storm 
were not as widespread as the earlier storm. 
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Various segments of storm data from these two thunderstorm records 

were subjected to computer data reduction, and the results of these 

preliminary trials are described in the next section. 

5.3 Preliminary Data Reduction Study .. The computer program des

cribed in Appendix C is actually a fourth generation program. It 

evolved as the investigation became more detailed. At the onset of the 

study three rather significant questions had to be answered concerning 

the handling of data. Firs~ of all, one had to determine how long a 

segment of data could be handled in a reasonable amount of computer 
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processor time. If this time were excessive, then an alternate investi-

gative approach had to be sought. A second question, which would play 

an important part in resolving the question of computer processor time, 

was that of determining how wide the amplitude windows should be in 

computing the probability density function, where the amplitude windows 

are slicing widths of the data amplitudes. On the one hand, one would 

like windows as small as possible in order to get a "highly resolved" 

probability density function and, hence, reduce the bias in the esti-

mate; however, each additional wind.ow imposes addition al computer. pro-

cessor time and requires additional storage space for the probability 

density function. Thus, there was the problem of minimizing computa-

tional time, making most efficient use of computer storage, and ma~ing 

the amplitude windows as small as possible. A third question which im-

posed a significant impact on the two questions above was, how long a 

time lag must be.considereci in forming an estimate of the autocorrela-

tion function? (:learly, for every increment in T, there must exist a 

corresponding estimate of the second-order probability density function, 

Hence, the preliminary data reduction study was undertaken to optimize, 
• 
in a cut-and-try investigative approach, the computer processor time, 

t 

the probability density resolution and the resolution of the .autocor-

relation as a function of T. 

Several initial computational runs were made, using artificially 

created data, to certify the performance of the program. For reasons 

of economy of .time and money, no large scale attempt was made at this 

point to resolve the problems mentioned earlier, in particular the pro-

cessing time. After verifying the performance of the computer program, 

a digitized data tape was generated from the thunderstorm signature 
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recorded July.14 during a period of fairly intense sferic activity. 

The first 320,000 samples, 0.5 second! of storm sl.gnature, were analyzed 
• 

using the computer. program. Arbitrarily, time lags of 12 .. s, 25, 50 and 

100 milliseconds were. chosen. Reflecting back on the choice of. time· 

lags, this was a fairly poor selection in view of the frequency response 

of the measurement system. Note that the lags corresp<:md to frequencie~ 

of 80, 40, 20 and 10 Hz. Amplitude windows of 2;50 volts centered about 

O, .!. 2.5, i 5,0, i 7.5 and.!. 10 volts were used. This voltage is meas-

ured at the A/D output after.replay amplification. The minimum ampli

tude window width was dictated by the amplitude of the 18. 75 KHz sin.u-

said added to the data. As shown in Appendix B, the effect of the 

18.75 KHz can be minimized by making the amplitude window equal to the. 

peak-to-peak amplitude of the· sinusoid. For these 9 matrices cnarac-

terizingtth~ second-order probability density function. The most 

striking characteristic of these matrices was that 98.% of the probabili-

ty mass was concentrated at the origin.or 

~{-1.25 ~ x(t) ~ 1~25, -1.25 ~ x(t + T) < 1.25} = .98 

for every T. The second point of interest was that the program used 52 

minutes of processor time. · Hence, the following conclusions were drawn: 

(1) the JJOOr spread in probability mass was apparently due· to a rela

tively low intensity of sferic activity; and (2) if the processor time 

were directly proportional to the number of time lags, then to increase 

the sample size of. T, the number of amplitude windows may have to be 

reduced, 

The second generation program was written at this point since 

severa~ significant changes.were suggested. In .the first program, disc. 
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storage was used to accommodate the anticipated lengthy time lags. 

Since the lags used appeare<l to be much·too large, the program was modi-

fied to do all computation in the high speed memory, doing away "'1ith 

the.access time on the.disc and, hence, reducing the processor time in-

volved. A new digitized data tape was generated from a period of ex-

tremely intense sferic activity. On the next series of runs the ampli-

tude windows were left unchanged but the program was .,expanded to acc;om-

odate 8 samples of'• .these being 1.56, 3.12, 7.81, 15.62, 156.25, 

781.25 µseconds and 1.56, 3.12 milliseconds. This run indicated a more 

desirable spread in the probability mass, typically 75 to 80% of the 

mass being concentrated at the origin. The data segment used for this 

trial was, again, 0.5 second in duration. The processor time used was 

25 minutes. The following conclusions were drawn as a result of the 

second generation run: (1) the study is limited to data segments of 1 

second or less due to processor time involved; (2) the data appear to 

become es1.sentially uncorrelated somewhere between 156. 25 and 781. 25 

µseconds; (3) data segments of extremely intense sferic activity should 

be used to obtain a reasonable spread in probability mass; and (4) it 

appeared that the amplitude data windows were reasonable and a further 

widening to reduce the number of windows did not seem necessary or 

desirable. 

h third generation program was written at this point to conduct a 

comparative investigation of several data segments from both storms. 

Specifically, the.first two .trials involved only two segments of 0.5 
i 

seconds duration, and it was desired to investigate the behavior of the 

second-order statistics over.representative samples from both storm 

records. Six data segments of 0.5 seconds to 1.5 seconds duration were 
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selected from each of the two storm records. These twelve data segments 

represented periods of extremely intense sferic activity. The program 

was modified to consider six data segments at a time, hence, two runs 

being necessary. Time lags of O, 1.56, 3.12, 7.8, 15.6, 23.4, 31.25 

and 39 .µseconds were considered. Thus, eight 9 x 9 matrices had to be 

generated for each of the six data segments, and then the autocorrela

tion function computed. The processor time used in these runs were 1 

hour and 23 minutes for the six segments of the first storm, and 1 hour 

and 47 minutes for those of the second storm. The results indicated 

that when the autocorrelation function was normalized to the average 

measured power, the .functions were nearly identical in spite of consid

erable variance in the distribution of probability mass. The probabil

ity mass concentrated at the origin ranged from 50% to 78%. Because of 

the close agreement of the autoc.orrelation functions out to lags of. 

39 µseconds, it was hypothesized that this similarity existed for all 

time lags. To further investigate this, the autocorrelation function 

had to be computed for time lags out to the point that x(t) and x(t + T) 

became uncorrelated. It was.concluded earlier that this occurred some

where between 156.25 and 781.25 µseconds. One data segment of 0.75 

seconds duration was arbitrarily selected and by cut-and-try application 

of the computer program, it was found that the process became essential

ly uncorrelated after 230 µseconds. Further, the autocorrelation could 

be characterized by 30 points corresponding to T = 0, 7.8, ... , 227 

µseconds in.increments of 7~8 µseconds. Because of the close resem

blance observed in the estimates among the twelve records studied, it 

appeared reasonable to refine the investigation to a representative 

sample of three. Hence, it was .decided to investigate three segments 
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of 0.75 second duration, two segments from the first storm and the third 

from the second storm. At this.point a fourth generation computer pro

gram resulted from the modification of the existing program. The new 

program considered data segments of 0.75 second duration and computed 

probability densities for 30 increments of .T. This resulted in thirty 

9 x 9 matrices, 30 sample points of the autocorrelation function and a 

power spectral density out to 64 KHz in increments of 1 KHz, Processor 

time involved was 1 hour and 33 minutes for each data segment, 

Summarizing the results of the preliminary data reduction stµdy, 

four important problems were solved, The first three problems were 

those mentioned at the beginning of this section, namely, (1) how long 

a segment of data could be handled? It was encouraging to find this 

result, 0.75 second, consistent with the theory of Appendix A; (2) how 

wide .should the amplitude windows be? The encouraging result here was 

that the compromise was no greater than it turned out to be. Specifi

cally, it would have been desirable to estimate a highly reso1ved prob

ability density function, but from the standpoint of processor time and 

the interfering sinusoid some resolution had to be sacrificed; and (3) 

how long a time lag must be considered? 'The relatively short time lag 

was a fortunate result because, now, all computation could be done in 

high speed memory without having to use the .disc and incurring high 

access times. The fourth problem solved was that of focusing the scope 

of the investigation.· Specifically, the second-order statistics of 

three data segments appeared to be representative of those studied 

- earlier, and it was determined to conduct a detailed investigation of 

these three, 
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5.4 Analog Content of Three Data Segments Selected for Study. 

The first two data segments, Record #1 and Record #2 were taken from 

approximately the mid-point of the magnetic tape recording of the.storm 

on July 14. These segments were separated in time by approximately 

five minutes. The motivation for the selection of these two records 

was first, that they were both 0.75 seconds in duration, and secondly 

they would indicate variations in the statistics on one member function .. 

It was conceivable that while each segment, separately, might appear to 

be wide sense stationary, they may vary considerably from segment to 

segment .. The third segment, Record #3, was taken from the final third 

of the recording of the storm occurring July 17. The description of 

the analog content, which follows, is a qualitative discussion as 

opposed to the quantitative study made in Chapter IV. 

Because of its representative nature, the entire signature of 

Record #2.is shown in Figures 29, 30, 31 and 32. The data are displayed 

with increasing time proceeding from left to right and continuously 

from the top line to the bottom line of each figure. The time scale is 

5,20 milliseconds per inGh. Assessing the sferic activity of this data 

segment, there appear to be two sustained strokes, i.e. greater than 30 

milliseconds in duration, occurring on lines 1, 2 and 3 of Figure 29, 

one sustained stroke on lines 1 and 2 of Figure 30, and a final sus

tained stroke on lines 1 and 2 of Figure 31. Scattered throughout this 

record there appear numerous short bursts of activity, typically lasting 

1 millisecond or less. It is observed that saturation effects in the 

equipment are exhibited in the data, particularly in line 3 of Figure 

29, Because this effect occurs relatively infrequently, it would appear 

to have been inadvisable to reduce the sensitivity of the measurement 



Figure 29 . Analog Signature of Segment 1, Record #2 
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to reduce the .incidence of saturation. · It may seem an apparent paradox 

that lengthy strokes are being discussed from the same data that in 

Chapter IV evidenced no pulse widths greater than 16 milliseconds. This 

point is resolved by the fact that., in the quantitative study, the . con- . 

tinuous strokes appeared to evidence surges which were separable into a 

succession of pulses. A case in point is line 3 of Figure 29. This 

line, although,evidencing mo~e or less continuous sferic.activity, was. 

nevertheless separated into 8 pulses. 

The·sferic ac~ivity of Record #1 consisted entirely of relatively 

short bursts and exhibited no sustained strokes. Figure 32 is repre

sentative of Record #1 in its entireity. The sferic activity of Record 

.#3 exhibited two sustained strokes-of approximately 45 milliseconds 

duration. The conspicuous characteristic of .this record was the high 

incidence of extremely short bursts as compared with the two previous 

records. This is evidenced in the study of Chapter IV where a prepon

derance of burst durations were 300 µseconds or less. 

A comparison of these analog data with the electromagnetic signa.,. 

ture recording reported by Arnold and Pierce (2), Malan (16), Kitagawa 

and Kobayski (15) and Uman (24), indicates two immediately apparent 

differences. First, a characteristic ·,peculiar . to the data gathering 

equipment is the ·.modulated sinusoid appearing during quiet periods. 

This signal originates in the aircraft electrical system and is coupled 

through the antenna,into the measurement system. The carrier frequency 

of this signal has been found.to be 18.75 KHz. A second difference is 

in the saturation effects of .the measurement system. In the data 

gathered by Arnold and Pierce (2), there is a considerable positive 

excursion of the recorded field upon the occurrence of a return stroke, 
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as compared to the field changes associated with the leader and junction 

streamer processes. It appears likely that the return strokes were the 

cause of the occasionql equipment saturation. Because of the relatively 

low incidence of return strokes and the relatively high incidence of 

lower amplitude rapid changes, it is believed that the elimination of 

near return strokes is not catastrophic.· 

5.5 Detailed Investigation of ·Three Segments of Storm Data. It 

seems appropriate at this point to discuss in general the development 

of this section and to relate some of the considerations given in this 

particular investigative approach. First, each record will be discussed 

separately in the context of its spread in "probability massn and its 

autocorrelation and power spectral density functions. Then, the auto

correlation and power spectral density functions ~ill be averaged to 

form an estimate of the time averaged autocorrelation and power spectral 

density function~ of the process. 

Obviously, there is no intention of offering the time averaged den

sity function as a characterization of the storm process in an ensemble 

sense. Why, then, was this estimate. computed in the first place? 

Essentially for two reasons, (1) at the onset of the study, the outcome 

was fairly uncertain, and because the.secon<:l-order density function con

tains more statistical data than the autocorrelation function, it was 

computed to give the.scope of the investigation greater breadth; and 

(2) although there exists the quantitative study of sferic activity in 

Chapter IV and the visual assessment in the preceeding section, the 

computation of the empirical second-order density function, in a serial 

sense, enables one to make a comparative study of the distribution of 

sferic amplitudes. As shown in Appendix A, it is possible that two 
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segments of data have identical autocorrelation functions but exhibit 

different sferic contents. Thus, the results of the time averaged den

sity function estimate should be interpreted as a description of the 

particular data segment and not necessarily as a description of the pro

cess in an ensemble sense. A histogram of a typical marginal density 

estimate is shown in Figure 33. It is noted that even for these seg~ 

men ts exhibiting extremely intense sferic activity, 70 to 8.0 percent of 

the probability mass is concentrated at the origin. Shown in Figure 34 

are contours of constant probability. The autocorrelation function in

dicates the rate at which the ellipse approaches a circle, but it tells 

nothing at all about the comparative shapes. These representative plots 

are presented for reference in the later discussions of the individual 

records. The study of Chapter IV inciicated that an assumption of wide 

sense stationarity was admissable on each of these three records sepa

rately, but it should be pointed out that this does. not imply that the 

assumption holds in·an ensemble sense. It is possible that each of 

these records could be used to define distinct processes which have en

tirely dif,ferent autocorrelation functions. The results of the prelimi

nary study indicate that this is not the case; however, this is the 

question to be answered in this portion of the study. Specifically, do 

the time averaged autocqrrelation functions, estimated by time averaging 

over.member functions, maintain close similarity over the range of T 

under consideration? 

Results of the data reduction of Record #1 indicated that 77.83% 

of the probability mass was concentra.ted at the origin for • = · 0 and 

this value diminished to 63.05% for.T = 227 µseconds .. For comparison 

with the probability mass spread of later records, it was noted that 
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< P{x(t) = 0, x(t + 23.4 µseconds) = 8.94} > = .001 

with 66.84% of the mass at the origin. Little more can be added at 

this point about the spread in probability mass, but in the discussion 

of the .results of the remaining two records, some remarks can be made 

concerning the sferic activity of this record in comparison with the 

activity of those records. The autocorrelation function of Record #1 

is shown.in Figure 35 and the corresponding power spectral density is 

shown in Figure 36. The curves have been normalized to the average re-

ceived power of the data segment in order to provide a basis for compar-

ison among the three records. The autocorrelation function indicates 

that the data are essentially uncorrelated for time lags greater than 

approximately 230 µseconds. Effectively, this implies that the lower 

frequency limit of the measured data is 4.35 KHz, and in view of the 

calibration curve presented in .Chapter II, it seems reasonably certain 

that this effect.is attributable to the measurement system frequency 

response as opposed to the actual radiated spectrum of the thunderstorm. 

The power spectral density function indicates.the existence of frequency 

components as low as.zero. 'l'his is apparantly due to the approximation 

of the auto~orrelation curve by its sample values. Specifically, the 

-5 power spectrum shows a zero component whose amplitude is .3108 x 10 , 

and the area under the autocorrelation curve is .2980 x 10-5 . Hence, 

this computation evidences the existence of a.zero frequency density in 

the power spectr~ and also serves as a cross check on the result ob-

tained by Fourier transforming the sampled autocorrelation function. A 

second computation which seems worthwhile is that of obtaining the area 

under the power spectral density function. This was done, and the re-

sul t indicated that this curve, out to 64 KHz accounts for 100% of the . 
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average power of the process, as predicted by the estimated autocorrela

tion functfon. This number at first appears incredible, but by recall

ing that the frequencies above 64 KHz are folded back·into the spectrum 

(aliasing), this answer is .a reassuring cross check of the computed 

spectral amplitudes~ Because of the rapid fall off of the power spec

tral density, it is believed that the aliasing effect is reasonably 

bounded with acceptable error. To reduce the aliasing error, one must 

sample ~(T) at a higher rate which would involve correspondingly more 

lengthy processor times. Owing to the deteriorated high frequency re

sponse of the measurement system, it was concluded that the added cost 

would not be a worthwhile expenditure. Viewing the curve of the power 

spectral density, it is observed that a peak occurs at 10 KHz and the 

interfering 18.75 KHz appears as a bulge in the curve. There also oc

curs a slight rise in the curve at 60 KHz. The peak at 10 KHz is con

sistent with established results reported in the literature. The rise 

in the curve at 60 KHz is predicted by Taylor (23), however, he gives 

no account for it. in a phenomenological sense. 

The data reduction of Record #2 indicated that 74.82% of the prob

ability mass was concentrated at the origin for T = 0 and this value 

diminished to 61.16% as T increased. Corresponding to Record #1, it 

was observed that 

< P{x(t) = 0, x(t + 23.4 µseconds) = 9.24} > = .001 

with 62.18% of the probability mass at the origin. Interpreting this 

in the context of the intensity of sferic activity, it appears that be

cause of the decreased mass concentration. at the origin with little 

apparent shift in the probability sample point, there were slightly 
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more sferics with moderate amplitudes in Record #2 than Record #1. 

This is in close agreement with the study of Chapter IV, since Poisson 

parameters of 331/second and 330/second were estimated for Records #1 

and #2, respectively. The autocorrelation function of Record #2 is 

shown in Figure 37 and the corresponding power spectral density is shown 

in Figure 38. Again, the curves have been normalized to the average 

received power. The autocorrelation function indicates that the data 

are essentially uncorrelated for time lags greater than approximately 

225 µseconds. It appears that the.comments regarding the .low frequency 

response of the measurement system are applicable here also. A visual 

comparison of the autocorrelation of Figures 35 and 37 reveal striking 

similarity. The power spectral density function indicates a zero fre-

quency component 

tion function is 

of .3775 x 10-5 while the area under the autocorrela

-5 .4053 x 10 . Again, there exists reasonably good 

agreement between the two computational methods. The area under the 

power spectral density curve was computed and found to be .unity, again 

verifying the transfo.rmed values. The amplitude of the power spectral 

density exhibits .a peak at approximately 9 KHz, a bulge around 18 KHz 

and a hump at 34. 5 .KHz .. The peak value at 9 I<Hz and the bulge at 18 KHz 

was expectec;l, but the existenc.e of the hump at 34 .. 5 KHz was a surprising 

result. Sin~e it did not appear in the power spectral density function 

of Record #1, it would seem that its prese~ce could be attributed to 

the occurrence of the sustained strokes found in Record #2 and which 

were not found in Record #1. 

A review of the data reduction of ~ecord # 3 reveals .that 83. 62% of· 

the probability mass was concentrated at the origin.for -r = 0 and this 

value decreased to 71.79% for -r = 227 seconds. Corresponding to the 
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previous records, it was observed that 

< P{x(t) = O, x(t + 23;4 µseconds) = 6.99} > = .001 

with 73.69% of the probability mass at the origin. In order to inter~ 

pret this spread in mass properly, it must be added that the output 

gain of the tape replay unit was lower for this record than for the two 

preceeding records. This was necessary becasue of .the increased ampli

tude of several sfereics in the.data. Because of the relatively poor 

spread in probability mass, it appears that this event did not occur 

with a relative frequency to warrant the reduction in gain. Comparins 

the sferic activity of this record with that of the first two records, 

it is recalled from Chapter IV that a Poisson parameter of 369/second 

was predicted. Since, this is in fairly close agreement with the param

eters predicted for Records #1 and #2 and since the autocorrelation 

functions, estimated for T = 23.4 µseconds for Records #1, #2 and #3 

are -.45216, -.49229 and -.16669, respectively, one would expect that 

if the Poisson model holds in an ensemble sense, the sferic intensity 

h,as been reduced by approximately the square root of three (reference 

pages 113 and 114, Appendix A) . It should be pointed out that this 

reasoning is valid even ,though the replay gains for the records were 

different. If the. contour of constant probability is changed from .001 

to .0003; then the probability sample point should be in fairly close 

agreement with the first two records. Computation reveals that 

< P{x(t) = O, x(t + 23.4 µseconds) = 9.03} > = .0003 

This result then supports the belief that the Poisson model holds in an, 

ensemble sense. Hence, combining these facts, then, leads to the 
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conclusion that the sferic activity was similar to Records #1 and #2, 

but that the replay gain was set too low. The autocorrelation function 

of Record #3 is shown in Figure 39 and the corresponding power spectral 

density is show.n in Figure 40. These curves have also been normalized 

to the average received power. The autoGorrelation function indicates 

that the data are approximately uncorrelated for time lags greater than 

230 µseconds. A visual comparison of the autocorrelation function of 

Figures 35, 37 and 39, again, reveal striking similarity. The similar-

ity of Figures 35 and 37, since they are both from the same memper 

function of the ensemble, suggest that a sample average might be a 

credible description for one storm. However, the similarity of the 

third autocorrelation function, from a.different member of the ensemble, 

suggests the possibility that a sample average of the time averaged 

autocorrelation and power spectral density functions could be computed 

from this sample of size three with some degree of credibility in an 

ensemble sense. Turning attention to the power spectral density func

-5 tion, it is observed that a zero frequency component of .2941 x 10 

-5 exists as compared to the area of .3298 x 10 under the autocorrelation 

function. Again, the area under the power spectral density curve was 

computed and found to be unity. Inspection of the power spectral den-

sity curve reveals a peak at 8 KHz, a pronounced 18.75 KHz component 

and a hump at 34.5 KHz. This record evidenced the sustained stroke 

activity found in Record #2 and also exhibits the 34.5 KHz component 

which would tend to reenforce the earlier discussion accounting for its 

presence. 

Averaging the ordinates of Figures 35, 37 and 39, there results 

the estimate HT)/ HO) of <R(T) /R(O) >T shown in Figure 41. The sample 
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variance, normalized to the sample mean, is plotted in Figure 42 as a 

function of T. Admittedly, a sample size of three may not present an 

extremely convincing basis for an argument of convergence of the esti.,. 

mate, but on the other hand, it was surprising to discover the striking 

similarity in the autocorrelation functions. The point at • = 227 

µseconds might exhibit greater percent variance than one would like 

(although its actual magnitude is small), but the remaining points tend . ' ' . 

to support a conclusion that this averaged estimate is a credible des-

cription of the time averaged autocorrelation of the .three records in 

an.ensemble sense. The average of the power spectral density functions 

is shown in Figure 43. 

5.6 Summary and Conclusions of the Detailed Investigation. Before 

summarizing the .results obtained, it seems appropriate at this point to 

illurni.nate the limitations imposed on. the study at the onset. One lim-

itation is an effective measurement bandwidth of 6 KHz to 30 KHz, taking 

into account the 32:1 time base expansion referred to in Chapter II. A 

second limitation results from the interference of the 18.75 KHz signal 

coupled into the measurement system from the aircraft electrical system. 

Thus, storm noise amplitudes which are approximately 18 db below satura

tion level are masked·by the sinusoidal signal. A third limitation is 

the saturation of the measurement system, presumably caused by a near 

return stroke. It is thought .that none of these three limitations are 

catastrophic. The frequency bandwidth restricts the study to the VLF 

spectrwn. The minimum resolution restriction requires that the investi-

gation concentrate on data segments exhibiting intense sferic activity, 

and the saturation of the measurement system is believed to occur rela

tively infrequently so that the study, realistically, concentrates on 



25°10 

20% 

'.'.-

0 
Q 15% 
)( 

'bl=t 
II 

"' 10°10 

5°10 

Q0/0 ' I I t ,,, I t· I ee I I I 1· I I e 1 e , I 11 e ! J I I e I e e I I la 

0 30 60 90 120 150 180 210 240 

T, µ.SECONDS 

Figure 42. Sample Variance of the Averaged Autocorrelation Estimate CX> 
CX> 



-II) 
'o - 2.5 
)( --0 --e-

....... 2.0 ---e .. 
>-
I-
en 1.5 
z 
w 
0 

_J 
<( 

1.0 0:: 
I-
u 
w 
a.. 
en 

a: 
w 
~ 
0 a.. 

00 10 20 30 40 50 
FREQUENCY, KHz 

Figure 430 Averaged Power Spectral Density Estimate 

60 70 

00 
l.D 



the more frequently occurring leader and junction streamer field 

changes. 
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Summarizing the study of the time averaged s.~cond-order density 

functions, it appears that while they do .reveal valuable infonnation 

about the spread in the-amplitude of the sferics, there is no supporting 

evidence apparent that indicates a time averaged second-qrder density 

function is a credible description of the process in an ensemble sense; 

The empirical density function reveals knowledge first of all, concern

ing the setting of th,e output gain of the magnetic tape replay unit. 

For.example, if the probability that the product x(t)x(t + T) assumes 

extremum values is relatively high, say .OS, this would imply that the 

gain setting is ,too high and many of the sferics are exceeding the peak 

allowable input o~ the.analog to digital converter. While this effect 

is observable through the use of .an oscilloscope, it is impossible_ to 

visually estimate the rate of occurrence. On the other hand, if the 

probability that the product x(t)x(t + T) is heavily concentrated within 

the lower seven amplitude windows and is zero for the ..!_ 10 volt windows, 

then.the replay gain is too low. Hence, in this respect the empirical 

second~order density function is essential. Secondly, having once set 

the gain for a particular record, the second-order density function re

veals know.ledge concerning ,the re~ati~e sferic intensity between two 

records on one data tape. This relieves some of the necessity of having 

to transfer the _data from magnetic tape to an analog plot and then 

visually assessing the relative sferic intensity. In both of these 

examples of the use o~ the second-order empirical .density function, ,it 

should.be observed that the function actually describes one member 

function o~ the.process in a serial sense contrary to the usual 
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connotation in an ensemble sense. In order to justify the time averaged 

second-order density function as a description of the process in an en

semble sense, one would have to present a.credible argument for strict 

sense stationarity of at least degree two and further establish ergo

dicity of the second-order density function. This would imply that 

for every e. Then one would have to compute the mean squared error of 

an averaged estimate as a function of x1 , x2 and T, assuming that the. 

estimate was formed in accordance with the theory of Appendix A. Based 

on the evidence of some nonstationarity in all three records studied, 

the author can see little hope of presenting a credible argument for a 

strict sense stationary approximation much less ergodicity. Hence, it 

is concluded that an attempt to model the process in terms of a time 

averaged second-order density function is not a worthwhile endeavor. 

Summarizing the results of the study of the autocorrelation and 

power spectral density functions, it appears that there is cause to 

believe a credible approximation of the time averaged autocorrelation 

and power spectral density f'l-lnctions of the process has been estimated, 

at least for those intervals in which intense sferic activity is oc

curring. It should also be pointed out that these estimates have been 

normal.ized to the average received power in order to provide a .basis 

for comparison between the data segments. Also, since the data were 

gathered at appro~imately 30 kilometers distance from the storm cell, 

the curves would have to be modified in accordance with known atmos

pheric propagation effects in order to describe the storm process at 

points more distant from, or nearer, the .storm cell. 
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Because the autocorrelation and power spectral density functions 

are a Fourier transfonn pair and one uniquely specifies the other, a 

discussion of either function implicitly deals with the other function 

also. Since there have been several reported studies made of the spec-

tra of lightning discharges, it seems reasonable then to consider the 

power spectral density in the remaining portion of this summary. 

Comparing the.time averaged power spectral density estimate with 

the spectral content computed qy Taylor (23), it is observed that the 

low frequency content offered here falls off much more.rapidly than he 

predicts, an~ the high frequency content reported here does not fall 

off as rapidly as he predicts. Specifically, Taylor predicts a low 

frequency rise going as v'frequency from 1 KHz to 5 KHz and then a fall 

off as !/frequency from 5 KHz to 50 KHz with a slight hump at 60 KHz 

and then falling again between 60 KHz and 64 KHz. Extrapolating this 

result to the power spectral density curve, one would expect a rise 

proportional to frequency and a fall going as 1/(frequency) 2 . Actually, 

the low frequency response falls off approximately five times faster 

than Taylor pre<;licts. It is believed that this is primarily attribu-

table to the low frequency response of the measurement system. Arnold 

and Pierce (2) report peak amplitudes of the frequency spectra for 

stepped-leader radiation, ~-change radiation, and return-stroke radia-

tion at 20, 8 and 5 KHz, respectively. Because of the saturation of 

the measurement system occurring during return strokes and the corres-

ponding loss of the 5 KHz component, it seems reasonable that, here, 

the spectral density will peak around 8 KHz. This compares with a 9 

KHz peak estimated by the .time averaged power spectral density. It is 

believed, too, that the stepped-leader and K~change radiation occurring 
~ 
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in the measured data account for the less rapid fall off with high fre-

quency as compared with Taylor's study. Thus, the power spectral den-

sity function seems reasonably consistent with the work of ·other inves

tigators with the .exception of the hump at 34.5 KHz. There exists no 

reference to this component in the literature surveyed. At first it 

was.thought that this component was due to a reflected wave from the 

earth or from the ionosphere, but its absence in Record #1 would lead 

one to the belief ·that its source is in the discharge mechanism of the 

stonn. A review .of the three records in~icate that Records #2 and #3 

exhibited two or more sustained discharges while Record #1 was composed 

exclusively o~ short bursts. Hence, it is speculated that the sustained 

type discharges promote the radiation of this component although the·. 

exa~t cause for this phenomenon is unknown. 

As a result of the data analysis, the. following conclusions are 

drawn: (1) because of the striking .similarity in the three estimates 

of the time averaged autocorrelation and power spectral density func-

tions, it is concll,lded that the sample average of these functions is a 

reasonable characterization of the three records in an ensemble sense; 

(2) based on the preliminary study it appears that these three records 

are a representative sampling of those data segments evidencing intense 

sferic activity of the.type occurring immediately before a discnarge or 

while a discharge is in progress; and (3) based on·the two conclusions 

above,, it appears reasonable·to assume that the sample average of the 

time a~eraged autocorrelation and power spectr~l density function esti-

mates is a representative description of the process for segments evi-. . 

dencing extremely intense sferic activity. 



CHAPTER VI 

SUMMARY AND CONCLUSIONS 

6.1 Summary._ A review of this study reveals that the investiga-. 

tion is separable into two major areas. First, there is an investiga

tion of the degree of stationarity and·secondly, there is an investiga

tion of ,the time averaged second-order statistics of the process. In 

order to attach any significance to the study of .time averaged second

order statistics, in particular the autocorrel.ation and power spectral 

density .func~ions, the process had to be shown to approximate the.wide 

sense stationary condition.. It was clear from the onset that the 

sfe~ics are not time independent in a global sense; however, it appeared. 

possible that·· the process might be stationary during the time periods 

evidencing intense.sferic activity, i.e., in a local .sense. Hence, the 

validity of this hypothesis was investigated on three data segments of 

0. 75 second duration. Essentially, the premise was made that the sferic . 

triggering mechanism could be modeled by a Poisson impulse process, and 

that by identifying sferic bursts in the data record with triggering 

impulses, one could estimate the Poisson parameter. If the parameter 

could be shown to.be independent of time, then there would exist reason 

to believe that the asslUilption of wide sense stationarity was credible. 

Conducting the test, it was concluded that because of the relatively 

high incidence of short sferic bursts compared with the length of 

separable segments of each data record, the study was. composed of a 

QA 
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reasonably large sample size, and hence, yielded credible results. The 

most vulnerable point in the investigation of stationarity is that of 

identifying individual bursts within each data segment. Admittedly, 

this involved highly subjective judgement, but in as far as humanly 

possible, the judgment was uniformly applied. 

After the investigation indicated wide sense stationarity was a 

credible assumption, it appeared that the study of the time averaged 

autocorrelation and power spectral density functions was.a reasonable 

investigative approach in the search for a description of thunderstorm 

interference. In order to estimate the time averaged autocorrelation 

and power spectral density functions, an estimate of the time averaged 

second-order density function was made by time averaging in a serial 

sense over each record. Hence, for each record segment a probability 

density function was obtained in an empirical sense. Inferences could 

be made from this density function regarding the data segments in a 

serial sense, but no inferences beyond the first and second moments 

could be credibly made.about the process in an ensemble sense. From 

the effort to determine stationarity, it appeared that the .second-order 

density function did provide a mechanism for the comparative assessment 

of sferic intensity among the .data records analyzed. Using each esti

mate of the density function, the time averaged autocorrelation function 

was estimated. The Fourier transform of the autocorrelation function 

was. taken to produce an estimate of the time averaged power spectral 

density function. 

As a preliminary study, the time averaged autocorrelation function 

was estimated for time lags out to 39 µseconds from twelve data seg

ments. The result of the analysis revealed that the estimates bore 
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close resemblance. Because of the close resemblance among the several 

estimates, it was.decided to refine the study to three representative 

data segments and consider time lags out to 227 µseconds, or the point 

at which the process essentially became uncorrelated. Estimates of the 

time averaged autocorrelation .and power spectral density functions from 

two data segments of 0.75 second duration each, ,and separated in time 

by five minutes, revealed striking similarities after being normalized 

to the average power of the corresponding segments. Analysis of a third 

segment of 0.75 second duration from a thunderstorm occurring three days 

later, resulted in time average autocorrelation and power spectral den

sity function estimates which exhibited the same general characteristics 

of the estimates made from the first two data records. 

6.2 Conclusions. As a result of the study of stationarity it has 

been concluded that (1) a Poisson model for the sferic triggering mech

anism seems reasonable, particularly if A is taken as a slowly varying 

function of time; (2} with the exception of the final quarter of the 

first data segment, the three data sets selected have constant Poisson 

p~rameters within + 10%; and (3) the data can thus be analyzed with the 

assumption of wide sense stationarity without serious loss of credi

bility. 

Proceeding from the assumption of wide sense stationarity, the 

study of the time averaged autocorrelation and power spectral density 

function estimates, reveals the following conclusions: (1) because of 

the striking similarity in the three estimates of the time averaged 

autocorrelation and power spectral density functions, it appears that 

the sample average of these estimates is a reasonable characterization 

of the three records in an ensemble sense; (2) based on the results of 
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the preliminary data analysis, it appears that these three records are 

a representative sampling of .those data segments evidencing intense 

sferic activity of the type occurring immediately before a discharge or 

while a discharge is in progress; and (3) thus, it appears reasonable 

to assume that the mean of the time averaged autocorrelation and power 

spectral density estimates is a representative description of the pro

cess in an ensemble sense, for segments evidencing extremely intense 

sferic activity. 

In a composite sense, it is believed that the study has culminated 

in an approximate description of the autocorrelation and power spectral 

density functions, which may be useful in the design of filters for the 

purpose of minimizing thunderstorm noise interference in a mean square 

sense. The applicability of the characterization offered in this study, 

in a practical sense, suffers three constraints. First, it is re

stricted to the VLF spectrum owing to the frequency response of the 

measurement system. Secondly, the description has been normalized to 

the average received power to provide a basis for comparison. The 

normalization was.necessary because of the variation in intensity of 

sferics, although distance from the storm remained fixed. In order to 

utilize .the curves in an absolute sense, one would have to make some 

estimate of the average received power. Third, the data were gathered 

at a distance of thirty kilometers from the storms. If the curves were 

to be used for other distances, one would have to modify the curves in 

accordance with known propagation characteristics .. 

6. 3 Recomm.endations for Further Study. The frustrations and 

successes experienced in this study suggest three areas of proposed in

vestigation. It is believed that a similar study over a broader portion 
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of the frequency spectrum would be extremely worthwhile because it ap

pears that the primary source of noise interference in the LF spectrum 

is thunderstorm noise. This study describes the process over only 20% 

of this portion of the spectrum. A second area of suggested investiga

tion arises from the need for an estimate of the average radiated power 

during periods of ·intense sferic activity. It is believed that a sta

tistical description as a function of distance from the storm would be 

useful in a practical sense. Perhaps this statistic could also be re

lated to the meteorological content of the .storm. A third area is sug

gested from the study of the time averaged density function estimates. 

It is believed that if the 18.75 KHz interference were eliminated from 

the recorded data, one could conduct a study of the fine structure of 

the sf eric signal and perhaps gain some knowledge of the process in a 

phenomenological sense. 
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APPENDIX A 

MATHEMATICAL THEORY OF THE DATA ANALYSIS 

A.l Introduction. This appendix deals with the problem of esti-

mating .the second-order statistics of a.random process by a time average 

taken. over , an arbitrary member function. The principal advantage in 

considering an estimate based on time averaged data is that data records 

can be treated in a serial format as opposed to the generation of sam-

ples in an ensemble sense. Computationally speaking, this feature is 

of extreme importance. The development of this appendix begins with 

three general theorems concerning the estimation of the time averaged 

second-order probability distribution function, autocorrelation function 

and power spectral density. This theoretical discussion is then spec-

ialized to the particular problem of the application to thunderstorm 

data af!.alysis and subsequent implementation into a computer program. 

A. 2 Theory of Time Averaged Estimates.. The second-order statis

tic~ which are of interest in this study are defined as follows: the 

probability distribution function, 

the probability .density function 

2 a F(x1,x2;t,t + t) 

ax1ax2 

1 ni 
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the autocorrelation function, 

00 00 

Rxx(t,t + T) = J J x1x2f(x1,x2;t,t + T)dx1dx2 = E{X(t)X(t + T)} 
-00 -00 

and the power spectral density func~ion, 

00 

S(t,w) = f -jWT R (t,t + T)e dT xx 
-co 

Using the definitions given above, three theorems are presented 

concerning the estim~tion of these seconq-order statistics based on a 

time average taken over an arbitrary member function of the ensemble. 

Consideration is first directed toward estimating the time averaged 

second-order distribution function. 

Theorem A.2 .. 1. Let the process Yi(x1 ;t) and Zi(x2;t + T) be de

fined on a member function xi(t) of the .random process X(t) as follows, 

1 if x. (t) < x1 l -

If the average product of these two derived processes exists for 

arbitrary x1 and x2, 
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T 
lim ~T f Yi (x1;t) Zi (x2;t + •)dt 
T-+oo -T 

then the aver~ged product is an unbiased estimate of the time averaged 

second-order distribution function such that; 

1 T 
E{lim 2T J Y.(x1 ;t) Z.(x2 ;t + •)dt} = 
i T-+oo -T 1 1 · 

lim < F(:x:1 ,x2;t,t + •) >T 
T-+oo 

where the symbol <> ~enotes an average over all t. 

Proof. Cons.ider the time average 

For fixed x1, x2 and•, Gi(x1 ~x2 ;•) is a random variable which maps the 

ith event from the sample space onto the real line between [O,l]. Fur-

ther, its expectation over the ensemble is 

~{Gi (:x:l'x2;•)} 
1 

1 T = E{lim ~2T f Y. (x. ;t) Z.(x2;t + •)dt} 
i T-+oo -T i i i 

= lim 
T+oo 

1 T 
2T f 

-T 
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This theorem, then, provides one technique for forming an estimate 

of the time averaged second-order probability distribution function. 

Interpreting this theorem, it says the following: If x1, x2 and T are 

fixe4 but otherwise arbitrary, then the value of Gi(x1,x2;T) depends 

solely on which member function of the process it was computed from. 

It changes with parameters x1 , x2 and T. Thus, a collection of sample 

values of Gi(x1,x2;T) are generated by performing the time average oper

ation over member functions of the .ensemble of X(t). It should be clear 

that these samples are distributed about the mean given in Theorem A.2.1. 

Although any one Gi(x1,x2;T) is an unbiased estimate of 

< F(x1,x2;t,t + T) >, the estimate will be improved by forming an 

averqge in the .sense of a sample me~n. For example, if the samples are 

uncqrrelated, then 

for a sample of size n. This, then, is how the estimate would be imple-

mented: (1) generate a number of individual estimates, Gi(x1,x2;T); 

and (2) compute an estimate of< F(x1,x2;t,t + T) >using the sample 

mean of the Gi(x1,x2;T)'s. 

A relevant question at this point is, under what conditions is 

< F(x1,x2;t,t + T) > a useful representation of the process in an en

semble sense? Clearly, < F(x1,x2;t,t + T) > will be a complete descrip

tion in the event F(x1,x2;t,t + T) is independent oft. Stating this 

more precisely, a ne~essary and sufficient condition for the process to 

be described by its time averqged second-or4er probability distribution 

function is that the process be strict sense stationary of order two 

anQ the sample size contributing to the estimate be unlimited. This 
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condition is said to exist if· 

for every e: and n approaching infinity. 

Next, the mixed partial derivative of the YZ product can be used 

to obtain the time averaged autocorrelation function. 

Theorem A.2.2. Let Yi(x1;t) and Zi(x2;t + T) be defined on an 

arbitrary member function of the process X(t) as in Theorem A.2.1. If 

for each i, the mixed partial derivative 

a2 < Yi(xl;t) Zi(x2;t + T) > 

ax1ax2 

exists for every x1, x2 and T and the process has finite nonzero 

average power 

1 T 
x2(t)dt < 00 0 < lim 2T J 

T-+oo -T 

then the function 

00 00 a2 < Yi(x1;t) Zi(x2;t + T) > 

~xx(T) = J J xlx2 dx1dx2 ax1ax2 -oo -00 

is a nontrivial, unbiased estimator of the time averaged autocorrela-

tion function such that, 

Proof. 

E{~ (T)} = < R (t,t + T) > . xx xx 
1 

It will first be shown that ~ (T) is the time average of xx 

the product X(t)X(t + T): 
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co CXl T a2 
~xx(•) f f {lim 1 f Yi(x1;t)Zi(x2;t + •)dt}dx1dx2 = xlx2 2T ax1ax2 T-+oo -T -00 -00 

T 2 
co co a [Yi(x1;t)Zi(x2;t + •)] 

J J xlx2{lim 
1 f dt}dx1dx2 = 

-CO -CO T-+<x> 2T -T ax1ax2 

co co T aY i (xi; t) azicx2;t + T) 
J J xlx2{lim 

1 f dt}dx1dx2 = 2T 
-co _co T-+oo -T ax1 ax2 

co CXl T 
= J J x1x2{lim ;T f c[xl-X(t)]o[x2-X(t + T)]dt}dxldx2 

-CO -CO T-+oo -T 

= lim 
T-+oo 

= lim 
T-+oo 

1 T oo oo 

2T f {/ f x1x2o [x1-X(t)] c [x2-X(t + T) ]dx1 dx2}dt 
-T -oo -co 

1 T 
Zf f X(t)X(t + T)dt 

-T 

Let T = O. The condition of finite nonzero average power, then, implies 

O < ~ (O) < co xx 

Si.nee ~xx(O) .::._ ~xx(T) for every .T, the estimate is nontrivial and, 

furthermore, finite. Taking the ensemble expectation over the sample 

space results in, 

Eh (T)} xx 
1 T 

= E{lim ZT f X(t)X(t + T)dt} 
T-+<x> -T 

= lim 
T-+<x> 

= lim 
T-+oo 

1 T 
f 2T -T 

E{X(t)X(t + T)}dt 

1 T 
2T J R (t,t + T)dt 

-T xx 

= < R (t,t + T) > xx 



107 

The development on the right hand side of the equality simply states 

that the expected value of the time average is the time average of the 

expected value. This statistic, namely< R (t,t + T) >, is the ex
xx 

pected value of ~xx(T), the latter being the expectation of the product 

in terms of an estimate of the time averaged second-order probability 

density function. 

This theorem demonstrates the equivalence of the derived process 

method with the familiar technique of lagged products. An interpreta-

tion of this theorem is analogous to the discussion of Theorem A. 2. L 

Using the mixed partial derivative of the results of Theorem A.2.1, or 

equivalent.Iy the average lagged product, a collection of autocorrelation 

functions can be generated and then averaged for an improved estimate 

in the ensemble sense. 

Again, the question arises, under what conditions is < R(t,t + T) > 

a useful representation of the process in an ensemble sense? The time 

averaged autocorrelation function will be a complete description if 

R(t,t + T) is independent oft. Hence, for the sample mean of the time 

averaged autocorrelation function to be a valid description of the pro-

cess in an ensemble sense, the process must be wide sense stationary 

and the sample size leading to the mean must be unlimited. 

Using the estimat.e of the time averaged autocorrelation function, 

its Fourier transform is.an estimate of the time averaged power spectral 

density .. Furthermore, this estimate is related to the deterministic 

Fourier transform of X(t). 

Theorem A.2.3. Let ~ (T) be an estimate of the time averaged xx 

autocorrelation function. If the function ~ (w) exists on a member xx 

function as follows, 
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then ~xx(w) is an unbiased estimate of the time averaged power spectral 

density function such that, 

E{~ (w)} = < S(t,w) > xx 

and it is related to the detenninistic Fourier transfonn of X(t), say. 

F(w), by 

Proof~ The first part of the theorem follows by taking the expec-

ta ti on ,of ~xx (w) , 

co 

EO Cw)} = E{f xx 

co 

= f E{~ (•)}e-jw•d.-
xx 

-co 

co 

= f <R (t,t+.-) > e-jw•d.-
xx 

-co 

co T -jw.-f lim l f R (t,t + •)dt = 2T e d.-
T-+co -T xx 

-CO 

T co 

lim 1 f f R (t,t + -jw• = 2T •)e d.-dt. xx' T-+co -T -CO 

1 
T 

= lim 2T f S(t,w)dt 
T-+co -T 

= < S(t,w) > 

Hence, the estimate is unbiased, and moreover, < Rxx(t,t + •) > and 
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< S(t,w) > are a Fourier transform pair. Proof of the second part of 

the theorem is given ,by Papoulis (18) and an outline of that work is 

offered for reference. Let FT(w) denote the Fourier transform of a 

member function x.(t) over the finite interval (-T,T), 
1 • . 

The average power over the interval (-T,T) for an arbitrary frequency 

w is 

The H;elly-Bray theorem asserts 

~ (w) xx 

The interpretation of this theorem is analogous to that of Theorem 

A.2.2. The second part of this theorem will be used to relate the 

power spectral ~ensity estimate to the investigations made by other re

search workers .in the area of thunderstorm spectra. 

From the preceeding discussion of the time averaged autocorrelation 

and owing to the uniqueness of the Fourier transform, < S(t,w) > will 

be a valid representation of the process in an ensemble sense if the 

process is wide sense stationary. Elaborat~ng on this point, consider 

the autocoi;relation function R(t,t + 1") and define the Fourier trans-

form with respect to t and 1" by 

00 00 

and its inverse transform'by, 
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00 00 

R(t,t + T) = 1 f f 
-00 

Consider the time average, 

T 00 00 T -jw t jw1T 
~T j R(t,t+T)dt 1 J J ti (w1 ,w2) e 1 J 2 = 2T e dtdw1dw2 

-T (27T) 2 -T -00 -00 

00 00 jWlT sin w2T 
< R(t,t + T) > 1 J J ti(w1 ,w2)e lim dw 1dw2 = 

( 27T) 2 -00 _co T-H>o w2T 

00 00 sin w2T jWlT 1 J 1 J ti(w1,w2) lim = 2Tr [2Tr dw 2]e dw1 . w2T 
-00 -00 T-H>o 

From the proof of Theorem A.2.,3, it is observed that the portion of the 

integrand enclosed in brackets must be identically equal to < S(t;w) > 

due to the uniqueness of the inversion integral. If ti(w1,w2) is in

terpreted as mass density in the w1w2 plane and since 

1 w = 0 
sin w2T 2 

lim = 
T-H>o w2T 

0 w2 '/: 0 

then < S(t,w) > is the line mass residing on the w1 axis. This implies 

that < R(t,t + T) > is uniquely described by the line ,mass on the w1 

axis, and that all masses off this axis play no part in this descrip-

tion. Clearly, if the line mass on. the w1 axis is zero, then 

< R(t,t + T) > = O. The condition of finite nonzero average power, 

then, ensures that < S(t,w) > is nonzero. Let the process be wide 

sense stationary with autocorrelation and power spectral density func-

tions given by R(T) and S(w), respectively. Computing the double 

Fourier transfonn ti(w1,w2) results in 
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Thus, for the stationary case, 6(w1 ,w2) is localized on the w1 axis. 

If R(t,t + -r) changed slowly as a function of t, then this would imply 

that 6(w1,w2) would be concentrated about the w1 axis. For this case, 

then,< S(t,w) >,exhibiting all the properties of S(w), would be a 

quasi-stationary approximation of 6(w1,w2). 

The three theorems offered in this section provide a.mathematical 

basis for the technique of estimating a time averaged second-order dis

tribution function, a time averaged autocorrelation function and a time 

averaged power spectral density function. A prime consideration in the 

problem of estimation is the.interaction of the interval length (-T,T) 

and the number of member functions of the ensemble which are considered. 

As a practical matter, both of these parameters must be finite, and 

cle~rly they will depend upon the nature of the process itself. The 

author knows of no analytical way to optimize the selection of these 

parameters without a priori knowledge of the statistics which are being 

estimated. 

A.3 Practical Considerations in Applying the Estimation Theory. 

In Section A~2, it was shown that if a process were wide sense station

ary, then the time average of the autocorrelation and power spectral 

density functions are valid repr~sentations of the process. In Section 

A.2, there are essentially three approaches suggested for use in the 

estimation of the time averaged statistics. One method is suggested in 

the proof of Theorem A.2.2, namely that of an averaged lagged product, 

i.e. 



~ (T) = xx lim 
T~ 

1 T 
2T f 

-T 

112 

X(t)X(t + T)dt 

Using this result, then, the method implied in Theorem A.2.3 would pro-

duce an unbiased estimate of the time averaged power spectral density. 

This procedure is analogous to the."indirect method" outlined by Black-

man and Tukey (6). A second technique is implied in Theorem A.2.3, 

n~ely that of computing the power spectral density function from X(t), 

i.e. 

~ (w) = xx lim 
T~ 

1 
2T 

Using this result, then, the inverse Fourier transform of ~ (w) could xx 

be taken to produce an estimate of~ .(T). This procedure is analogous xx 

to the "direct method" outlined by Blackman and Tukey. The third ap-

proach suggested begins with the estimation of the probability density 

function, and then successivelr.computing estimates of the time averaged 

autocorrelation and power spectral density functions. 

The third method was selected as the investigative approach to be 

used in.this study. It was concluded that by including an investigation 

of the time averaged probability density function, a further quantita-

tive measure of the sferic activity could be assessed. In illustration, 

it is possible that two segments of data have identical autocorrelation 

functions and yet evidence entirely different sferic activity. Consid-

er the.autocorrelation of zero mean shot noise, 

00 

R (T) = A f h(T + S)h(S)dS nn 

where A is the density of triggering impulses. Then, let Al 
2 =:>../a 
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where a is an arbitrary constant and h1(t) = ah2(t), for every t. Thus, 

However, the first case differs from the second in that the impulses 

are more numerous but less intense. 

The quantitative measure of the sferic activity will be assessed. 

by the spread in probability mass. Note that although the time averaged 

distribution function is adequate for computing the time averaged auto-

correlation and power spectral density functions, it is not necessarily 

a valid approximation to the distribution function of a wide sense sta-

tionary process. Wide sense stationarity is a necessary but not suffi-

cient condition to ensure validity. Second-order stationarity in the 

strict sense is both necessary and sufficient. 

The secon4-order probability density function is given by 

f(x 1,x2;t,t + T) = 

6x1 6x1 6x2 6x2 
P{x1 - - 2- < X(t) .::_ x1 + - 2-, x2 - - 2- < X(t + T) .::_ x2 + - 2-} 

6x16x2 

Hence, to estimate f(x1,x2;t,t + T), an estimate of 

6x1 6x1 6x2 6x2 
P{x1 - - 2- < X(t) .::_ x1 + - 2- , x2 - - 2- .::_ X(t + T) .::_ x2 + 2 } 

is formed and the result is divided by 6x16x2 . The estimate is formed 

using the method outlined in Theorem A. 2 .. 1 hr defining the random pro-

cess. a.k (t + kT) as :follows, 
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0 otherwise 

Consider the prodl.lct a.0_(t)a.1(t + -r) and compute the expectation, 

Thus, 

E{a.0 (t)a.1 Ct + -r)} 

llx0llx1 

Now, consic;ler the finite time-average< a.0 (t)a.1 (t + -r) >T. Suppose 
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X(t) is known only for ltl < T. If T > 0, then t + -r > T fort> T - -r, 

and a.0 (t)a.1 (t + •) can be integrated only on the interval (-T,T - -r). 

Hence, assume X(t) is specified over (-T,T + -r) and there results 

This form must be modified, however, because X(t) is sampled at regular 

intervals in the computational process. Assume that X(t) differs from 

zero only for the time interval (-T,T + -r) seconds, and that its Fourier 

transform ~ (w) exists only in a frequency interval from -B to B Hz, xx. 

then the sampling theorem implies that 2B(2T + -r) distinct samples are 

required to describe X(t) completely. (The dual assumption of a time 

limited and band limited signal is not theoretically possible; however, 

for large time-bandwidth products, this conc;lition is closely 
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approximated.) Therefore, let X(t) be periodically sampled at a rate 

of 2B samples per second. This implies a discrete form of the time 

average as follows, 

1 
= -n 

n 

l 
j=l 

where n is the greatest integer.equal to or less than 4BT. This expres-

sion will be used to form.the estimate,< a0(t)a1(t +.T) >T. 

Having formed an estimate, it now remains to investigate its prop-

erties. First the biasedness is studied. Consider, 

~xl ~XO 
xl + -- XO + --2 2 

= < I I f(Sl,S2;t,t + T)dSldS2 >T 
~xl ~xO 

xl - -2- XO - -2-

The Taylor series expansion of f(S 1,s2;t,t + T) about (x0 ,x1) can be 

written, 

+ 



Using the relations, 

J 

Ax 
x + 2 

f (S-x)dS = O 
fix 

x - 2 

fix 
x + -

2 

fix 
x - 2 

2 
(S•x) dS = 

2 
(fix) 3 
24 

the following is obtained for fix0 = fix 1 = fix, 

E{< ao(t)al(t + T) >T} 

(fix) 2 
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Hence, the estimate of the time averaged second-order density function 

is a biased estimate; however, assuming f(x0,x1;t,t + T) is a fairly 

smooth function so that the second and higher order partials are rela-

tively insignificant, the bias becomes negligible. 

To investigate the mean squared error, the variance of the esti-

mate is first computed. Consider 

n n 
= ~ E{ l a0(tr)a1(tr + T) l a0(tS)a 1(tS + T)}. 

n r=l s=l 

Let A(t ) denote the event, 
r 



and let B(t ) denote the event, s 

Hence, 

1 n n 
= ~2 l l P{B(t) IACt )}P{A(t )} 

n r=l s=l s r r 

= << P{B(t) IA(t)} >T P{A(t)} >T 

But P{B(t)IACt)} = 1 for every t; therefore, 

and, 
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6x0 6x0 6x1 6x1 2 
P. { X(+) X(t ) + -} > - < xo - -2- ..::_ "" 2. xo + -2-· ' xl - -2- 2. . + ' 2. xl 2 T 

The mean squared error can now be written as 
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It is noted that the second term on the right is the average squared 

bias in the estimate. If it is accepted that the bias term is negli-

gible, then the normalized mean squared error is defined to be 

2 
E = 

VAR{< ao(t)al(t + T) >T} 

< a0(t)a1(t + T) >i 

An estimate of the minimum sample record length in seconds required to 

achieve a desired error e2 when B is the bandwidth in Hz occupied by 

X(t), assuming a uniform power spectrum within B, offered by Bendat and 

Piersol (3) is 

2 Thus, for a normalized mean squared error, e 1 of .01, a probability 

resolution of .001 and a frequency bandwidth of 300 KHz, computation 

reveals that a data segment of 0.167 seconds is required. 

Following several trial computational runs, ~x was selected to 

produce nine increments in the amplitude range of a(t). The amplitude 

window widths were 2.5 volts centered about 0, .:_ 2.5, + 5.0, .:!:_ 7.5, and 

+ 10.0 volts. 

Once< ao(t)al(t + T) >T has been determined, the autocorrelation 

function is computed using 
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The collection of$ (T)'s are used to estimate the time averaged autoxx 

correlation function as follows, 

1 
< R (t,t + T) > = xx n 

n 

l 
i=l 

Using each of the $ (T) 's, the Fourier transfonn is taken to obtain an xx 

estimate of the power spectral density function, ~ (w). xx . 

A.4 Additional Errors Incurred in the Power Spectral Density 

Estimate; In addition to the errors incurred in the estimation of the 

time averaged autocorrelation function, there are several remaining 

sources of error associated with the power spectral density estimate. 

There are essentially two sources of error to be considered, the first 

of which is due to aliasing. It has been mentioned previously that be-

cause the frequency bandwidth is B Hz, X(t) is sampled at a rate of 

2BHz. 

quency. 

To illustrate why this is necessary, let f be the sampling fre
s 

This implies that the spectrum of X(t) is folded about f /2, s 

and if there are frequency components higher than f /2, they appear to 
s 

be low frequency components. This effect is shown graphically in Fig

ure 44. The dots are sample points of a signal, shown by the solid 

line, whose frequency is greater than f /2. This set of data points s 

could also represent a signal, shown by the dashed line, whose frequency 

is below f /2. By sampling at a rate of 2BHz, the effects of aliasing s . 

are negligible-, For a detailed treatment of this error, the.reader is 

referred to Blackman and Tukey (6), pp. 31-33. A second source of error 

is due to leakage effects shown graphically in Figure 45. This error is 



Figure 44. An Example of the 
Aliasing Effect 

f(t) 

W(t) 

f(t)•W(t) 

F(w) 

W(w) 

F(w) * W(w) 

Figure 45. An Example of the Leakage Effect 
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due to the fact that the data record must be limited in time. If the 

one-sided Fourier transform were taken of the cosine wave, f(t), there 

would result a single impulse at w0; however, because the record has 

been truncated, its transform is not isolated but generates a series of 

spurious peaks called sidelobes. The objective is to localize the con-

tribution of a given frequency by reducing the amount of "leakage" 

through the sidelobes. The usual approach consists of applying a lag 

window to the.autocorrelation function, which has lower sidelobes in 

the freq~ency domain than the rectangular lag window. Specifically, 

one would like to concentrate the main lobe of W(w) near w = 0, keeping 

the sidelobes as !ow as possible. In order to concentrate the main 

lobe, W(t) must be as wide as possible. In qrder to reduce the side 

lobes, W(t) must be.smooth and slowly changing. Since W(t) must vanish 

for It I > TM' a compromise must be reached. A simple and convenient 

compromise recommended by Blackman and Tukey (6) is represented by the 

Hanning lag window 

D (T) = w· 

1 . . . 
2 (1 + cos ~:~ 

0 

This lag wind.ow. function, then, will be used in the computation of 

q, (w) • 
xx 

Once the q,xx(w)'s are estimated using the Fourier transfonn of the 

modified <l>xx(T)'s, then the estimate of< S(t;w) >Tis formed using 

1 
< S(t,w) >T = n 

n 
l 

i=l 
q,. (w) 
1· 



APPENDIX: B 

EFFECT OF SINUSOIDAL COMPONENT UPON THE ESTIMATE OF 

HISTOGRAMS AND VARIANCE 

B.l Introduction. Reference has been made in the text of .this. 

study to the presence of an 18.75 K~z component in the .recorded analog 

data. The purpose of this appendix is to investigate what effect the 

sinusoid has upon the empirical probability density function and.the 

estimate of variance. In the fo.llowing development, it is assumed that 

the analog data.consists of the algebraic sum of a.random process and a 

sinusoidal component whose phase is a random.variable. Further, it is 

assumedthat these two components are uncorrelated. This model is then 

used to investigat;e·the influence of the sinusoid upon the estimate of 

variance,for different amplitude window widths in the empirical proba.,. 

bility density functi9n. 

B.2 Composite Density Function of the Sinusoid and the Random 

Component. Let the analog data be denoted by W(t) such that 

W(t) = X(t) +.Y(t) 

where X(t) is a random process,.and 

Further, let 
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f ~ (~) -

1 
2Tf' I~ I < n 

0 otherwise 

Consider the autocorrelation function of W(t), 

R (t,t + T) = ~{(X(t) + Y(t)](X(t + T) + Y(t + T)]} 
WW 

= ~{X(t)X(t + T)} + ~{Y(t)Y(t + T)} 

The equality on the right side results from the assumption that X(t) 

and Y(t) are uncorrelated. Using a result derived by Papoulis (17), 

one can obtain, 

A2 
R (t, t + T) = R (t,t + T) + ~2 cos WOT 

WW XX 

The corresponding power spectral density is 
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Hence, the presence of the sinusoid introduces a periodic component in 

the autocorrelation function and adds spectral components at.!.. w0 . In 

order to reduce the effect of the sinusoid on the estimate of the time 

averaged autocorrelation and power spectral density functions, it was 

observed that the analog data were fairly inactive over 60% to 80% of· 

the recording, Thus, it appeared reasonable to insert a threshold 

about the .base line of the data, and thereby obtain a corresponding 

reduction in the effect of the sinusoid. 

The upper plot of Figure 46 shows an approximate marginal proba-

bility density function of X(t) as deduced by a smoothing of the histo-

grams reported in Chapter V. In order to quantify this density function 
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Figure 46. Plot of Marginal Probability Density.of X(t)' 
Compared With Approximate Density 
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and,· also, to maintain computational simplicity, it is assumed that the 

density can be characterized by the lower plot of Figure 46. Here, the 

mass con~entrated about the origin is described by an impulse with a 

weighting coefficient of .8. The remainder of the mass density is 

assumed to fall off linearly away from the origin out to peak ampli

tudes of !. 10 volts. 

Papoulis (17) s1'ows,that.fy(Y) is given,by 

1 
IY(t) I < A 

I 2 ' 2 
'1T A -y (t) 

0 otherwise· 

This distribution is shown in Figure 47, for A= 1 volt. Further, if 

it is assumed that X(t) and Y(t) are independent, the probability den

sity func"tion of W(t) can be detennine.d by convolving fx(x) and fy(Y). 

Carrying out this computation results in, 

'JT5~0 [(w+lO)sin-1(w+lO) + /i-(w+lo) 2 + ~· (w+lO)] -11 < w < -9 

f(w) = 

1 
500 (w+lO) 

2 . -1 ;---;; 'JT 
.. - 'JT500 [w sin w + v'l-w .. - '2 · 10] 

1 500 (lO+w) 

.8 1 +---
'JT /2 

{l-w'"' 

'JT 5~0 [(w.,-lO)sin-1(w-lO) + h-cw-10) 2 - ; (w-10)] 

0 

- 9 < w < -1 

- 1 < w < 1 

1 < w < 9 

9<w<ll 

elsewhere. 

A plot of this function is shown in Figure 48. It is interesting to 
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Figure 47. Density Function of 
Y(t) = cos(w0t + ~) 

y 

observe that, for this particular distribution of X(t), Y(t) has no 

influence on the distribution of W(t) in the intervals (-9,-1) and 
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(1,9); however, in the intervals (-11,-9) and (9,11), Y(t) flattens and 

spreads the mass of X(t). The greatest effect of Y(t) is exerted about 

the origin. Here, Y(t) flattens the impulse and spreads the mass toward 

the amplitude extremum of the sinusoid. Hence, it appears that the 

major effect of the sinusoid is to subvert small signal resolution. For 

example, if one were to attempt to quantize the probability mass of X(t) 

in the interval (-.5,15), using the density of W(t), the result would 

be considerably lower than the true value. Correspondingly, the pre-

dieted density in the intervals (-1.5, -.5) and (.5,1.5) would be 
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Figure 48. Density Function of W(t) = X(t) + Y(t) 

considerably higher than the true value. 
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Since the study of the text is primarily concerned with the esti-

mation of second-order statistics through the use of histograms, a com-

parative analysis will be made of the variance estimates for different 

bar widths of the histogram. From this investigation, it is hoped that 

some conclusions can be drawn concerning the selection of optimal bar 

widths. To conduct the comparative analysis of the variance estimates, 

the strategy will be to, first, compute the probability distribution 

function of W(t). Secondly, the domain of the distribution function 

will be subdivided in accordance with assumed bar widths. Third, the 
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values of the distribution at the division points will be subtracted to 

determine ,the probability that W(t) falls in any one particular bar. 

Finally, the variance will be computed using 

cr 2 = l w~ P{W(t) = w.} 
i l. l. 

where w. is the midpoint of the bar. 
l. 

Computation of the probability distribution function of W(t) re-

sults in the following expression, 

0 w < -11 

'TT 5~0 {}[Cw+lo) 2+ ~]sin- 1 (w+10)+ ~(w+lo)h-Cw+10) 2 · 
'TT 1 2 + i[I +(w+lO) ]} -11 < w < -9 

1 w2 3 560 [2 + lOw + 49.5] + 2000 -9 < w < -1 

- - 2-· {.!. w2sin -lw - ~ sin -l 
'TT500 2 4 w 

3 D + 4 W 1-W - 5'TTW 
f (w) = 837'TT} + 163 

8 2000 
-1 < w < 1 

1 w2 1837 
500 [lOw - 2 - 9 . 5] + 2000 1 < w < 9 

1 . 1 2 1 . -1 -- {-[ (w-10) + -] sin (w-10) 'TT500 2 2 

9<w<ll 

1 11 < w. 

Amplitude window widths of .88, 2.0 and 4.4 were used to compute an 

estimate of the .variance of X(t). The results of these computations 
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are shown in Table I. Reviewing the data contained in Table I, for 

twenty-five windows of width .88, the estimate of variance is in error 

by 16.3%. Correspondingly, when the window width is equal to the peak 

amplitude excursion of the sinusoid, the error in the estimate is 5%.; 

however, if the window width is made larger, say 4.4, the error is 

13.3%. 

Parameter. 

Variance 

Error 

TABLE I 

COMPARISON OF VARIANCE ESTIMATES AS A FUNCTION OF 
HISTOGRAM BAR WIDTH 

X(t) .8.8 2.0 

3.333 3.8862 3.5000 

16 .3% 5.0% 

4.4 

3.7760 

13.3% 

The compariSon of the estimates of var;iance, then, lead to the·. 

conclusion that the optimal window width, to be used in minimizing the 

error of the var;iance estimate, is eq1i1al to th.e peak amplitude excursion 

of the sinusoid. 

B. 3 Consideratio.ns in Setting the Minimum Amplitude Window Width. 

As stated earlier, the objective in setting the minimt,UII amplitude window 

width is to minimize the effect o~ the sinusoid.on the autocorrelation 

and power spectral dens;i ty estimates. It se,ems reasonable that the 

level should be set sufficiently high to mask the sinusoid during 
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periods of inactivity but not so high as to mask a significant portion 

of the data during active periods, This would imply that the minimwn 

width should be set at the peak value of the sinusoid. The study just 

conducted leads one to the same conclusion .. 

A final consideration involved here is one developed in Appendix A; 

namely, the greater the amplitude window width, the greater will be the 

bias in the estimate of the density function. Thus, one would want to 

choose as small an amplitude window as possible. 

This discussion, then, culminates in the following conclusion: 

For the problem of estimating a probability density function from the 

gathered thunderstorm data, one would want to set the amplitude window 

width as near the peak amplitude of the sinusoid as possible in order 

to minimize the error in the estimate of the autocorrelation function. 



APPENDIX C 

SAMPLE COMPUTER PROGRAM FOR THE DATA ANALYSIS USING 

THE IBM 360/50 

C .1 Int.roduction. This appendix documents the computer program 

used to implement ;he data reduction technique developed in Appendix A 

on the IBM 360/50; A discussion of how the program carries out the 

COil!.putation is incluqed along with a listing of the program itself. 

C.2 . Computer Implementation of the Data Reduction Technique. A 

flow chart of the.sample computer program is shown in Figure 49. The 

function of the main program is to receive sampled thunderstonn data, 

order the data in a matrix, call subroutines and output the resulting 

estimates of the time averaged second-order statistics. The main pro-

gram begins by quantizing the first twenty rows of the data input block. 

An unlisted READ statement advances the input tape reel to the data seg-

ment to be analyzed. Then, the data are read into the computer and 

given the variable name DATBLK. This variable name denotes a 120 x 100 

matrix. The data on the input tape reel are in blocks of 2000 samples, 

and the program reads the first block into the bottom twenty rows of 

DATBLK. The main program then cal.ls up subroutine DATCON. This sub

routine classifies each data point in the bottom 100 rows of DATBLK ac-

cording to the predetennined amplitude windows. Each amplitude window 

has a width of 2.50 with center points at -10, -7 .5, -5, -2.5, 0, 5, 

7.5 and 10. If the sample point value is in the range -8.75 to -11.25, 
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SKIP 454 
RECORDS 

READ 
DATBLK(M,Ml) 

Ml=l,100; M= 101,120 

DATCON 

OATBLK(K ,L):: OATBLK(Kl,L) 

K= 1,20; L= 1,100 

I = l 

READ 

DATBLK( M, Ml) 
Ml= 1,100; M=21,120 

DATCON 

A = 1 

UPDATE 

A=A+l 

> 

DATBLK(K,L) = DATBLK(Kl,L) 

K= 1,20; L= l, 100 

< 

DOIT 

OUTPUT cp(T),S(w) 

f ( x1, X2 t l 1 t + T) 

EXIT 

...., _ _, 

I=I+l 

Figure 49. Flow Chart for the Sample Computer 
Program 
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then that element of DATBLK is replaced by a value of 1. Similarly, if 

the sample point value is in the range -6.25 to -8.75, the element of 

DATBLK is replaced by the number 2. The numbering scheme assigns the 

values 3, 4, 5, 6, 7, 8 and 9 to the windows centered at -5, -2.5, 0, 

2.5, 5, 7.5 and 10, respectively. Hence, this subroutine returns DATBLK 

to the main program with the bottom 100 rows modified by the classifi

cation process. The main program, then, moves the bottom twenty rows 

to the top twenty rows of the DATBLK matrix. 

The first 20 rows of DATBLK are, now, quantized and the iterative 

data input begins. The loop described in the following is executed 47 

times for 3/4 second of thunderstorm data. Since the data blocks must 

be read in one block at a time, rows 21 through 40 of DATBLK are first 

read, followed by rows 41-60, 61-80, 81-100 and 101-120. Subroutine 

DATCON is called, and the input data are classified and returned to the 

main program. The main program is now ready to initiate the updating 

of the counting registers. For this particular program, thirty incre

ments of T were chosen. Thus, to count the number of times X(t) fell 

in .one interval and X(t + T) fell in another interval, thirty, 9 x 9 

counting registers .are required. At this point, the main program enters 

a loop which is executed thirty times.. The loop first assigns a value 

to the variable A which keeps track of the particular increment in T. 

Consider.the 24th execution of this loop. Since T has been chosen to 

increment in 5 sample steps starting at zero, this implies a shift of 

115 samples. The main program sets A = 24 and calls subroutine UPDATE. 

To tell the subroutine where to find X(t + •) in the DATBLK matrix, the 

variables DELTAT and DELTAF are used. DELTAT tells the subroutine how 

many columns to advance and DELTAF specifies how many rows to advance. 
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For this particular case, then, DELTAT(24) = 15 and DELTAF (24) = 1. 

The counting registers are given the variable name TAU and are 30 x 9 x 

9 arrays. The register used on this pass is TAU(24,X,X). To advance 

the count in this register, DATBLK is treated column by column and row 

by row over the first 100 rows. For example, let Dl denote the value 

of an arbitrary element of DATBLK; This implies that X(t) fell in the 

Dl amplitude window. Let Cl denote the value of the element which is 

15 columns to the right and one row down from the .Dl element. This im-

plies that X(t + T) fell in the Cl amplitude window. Thus, for this 

pair of points, the element TAU(24,Cl,Dl) is advanced by one count, 

After updating a particular register, the subroutine returns control to 

the main program. The main program, now, shifts the bottom 20 rows of 

DATBLK. to the top 20 rows, and the loop begins again by reading 10 ,000 

more sample points from the tape reel. 

After the data segment has been read in its entirety, then the 

main program uses the counting registers to generate estimates of the 

time averaged second-order probability density function, the autocorre-

lation function and the power spectral density. For this purpose sub-

routine DOIT is called. A discrete estimate of the probability density 

function is formed by dividing each element of TAU by the total number 

of sample points. The resulting value is< a0(t)a1(t + T) >Tin 

Appendix A. The autocorrelation estimate is formed using 

where the x. 's are the center points of the amplitude windows. The 
1 

estimated autocorrelation function is modified by the Hanning lag 



135 

window, shifted in time and the Fourier transform taken using the Fast 

Fourier Transform library subroutine. This, then, is the power spectral 

density estimate. 

After these estimates have been formed, control returns to the 

main program which outputs the estimates on the teleprinter. The sample 

computer program is listed in Table II. 



TABLE II 

THE DATA ANALYSIS PROGRAM 

f/RLJ6 JDB Cl0114,450-54-7505,051,•R.L.JOHNSDN1 ,MSGLEVEL•l 
I I EXEC FDRTGCLG . . 
//FORT .SYSIN DD • . 
C THIS IS A PROGRAM TD ESTIMATE THE TIME AVERAGED SECOND-ORDER 
C PRORABIL!TY DENSITY FUNCTION, AUTOCORRELATION AND POWER SPECTRAL 
C DENSITY.FUNCTIONS OF THUNDERSTORM NOISE DATA RECORDS CONSISTING 
c OF 1tao.ooo SAMPLE POINTS 
c 
c 

c 
c 

2 

5 
c 
c 

10 

15 

40 

45 

55 

60 

70 

75 

80 

SYSTEM INITIALIZATION 
INTEGER A,DELTAT,DELTAF 
COMMON/SETl/ A, DAT8'-KU20, 1001tDELTATC3011DELTAFl30I 1NOSAMPC30I, 

1TAUi30,9,911RC30I1 RNUO I ,s 1651 
( . 

INITIALIZATION OF THE DATA INPUT BLOCK 
DO 2 K .. 1,454 
READ C lJ 
CONTINUE 
READ C lt CC DATBLKIM,Ml), Ml•lt lOOt,M•lOl, 1201 
CALL DATCON 
DO 5 K:111t20 
IU•K+lOO 
DD 5 L•ltlOO 

'. OATBlKCKrLl•DATBLKCKltLI 
CONTINUE 

ACTUAL START OF TH~. ITERATIVE DATA INPUT 
DO 55 l•l 147 
11•21 
IJ•40 
DO 10 K=l15 
READ ClJ CCDATBLKCM,Mll1Ml•l1lOOl1M•ll,IJI 
11•11+20 
I J•I J+20 
CONTINUE 
CALL DATCON 
A•l 
IF C. A• GT• 30 J GD TD 45 
CALL UPDATE 
A•A+l 
GO TO 15 
DO 55 K•l,20 
Kl•K+lOO 
DO 55 Lal,100 
DATBLKIKrLJ•DATBLKCKl1LJ 
CONTINUE 
CALL DOIT 
FORMAT ClHll 
WR IT E C 6, 60 J 
FORMAT ClH01'AUTOCORRELATION1 15X,•NORMALIZED R•,1ox, 

l'POWER SPECTRUM') 
WRITE (6,701 
DO 80 1~1,30 
FORMAT CE14. 5, 5X,El4. 5,4x,E 14-. 5,2x' 13,1x, 1 KHZ 1 , . 

K•l-1 
WRITE (6,751 RCIJ,RNCIJ,SCIJ,K 
X=OeO 
DO 82 1•3.1, 65 
K'"'l-1 

82 ~RITE (6,751 x,x,sc11,K 
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WRITE (6,601 
K2a4 
DO 95 K .. 1,30 
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TABLE II (Continued) 

83 FORMAT lllX, 1 TIME AVERAGED SECOND-ORDER PROBABILITY DENSITY ESTIMA 
lTE FOR A LAG DF 1,Fl4.9,1X, 1 MICROSECONDS 11 

Kl•K-1 
TS•l50.0/32.0J•5.0*Kl 

84 FORMAT ClHOI 
IF (K.LE.K21 GO TO 100 
WRITE (6,601 
K2=<K2+4 

100 WRITE (6,831 TS 
DO 90 KK=lt9 

85 FORMAT l9Fl3.71 
90 WRITE (6,85) CTAUIK1KK1KKKl1KKK•lt9l 

WRITE (6,84) 
WRITE (6,84) 

95 CONTINUE 

c 

c 

CALL EXIT 
END 

BLOCK DATA 
COMMON/SETl/A1DATBLKl1201100J,OELTATl30t,OELTAFC30J,NOSAMPl30), 

1TAUl30,9,9),R(30J,RNl30),Sl65) 
INTEGER A,OELTAT,OELTAF 
DATA DATBLK/12000•0.0/,DELTAT/0,51l0115~20125,30,35,40145,50,551 

160,65,70175,80,85,90,95,0,5,10115,20,25,30,35,40,45/,DELTAF/OtOt 
io,o,o,o,o,o,o,o,o,o,o,o,o,o,o,o,o,0,1,1,1,1,1,1,1,1,1,11. 
lNOSAMP/30•0/,R/30•0.0/,TAU/2430•0.0/ 

END 

C DATA CONVERSION SUBROUTINE 
SUBROUTINE OATCON 
COMMON/SET1/A,DATBLKl120,lOOJ,DELTATC30J,DELTAFC30),NOSAMPC30I, 
1TA~C30,9,911RC30J,RNC30),SC65) 

INTEGER A,DELTAT,OELTAF 
DO 275 K .. 211120 
DO 275 l=l, 100 
IF CDATBLK(K,LJJ21512201225 

215 Y•O.O-DATBLK(K,L) 
W=O 
GO TO 230 

225 Y•DATBLKCK1ll 
W=l 

230 IF (Y.GT.1251 GO TO 232 
220 DATBLKCK,L)a5 

GO TO 275 
232 IF CABSCY-2501.LE.125) GO TO 235 

IF CABSCY-500J.LE.1251 GO TO 240 
IF CABSCY-750).LE.1251 GO TO 245 
IF IABSCY-10001.LE.1251 GO TO 250 

235 OATBLKCK,Lla4+2*W 
GO TO 275 

240 DATBLKCK1Ll•3+4•W 
GO TO 275 

245 DATBLKIK1Ll•2+6*W 
GO TO 275 

250 OATBLKIK1ll•l+B*W 
275 CONTINUE 



c 

RETURN 
END 

TABLE II (Continued) 

C THIS SUBROUTINE UPDATES THE COUNTING REGISTERS 
SUBROUTINE UPDATE 
COMMON/SETl/A1DATBLKl1201lOOl1DELTATl30)1DELTAFl30)1NOSAMPC30)1 

1TAUl30,9,9)1RC30),RNC30),Sl65) 
INTEGER A,DELTAT,DELTAF . 
INTEGER Cl,Dl 
DO 415 M::sl,100 
DD 415 N•l1lOO 
MOzM+DELT AF CA) 
NO•N+DEL TATC A) 
IF CNO.GT.100) GO TO 410 

401 Cl=DATBLKCMO,NO) 
Dl=DATBLK(M 1N) 
TAUCA1Cl1Dll•TAUIA,Cl,Dll+l 
GO TO 415 

410 MOzMO+l 
NOzNO-;LOO 
GO TO 401 

415 CONTINUE 

c 

NOSAMP(A)•NOSAMP(A)+l 
RETURN 
END 

C THIS SUBROUTINE COMPUTES THE ESTIMATE OF THE TIME AVERAGED 
C SECOND-ORDER STATISTICS 

SUBROUTINE DOIT 

c 

DIMENSION DATAC10241,TRANC2,513),WORK(2,1024)1Ntll1ROC30) 
COMMON/SET1/A,DATBLKC120,lOOl,DELTATl3011DELTAFl30),NOSAMPl301t 

1TAUC30,9,9J,RC30t,RNl30t,Sl651 , . 
EQUIVALENCE IDATA,TRAN} 
INTEGER B,c,z 
DATA Nlll/1024/ 

C ESTIMATE THE TIME AVERAGED SECOND-ORDER DENSITY FUNCTION 
DO 500 Z•l,30 
00 500 B•l,9 
DO 500 C,.1,9 
TAUCZ,B1ClzTAUCZ1B1Cl/INOSA~PIZ)*lOOOOI 

500 CONTINUE 
c 
C ESTIMATE THE TIME AVERAGED AUTOCORRELATION FUNCTION 

DO 511 Z=l,30 
E=-12. 5 
RCZ }zO.O 
DO 5 11 B• l t 9 
E=E+2.5 
D=-12.'5 
DO 511 C•l,9 
D•D+2.5 
EXP=E•D•TAU(Z,8,C) 
RIZl=RCZl+EXP 

511 CONTINUE 
c 
C MODIFY THE AUTOCORRELATION ESTIMATE BY THE HANNING LAG WINDOW, 
C PERFORM A TIME SHIFT AND ESTIMATE THE POWER SPECTRAL DENSITY 
C FUNCTION 
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TABLE II (Continued) 

DO 515 Z•2,30 
515 RNCZl•RCZl/RCll 

RN Cl l•l. 0 
DO 520 Z•l,30 
RA•3.1415926536*CZ-ll/29.0 

520 ROCZl•Cl.O+COSCRAll*0•5*RNCZi 

525 

DATAC5121•le0 
DO 525 1•2,30 
J2sl+511 
J32 513-I 
CON=ROll) 
OATAC J2J•CON 
OATACJ3J:sCON 
DO 530 Jal,482 

530 DATACIJ 2 0.o 
DO 535 [s542,1024 

535 DATACJJ:so.o 

545 

CALL FOURTCOATA,N,1,-1,o,woRK,l024) 
J3 2 l 
DO 545 J2•1,65 
SCJ2J•SQRTCTRANC1,J31**2+TRANC2,J31**21*C•250/32000.0I 
J3:sJ3+8 
RETURN 
END 

//GO.FTOlFOOl 
II 

DO UNIT .. ITAPE9,,0EFERJ, 
VOL•SER•RJOH06,DSNAME:sWBOAFL10, 

II 
II 

. II 
II 
II 
ll 
II 
II 
II 
II 
II 
II 
II 
II 
II 
II 
II 
II 
II 
II 
II 
II 

DIS P•OLO, DC8'" IRECFM•V' BLKS IZE•8008, LRECL•8004J 
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APPENDIX D 

CIRCUIT DIAGRAMS OF THE DATA GATHERING ELECTRONICS 

D.l Introduction. The purpose of this appendix is to document 

the circuit diagrams of the data gathering electronics referred to in 

Ghapter II. Included with the diagrams is a generalized discussion of 

the considerations involved in the design of the electronics and selec

tion of the instrumentation. 

D.2 Details of the Measurement Instrumentation. The vertically 

polarized electromagnetic field is sensed through the use of a five foot 

vertical whip antenna mounted atop the fuselage of a D-18 twin engine 

Beechcraft airplane. The signal at the antenna terminals is then fed 

through the preamp/cathode follower circuit shown in Figure 50. The 

fir~t stage VI, is a cathode follower acting as a buffer between the 

antenna and preamplifier stage, V2. Owing to the )ow input impedance 

of the commercially developed broadband amplifier shown in Figure 51, a 

second cathode follower stage, V3, is included between the preamplifier 

and the main amplifier. The main amplifier consists of three amplifier 

stages cascaded on an integrated circuit chip. The amplified output 

signal is fed through two emitter follower stages and then recorded on 

magnetic tape. The motivation for two emitter follower stages is to 

enhance the versatility of .the circuit board, allowing for example, a 

detector stage to be inserted between Ql and Q2, if desired. Commenting 

on the broader aspects of the measurement electronics, it should be 
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pointed out that because the instrumentation is subject to continuing 

vibration while measurements are being made, solid state devices were 

utilized as opposed to vacuum tubes in an effort to reduce internally 

generated noise and to conserve space and weight. This approach was ex

tended to the selection of commercial equipment as well as to the elec

tronics designed and fabricated locally. One exception is the use of 

nuvistors in the preamp/cathode follower circuit owing to their high 

gain and low noise figure. 

The saturation effects observed in the analog data and described 

in Chapter V, are attributed to saturation of the preamplifier. A re

view of the analog data leads to the belief that this effect is caused 

by near return strokes. Treating the antenna as a voltage source and 

assuming that it can be modeled as a low impedance source, compared 

with the 10 megohm input of the measurement system, it appears that the 

.01 µfarad capacitor and the 1 megohm resistor compose a differentiator 

circuit. This network, then, plays a large role in determining the 

recovery time of the preamplifier. 
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