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CHAPTER 1

Introduction

1.1 Navier-Stokes Equations

Fluid dynamics take a large proportion of the analysis of partial differential equations.
They model phenomena in both micro and macro scales. We can find examples in
geophysics, weather prediction and oceanic engineering, as well as plasma media and
engine combustion analysis. Some of the models also find their analogues in economy,
finance and social behavior contest. The most fundamental, also important, system

among all the fluid dynamic models is the incompressible Navier-Stokes equations:

ou+u-Vu=vAu—Vp+ f
(1.1)
uo(z) = u(z,0)

Here, u = u(x,t) : R — R? is the velocity field usually defined in 2 dimensional or
3 dimensional space. p presents the pressure. This model considers the convolution,
the term u - Vu, and the dissipative effect, i.e. vAu. The case v = 0 is called Euler
equations. f on the right hand side is the external force. The incompressibility, or the
preservation of the volume, is given by the divergence free condition, V - u = 0. The

equations are derived based on the conservation of mass, momentum as well as energy.

The Navier-Stokes equations draw a great amount of attention among both math-



ematicians and physicists. After being found for over two hundred years, the problem
regarding the existence and smoothness solutions of the 3D system remains open. In
fact, it is one of the seven Millennium Prize Problems stated by the Clay Mathe-
matics Institute [16]. A widely accepted understanding is that the potential loss of
smoothness and differentiability is caused by the non-linear convection term while the
dissipative term tends to compensate and stop the solution becoming singular. The
major difficulty is that, the convolution term may be more singular than the smooth-
ing term. This can be more explicitly shown in the vorticity form of the equations.

We call the vector w the vorticity related to the velocity field u, when
w=Vxu (1.2)
Taking the curl of the velocity equation, we have

Ow—+u-Vo+vAw=w- -Vu+ f
(1.3)

uo(z) = u(z,0)

Notice that the pressure will vanish under this operation. In the two dimensional
setting, the vortex stretching term w - Vu on the right hand side will disappear since
w is always orthogonal to Vu. We can prove the existence and uniqueness of the
classic C'*° solution by standard energy estimate. However, this term will not vanish
and cause difficulty for regularity analysis when we have three or higher dimensional
setting.

There are some conditional results for the well-posedness problem for Navier-
Stokes equations. The existence of the Leray-Hopf type weak solutions [57] [46].
By Prodi, Serrin [67] [71] [70] and later Struwe [74], when v € L?(0,T; LY(R?) and
p,qg>1 §+% < 1, the solution u is smooth in the spatial direction in the weak sense.

Caffarilli, Kohn, Nirenberg [15] and Lin [58] show that, the 1-D Hausdorff measure



of the singularity set to the weak solution is zero. The most frequently used a priori

condition is given by Beale, Kato and Majda [5]:
T
/ lw(-, 7) || LedT < 00 VT >0 (1.4)
0

if and only if the three dimensional system has a global in time solution in the function
space C([0,00], H*) N C([0, 0c], H*™'), s > 3. We can find a large number of analog

conclusions for the variants of the Navier-Stokes equations.

1.2 2D Boussinesq Equations

One variant of the Navier-Stokes equations is the 2D Boussinesq equations.

(

ou+u-Vu=vAu— Vp+ fe,,
00 +u-VO = kA0,

(1.5)
V.-u=0,

u(z,0) = ug(x), 6(z,0) = 0y(x),

\

Here, k > 0 is the diffusion coordinator. @ is a scalar function of x € R?, which
may stand for temperature. e, is the unit vector (0, 1) in the vertical direction. The
Boussinesq system is established to model geophysical flows such as atmospheric fronts
and ocean circulations, where the gravity is taken into consideration [61]. It also plays
a very important role in the study of Raleigh-Bernard convection. Interestingly, the
2D Boussinesq equations have some key feature of the 3D Euler and Navier-Stokes
equations if we identify # with w. The troublesome vortex stretching term finds its
counterpart as 0,,60. Furthermore, the inviscid 2D Boussinesq system is identical
to the 3 dimensional axi-symmetric swirling flows out side the symmetric axle. See

Chapter 6 regarding this type of system.



Due to the similarity of the Boussinesq system and the Navier-Stokes system, the
global regularity problem for (1.5 ) has drawn large attention in the past years and
important progress has been made as well. When both the dissipation and thermal
diffusion appear, the system acts exactly like the 2D Navier-Stokes. One can use the
same energy method to jointly bound the norm of w and 6, see [11] for example. For
the case v > 0,k = 0 or v = 0,k > 0, the global well-posedness is still manageable by
the energy method except we need a logarithmic correction for bounding L*° norm.
Chae [13] solves both cases while Hou and Li [39] solves the one with x = 0. The
needed inequality is the Brezis-Wainger inequality.

However, for the complete inviscid case, i.e. v = xk = 0, the global regularity
problem remains open. The idea is to weaken either the dissipation or the diffu-
sion to find a critical case where regularity still holds. One of the two ways is the
anisotropic Boussinesq equations. Since the Laplacian operator is the sum of double
partial differential of the xy and x5 direction, the anisotropic operator only consider
double differential in one direction. Danchin and Paicu [32] first study the case with
horizontal dissipation or diffusion. Larios, Lunasin and Titi [59] re-established some
results of Danchin and Paicu for the horizontal dissipation case under milder assump-
tions. Since the Boussinesq system is not uni-directional, the anisotropic system with
vertical dissipation or diffusion is comparably harder. This type of system has been
studied by Adhikari, Cao and Wu [1] [2] and was successively resolved by Cao and
Wu in [24].

The second way to weaken the dissipation or diffusion is to change the Laplacian
operator to a non-local operator. For example, we call A = (\/j)% the Zygmund
operator [73] and define the fractional Laplacian as A* for & > 0. The meaning
of this type of operator can be understood through Fourier multiplier or through a
convolution type kernel, see section 2.2 for details. Hmidi, Keraani and Rousset, in

[37] and [38], made a great progress by establishing the global regularity when the



full Laplacian in dissipation or diffusion is replaced by the Zygmund operator while
the other term is absent. Their method is to find a joint variable so that the vortex
stretching term is transformed into a commutator structure (see section 2.4). By these
two results, we may make the conjecture that the critical case for the Boussinesq is
a+ 3 = 1, where the dissipation operator is A® and the diffusion one is A”? (see Miao
and Xue [64]). Recently, Jiu, Miao, Wu and Zhang [49] show the regularity for this
critical condition when « is close enough to 1. In a preprint [21], Constantin and
Vicol applied a nonlinear maximum principle for linear nonlocal operators to obtain
their global regularity result when we have mixed fractional power of both dissipation
and diffusion.

Our work in chapter 4 will focus on the slight super-critical dissipation. We can
find the first attempt of super-critical context in Tao [75]. The principle behind this
type result is a generalized Gronwall inequality, which can be further developed into

Osgood condition (see section 2.5). We can write a generalized Boussinesq system by

(

Ou~+u-Vu+ Lu=—Vp+ fey,

00+ VO + MO =0
(1.6)

V.-u=0,

u(z,0) = ug(x), 0(x,0)=0(x),

\

Here, we assume v = k = 1 for simplicity. Again, the operator £ and M are defined by
Fourier multiplier or by a nonlocal operator with a convolution kernel. The restriction
of these operator can be found in [28]. Hmidi [45] shows the well-posedness for the

logarithmically super-critical diffusion case, where £ = 0 and

A

MY = oglar )



He develops the crucial estimate from the diffusion, which counter-act the convection
effect, by showing the positive definite of the generator function with the help of

Askey’s theorem.

1.3 Active Scaler and Surface Quasi-Geostrophic Equations

The third way to find the super-critical Boussinesq equations is to alter the relation

between w and u. We start with the vorticity version of the Boussinesq equations

(

Ow +u - Vw + Lw = 0,,0,
00 +u-VO+ MO =0,

(1.7)
u=Vty, AY=uw,

w(z,0) = wy(z), O0(x,0) = Oy(z),

\

We introduce the stream function v to ensure the divergence free condition of w.

We rewrite the third row to get the logarithmically generalized system

u=V=ry, AY=Alog"(I — A)w, (1.8)

Here,

e~ o~ o — o~

A7f(€) = [€I7F(€) and log"(I — A)f(&) = log"(I + [¢[*) F(€)-

By the definition, u is more singular with respect to w when compare to the case w is
the curl of the velocity. Chae and Wu [25] show the well-posedness for the system of
which £L=A, M =0, 0 =0 and v > 0. In Chapter 3, we give the regularity result
when the diffusion is in the critical case while o = 0 and v € [0, 3).

These models can be regarded as examples of a large group called active scalar



type. For z defined in R? or the 2D torus T? and ¢ € [0, c0), we consider the following

system:

0,0 +u-VO+L0=0
(1.9)

=V, A= A%

The system is named in the way that, instead of being a given velocity field, u is

determined by the variable 6. We can explicitly write

Here, R; = (09,,A™") is the non-local singular Riesz operator, of which the Fourier
multiplier is % It is not hard figure that, by identifying 6 with w, we have the 2D
Navier Stokes equations when f = 0 and £ = (—A). When 8 = 1, we have the
famous surface quasi-geostrophic equations. The SQG model is invented to describe
the surface temperature of shallow water. Take the oceans as an example. The global
regularity results for these two cases, as well as the case for § € (0, 1), have been
established (see details in section 5.1). When § € (1,2), it is in the super-critical

regime, and the well-posedness problem remains wide open. However, interestingly,

the system reduces to a trivial linear equation when § = 2.

0,0 +V0-V+0=0 or 00 =0, O(z,t) = 0p(x)



CHAPTER 2

Preliminary

2.1 Besov Space

In this section, we introduce a new set of function spaces called Besov spaces. It
provides more powerful tools when compared to LP and Sobolev space W*P. We
start with the idea of dyadic decomposition of unity.

Let

A:{gewuéquSQ}

B(0,1) ={{ eR": [¢] <1}

Proposition 2.1.1 Let D be an infinity smooth function. Then, there are two func-

tions ¢ and ¢ such that

1.
¥ € D(B(0,1)), ¢ € D(A)
2.
0<¢,0 <1, P(&) =), d(&) = o(I¢])
3.

YO+I B3 =1, cer
=0



Y
j=—o00
: }
SO A ST, fer
=0

supp o; N supp o, =0 if |j— k| > 2
suppd N suppd; =0 if j>1

We try to find examples for ¢ and ¢. For a given annulus {£ : 279 < |¢] < 27H1}
the summation in the third condition has non-zero contribution from the functions

¢; and ¢;41. Due to the scaling property of ¢;, the third condition is equivalent to
1
B)+9020) =1, for we(3,1)

We can arbitrarily choose some infinitely smooth function ¢ defined on (%, 1) with
all of its derivatives being zero at % and 1. Then. we extend its support to z € (1,2)
by calling ¢(z) = 1 — ¢(3 — 22) in this interval. Notice that, the forth condition
would be satisfied automatically under this construction. We can then determine the
function ¢ by the third condition.

When given the set of functions {¢;} and ¢, we can define the Fourier localization

operator A;

A

Definition 2.1.2 We define the operator A; for any integer j as (¢;f) = 27"h(27-)*
f. Here h = ¢".



Definition 2.1.3 Let

30:{9068:/go(x)x”dx:(),w:0,1,2,...}
Rd

and S| be the dual space of Sy. For s € R, 1 < p,q < oo and a function f € S, the

homogeneous Besov norm is

/1

5. = 1212 Flsller = { > | [ s }

j=—o0
The homogeneous Besov space consists of f with finite homogeneous Besov norm.

Definition 2.1.4 For the inhomogeneous Besov space, we redefine A;f =0 for j =
—2,-3,—4,... and A;f = (¥ f)V.

/1

1

j=—1

Again, the inhomogeneous Besov space consists of f with finite inhomogeneous Besov

norm.

The Besov norms can be defined in an alternative way [73]

s, ( [ I/ +|tt>|d—+s§<x>||m>”dt>" (2.1)

By, = | fllzr + (/Rd e+ = f("”’)“”)pdt); (2:2)

’t|d+sq

/]

Proposition 2.1.5 We list some frequently used embedding theorems regarding the

Besov space

e Forany s >0

S > S
Bp,q C Bp,q

10



If s1 < s9, for the inhomogeneous norm only

S9 S1
BP#I C BP#I

If1<q <@ < o0,

B:, C B B® C B®

p,q1 P,q2 p,q1 Pp,q2

[f1§p1§p2ﬁooandsl—pi1:52_p_2

OS 08 S S
By, C B2 B3, C B2

p1, p2,00 7 P1,9 p2,00

The relation between the Besov space and the Hilbert space is, for s € R

& S » S S S
H ~ B272 5 H ~ B272

e Besov space s related to the general Sobolev space through

> S T S > S
Bq,min(q,Q) = Wq — B

g,max(q,2)
Specially
50 50
Bq,min(q,2) — LT — Bq,max(q,2)

Bernstein’s inequalities are powerful tools in dealing with Fourier localized func-
tions. These inequalities trade integrability for derivatives. The following proposition

provides Bernstein type inequalities for fractional derivatives.

Proposition 2.1.6 Let « > 0. Let 1 <p < q < 0.

11



1) If f satisfies
supp f C{€ € RY: [¢] < K27},

for some integer j and a constant K > 0, then

1_1

1(=2)*flaray < C1 22793 £l o ay.

2) If f satisfies
supp f C {¢eRY: K20 < |€] < Ky27}

for some integer j and constants 0 < Ky < Ko, then
Cy 22| f || paggay < (=D)*f | oy < C2 22777970 £ ooy,

where C'y and Cy are constants depending on o, p and q only.

For the last part of this section, we mention an often used technique in Besov

space, which is called paraproduct. We first denote

j—1
Sif =Y Af,  Nf=Nf+Af+HALf §=012, ..

k=—1

o0

Since for any function f € Sy, f =327 |,

the product of two functions f and g can

be decomposed as

Frg=> SifAg+ Y AifSig+ Y AifAsg
j=—1 j=—1 j=—1
In the Z? grid, these components represent the lower and the upper triangles and
the center strip which includes the diagonal line and the two sub-diagonal lines. The
reason for this type of decomposition is due to the fact that supp¢; N supp ¢y is

non-empty if and only if |j — k| < 2.

12



In the analysis of commutator (see the exact definition in section 2.4), the afore-

mentioned three parts are often further split into five parts. For example,

[Aj,U-V]9:J1+J2+J3+J4+J5

with

Jl = Z [A]’, Sk,ﬂj,'V]Ake,
li—k|<2

o= > (Seu— Sju) - VAAL,
li—k|<2

Jg = SjU'VAjG,

Jio= > Aj(Agu-VSi6),
li—k|<2

T o= > Ajf(Awu-VALW),
E>j—1

When combined with the divergence free condition, any spacial integral over the

third term will vanish.

2.2 Two Expressions of the Non-Local Operator

In the original Navier-Stokes equations, the dissipation part is given by —v(—A) with
dissipation coefficient v. It is defined locally. However, when we discuss the critical
case through energy method, the operator has been modified to fractional Laplacian
—(=A)% or A®. Here A = (—A)z is the Zygmund operator. The way we understand
this operator is through the Fourier multiplier method, or for a function f in the

Schwartz class
A = (€)Y

In [7], Cordoba and Cordoba gave an alternative way to define the fractional

Laplacian operator by extending the work of Stein [73]. With the restriction o €

13



,2), Tor f 1n the Schwartz class defined on R®, we call the Reiz potentia
0,2), fi in the Sch lass defined R4 1l the Rei ial

LRSI

2.3
|z — yl|ite (23)

A%@:@RV/

Inspired by the work of Tao [75], researchers have introduced a large class of
dissipation operators related to the slightly super-critical regime. In general, we may
write them as L. This operator may has been defined through the convolution way,

like the one in [7]

wmzamw/vw—ﬂmT@;@@ (2.4)

|z —y|
The function m : (0,00) — [0,00) is a non-increasing smooth function which is
singular at the origin. To guarantee the convergence of the principal value integral,

we need the sub-quadratic condition for m, i.e.

1
/ rm(r)dr < oo
0

This definition has its application in deriving the local maximum principal for the
operator L ([7], [18]). More examples can be found in [50],[56].

On the other hand, We can define £ by the Fourier multiplier method. Suppose
P(£) be a radially symmetric function defined on R?, which is smooth away from the

origin, non-decreasing and P(0) = 0, P(§) — oo as || — oo, we may define

Lf(x)=(P)f)" (2.5)

This definition is closely related to the general Besov space and Bernstein inequal-
ity. One important question is that, under what conditions for m and p, we have the
equivalence of the operators £ and £. From the example of A®, the most likelihood

relation is m(r) = P(%). In [28], Dabkowski, Kiselev, Silvertre and Vicol give a rig-

14



orous proof that, when m and P satisfies the conditions listed below, m(r) ~ P(1)

and L being equivalent to L. For m(r)

1. there exists Cy,; > 0 such that

rm(r) < Cp forallr <1

2. there exists C, 2 > 0 such that

rim'(r)] < Cpam(r) for all » > 0

3. there exists a > 0 such that

r*m(r) is non-increasing.

The first condition makes sure that £ is in either critical and super-critical regime.
The second one is a smoothness condition. The last one ensure a minimum level of

regularity given from L. Now, for P(|{])

1. P satisfies the doubling condition: for any & € R2,

P2[¢]) < epP([¢])

with constant cp > 1;

2. P satisfies the Hormander-Mikhlin condition (see [73]). With N be a positive

integer only depending on Cp, for any ¢ € R? and for all multi-indices k € Z",

€™ |0 P(EN] < e P(€])

Here the constant cy > 1.

15



3. P has sub-quadratic growth at oo, i.e.

1
/0 Pl leldlg] < oo

4. P satisfies

(d+2)

(=8) = P(lg]) = e P(©)Ig] ™

for all |¢| sufficiently large.

We need to point out that the forth condition for P is a very strong one. However,

P(g]) = m with @ € (0,1) is an example satisfies all the conditions. The

related m(r) is [r|7'log®(1 + 1). This sample of £ is usually called logarithmically

super-critical dissipation.

2.3 General Besov Space and Bernstein Inequality

Following the logarithmically super-critical dissipation operator in the last part of

the previous section, we need to generalize the definition of the Besov Space. In

I
a(l¢])

function a. This special form is due to the importance of the critical case. Another

particular, let us consider a class of £, where P|{| = for some positive increasing

reason to generalize the Besov space comes from the active equation.

Definition 2.3.1 For s € R and 1 < p,q < oo, the generalized Besov spaces é;:g

and By are defined through the norms

1f1

Bya = 127°a(27) | A f]l o [lia < o0,

If]

g = 12°0(2) |85 el < o0, (2.6
To best suit the logarithmically super-critical case, we let a(z) = a(|z]) : (0,00) —

16



(0,00) be a non-decreasing function satisfying

a(z)

|z|—o00 |ZL’|U

=0, Vo>0.

Similarly, we can define the space-time Besov spaces

Definition 2.3.2 Fort >0,s € R and 1 < p,q,r < oo, the space-time spaces Z;Bﬁqu

and Z;”B;,q are defined through the norms

10z, = 127°a(29)]1 A, ]

L7Lp qua

1z mss = 127°a(2) 185 Lo s

The factor 27 is largely due to the support of each Fourier localization operator.

. 43 r 03 r S,y T OS,CL
These spaces are related to the classical space-time spaces Ly B, ,, Ly By, Ly By and

Li By via the Minkowski inequality.
Then, we focus on the generalized Bernstein inequality related to £. The first

lemma is given by Chae, Constantin and Wu in [10].

Lemma 2.1 Assume that v and w are related through
v=TRQuw,

where R denotes the standard Riesz transform and ) a Fourier multiplier operator

satisfying Condition 1.1 in [10][p.36]. Then, for any integer j >0 and N >0,

||SNU||Lp < Cp Q(CoQN) HSNWHLP, 1 <p< oo,

1Al < CQRIC2) [Ajw]Le, 1< q< o0,

where C, is a constant depending on p only, Cy and C are pure constants.

17



Notice the difference between the range of the indices. The inequality works for
the L' and L* norm only if the support of the inside function is away from zero.
Then, we have two point-wise and Lebesgue-norm estimates associated with £ in its

convolution definition. The proof of the versions for A® and the for ; can be

A
og”(1+A)
found in [7] and [18].

Lemma 2.2 Let L be the operator defined by (4.2). Then, forp > 1,

(@) P2 f(2)(Lf (2) = %E(Iflp)-

Proof. By (2.4),

and thus

f@)P~2f () f(y)

|z — y|4

f@Ps@esa = py. [ m(lz — yl)dy.

By Young’s inequality,

H@P @) £6) < 1w < =@ + 17w

Therefore,

(@) P2 f () Lf ()
21va/Mﬂ@V—@—UU@W—U@W

|z — y|?

>

L)

"[—3

This completes the proof of Lemma 2.2. [ |
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Lemma 2.3 Let L be the operator defined by (2.4). Then, for p > 2,

2
dz.

[ir2senar=2 [letars

Proof. The p = 2 case is trivial. For p > 2, let 8 = £ — 2. By Lemma 2.2,

/ FP2RLf)dr = / FEFP (LS de
» 2 »
> / 152 (011 18)da

= = [|erar

This completes the proof of Lemma 2.3. |

2
dzx.

These two lemmas help us establish a lower bound for the contribution of the
dissipation part when we estimate the LP norm of the solution. Finally, the general

Bernstein type inequality is stated as

Lemma 2.4 Let j > 0 be an integer and p € [2,00). Let L be defined by (2.5) and

(2.3.1). Then, for any f € S(R?),
PNy < C [ 18,7205, do 2.7

where C' is a constant depending on p and d only.

Proof. The case when p = 2 simply follows from Plancherel’s theorem. Now we
assume p > 2. The proof modifies the corresponding ones in [18, 45]. Let N > 0 be

an integer to be specified later. Clearly,

IACAGS 1) ze < ISNAUAGF12) e + (Td = Sx)AA;f12)]]z2 = L + L.
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By the standard Bernstein inequality 2.1.6, for s > 0,
I < 02V 1A, 1 g
Applying Lemma 3.2 of [18], we have, for s € (0, min(§ — 1, 2)),
p_q

p . s p
125 £1E g < CIAFIIE 1A fllgrse < C20H2, 7,

Therefore,

I < C27 N0t A £ 12,

By Lemma 2.1,
I = ISV ALT2 L3 (18,15 122 < O 2V (P(2Y) 2 12 (185 18) | 2.

Combining the estimates leads to

IAA 1)z < C2 N2 A Iz, + C2V(P2Y)7H|1£3 (1A £15)]
By the second part of the Bernstein inequality, for A in proposition 2.1.6,

. P . P 2 D
2NA; N2 = 204 )27 < CHAAAF12)] L2

Therefore,

2[185fl15r < C2NVIINAf2, + C2V(PE)THILE(1A 1) 2o
We now choose 7 < N < j+ Ny with Ny independent of j such that

C 2~ (N=j)s <

N —

20
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(2.7) then follows from (2.8) and lemma 2.3. This completes the proof of Lemma

2.4. [

2.4 Commutator Estimate

One of the contributions of the paper [37] from Hmidi, Keraani and Rousset is that,

they transform the vortex stretching term 0,,60 into a commutator estimate.

Definition 2.4.1 The commutator is a binary operator. Let f and g be either func-

tionals or a functions, h is a function,

Lfsglh = flg(R)] — glf(h)]

For example, the product rule for the derivatives can be written in the commutator
form £f-g=24(f-g)—f-2Lg=[%, f]g. In [37], we will encounter the commutator
[R,u - V]0, which denotes R(u- V) —u- V(RH).

The estimate for some certain norm, e.g. the LP norm and the Besov norm, needs

the following important lemma
Lemma 2.5 Consider two different cases: 6 € (0,1) and § = 1.

1. Let 6 € (0,1) and q € [1,00]. If |z|°h € L}, f € BS _and g € L™, then

q?oo

lhx (fg) = f(hx g)llze < C Nl 11l 5 _Ngllze, (2.9)

where C' is a constant independent of f, g and h.

2. Let 6 = 1. Let g € [1,00]. Letry € [1,q] and ry € [1,00] satisfying % + % = 1.

Then
[h* (fg) = f(h*g)lle < Cl|z|hllzr [V fllLa llgllLr, (2.10)
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Proof. By Minkowski’s inequality, for any p € [1, o]

I ()= s e = | [1 [ 000 = o = 2glo - azpas]

IN

/ [/ \h(2)(f(x) = f(z — 2))g(x — z)|pd4 ’ d=

lollo= [ IBGISC) = £ = 2z
gl sup 17022

|2]>0 ’Z\‘S

IN

L2291

IN

Notice that the second term in the last row is the norm of B%]‘;OO |

The following property gives the bound for the Besov norm of the commutator
involving R,. The similar proof can be given to the cases for L” norm or the Besov

norm with a logarithmic factor.

Proposition 2.4.2 Let a and R, be defined as in (2.3.1). Assume
pE[2,00), qgel,x], 0<s<d.
Let [Ro, ulF = Ro(uF) — uR,E be a standard commutator. Then

I[Ra, u] F|

g < Clullps IFll goosaz + llull 2 [[F]]2),

Bk
where C' denotes a constant independent of a and R,.

Proof. [Proof of Proposition 2.4.2] Let j > —1 be an integer. Using the notion of

para-products on u and F, we decompose A;[R,, u]F into three parts,

Aj[Ra,u]F = I1+Iz+[3,
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where

L = ) Aj(Ra(Skoru- ApF) = Spoqu - RoALF),
Jk—j1<2

L = Y AjRa(Apu- St F) = Ay RoSir F),
Jk—jl<2

I = Y Aj(Ra(Agu- ApF) — AR, - AF).
k>j—1

When the operator R, acts on a function whose Fourier transform is supported on an
annulus, it can be represented as a convolution kernel. Since the Fourier transform

of Sp_1u - AL F is supported on an annulus with radius 2¥, we can write
hk * (Sk,lu : AkF) — Sk,lu : (hk * AkF),
where hy, is given by the inverse Fourier transform of i¢&; P~1(|¢]) ®4(¢), namely
. -1 =4 v
hi(@) = (6P (€) Bu(©)) (@),

Here ®4(€) € C5°(IR2), By (€) is also supported on an annulus around the radius of 2
and is identically equal to 1 on the support of Sy_ju - A F. Therefore, recalling the

definition of the Besov space, we can write

i€, P (€]) Bi(6) = i%éo@-%) a(l€).

Therefore,

hi(x) = 2% ho(2%2) * a¥(x), ho(z) = (-@0(5)>V.
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By Lemma 2.5,

Illze < Clllal’ byl Simrull gy NAGF |z

IN

C27% a(2) [|Sj-rull g _ 1A F |z

I, in LP can be estimated as follows.

IN

[ 12| L C27% a(2) |Sjo1 Flle= | Ajull s

< C27%a(?) Y | AnF e | Agull
m<j—1 ’
_ CQ*Sj -1 2]’ 2(375)(j7m) a2(2j) 2(575)m 2 MY |A.. F A
- o) 3 e 2@ AnF oAl

The estimate of ||I5]|z» is different. We need to distinguish between low frequency
and high frequency terms. For j = 0,1, the terms in I3 with £ = —1,0,1 have
Fourier transforms containing the origin in their support and the lower bound part
of Bernstein’s inequality does not apply. To deal with these low frequency terms, we
take advantage of the commutator structure and bound them by Lemma 2.5. The

kernel h corresponding to R, still satisfies, for any r; € (1, 00),

] Al < C.

Therefore, by Lemma 2.5 and Bernstein’s inequality, for j = 0,1 and £ = —1,0, 1,

||AJ(RQ(AkU . AkF> — Aku . RaAkF)HLp S O |||J]|h||LT1 ||VAkuHLp ||AkF||LT2

IA

Cllulle2 11| z2-

+ + L = 1. For the high frequency terms, we do not need the commutator
1 T2

where
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structure. By Lemma 2.1 and Hoélder’s inequality,

sillr = || >0 Aj(Ra(Agu- AF))|| < Y Ca) || Akl | AcF |1
k>j—1 p k>j—1
<Ca() Y 27 2% Agullpe [|ARF
k>j—1

. j
<0279 a (@) Jullgy Y 207 )2<8*5>ka2(2’f) | ALF)| Lo

k>j—1

\_/

I3y = Zkgj—l Apu - RaAkF admits the same bound. Therefore, by the definition of

the norm in definition 2.3.1,

I[Ra, ul Fll gz < LZ 2%9a1(27)] |Il||LP

Lz s (2 1l ]

q

+ Cllullz2 [ F]lza-

i LZ 25 (D) (|l + |l

The first term on the right is clearly bounded by

1
q

= Cllullgs IF]
P,

s—8,a2 -
Boo,q’

Cllullzg [Z 2060020(29) | A, F 4.

>_1

Due to s < §, (2.3.1) and a convolution inequality for series,

q

< Cllully_|IF

—5.a2-
B

Lz it ()L,

i>_1

Thanks to 0 < s, (2.3.1) and a convolution inequality for series,

1
q

L 2qsfaq<2ﬂ‘>|uglu%p] < Cllullyy _|IF

s—68,a2 -
Boo,q

This completes the proof of Proposition 2.4.2. |
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2.5 Gronwall and Osgood Inequality

In the analysis of ordinary differential equations, we often use the Gronwall inequality

to show the boundedness of a function or a certain norm.

Proposition 2.5.1 Let I denote an interval of the real line. Let f(t) and g(t) be real
valued continuous functions defined on I. If f ids differentiable in the interior of 1

and satisfies the differential inequality

f@) <gt)f(t)y, tel

then f is bounded by the solution of the corresponding differential equation y'(t) =
9(t)y(t)
t
10 < flayen ([ s(s)ae)

It can be stated in the integral form also:

Proposition 2.5.2 Let I be an interval. f(t), g(t) and h(t) are real valued functions
defined on I. Assume that f(t) and g(t) are continuous and that the negative part of
h(t) is integrable on every closed and bounded subinterval of I. If g(t) is non-negative

and if f(t) satisfies the integral inequality

f@sﬂw+/g@ﬂww viel,

then

s b+ [ e ([ o) as. e

If, in addition, the function h(t) is non-negative, then

ﬂwsmmm(ll@@),tef
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The following Osgood inequality can be regarded as an extension of the Gronwall

inequality

Proposition 2.5.3 Let a(t) > 0 be a locally integrable function. Assume w(t) > 0

L =

satisfies

Suppose that p(t) > 0 satisfies

plt) < at [ alshulo(s))ds

to

for some constant a > 0. Then if a =0, then p=0; if a > 0, then

—Q(p(t)) + Qa) < / a(r)dr,

to

where

This inequality is also named Bihari’s inequality [4]. When w(r) is the identity
function, we have the Gronwall inequality. Another example seen in the following
chapter is for w(r) = rlog(r).

2.6 Frequently Used Inequalities

Other than the Gronwall’s and Osgood inequality mentioned in the previous section,

we list some other often applied inequalities when estimate certain type of norms.

Holder Inequality

For 1 < p,q < oo, and  +

gl < [1f1lzellgll e (2.11)
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Here

Hmng/umi for  1<p<oo

is the standard Lebesgue space. It is equal to the essential supreme norm when
p = oo. The equation holds if and only if f = Cg almost everywhere for a non-zero
constant C. Notice that the coefficient on the right hand side is 1. One extension of

the Holder inequality is that, for % = 1% + %

19l < N fllerllgllze

. The Holder inequality is a generalization of the Cauchy-Schwarz inequality.

Young’s Inequality
This inequality are mostly used to split multiplication between the norms. For

1 <p,q<ooand i + % =1, let @ and b be two non-negative real numbers,

p q
<Y (2.12)
P q

The equation holds if and only if a? = b9.

Young’s Inequality for Convolution

For the convolution defined as
(F*9)@) = [ 7= Dl (213)
We have the estimate of the L" norm of the convolution function
I * Dl = [fllzellgll e (2.14)
where © + - = + 1.
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Sobolev Embedding Inequality

For the Sobolev spaces defined as, given £k € Nand 1 <p < oo
WkEP(Q) = {u € LP(Q) : D°u € LP(Q) V]a| < k} (2.15)
The definition can be developed into Bessel space, which allows non-integer k.
Hikp)R™) = {f € 7 : [(1+ gP)4 /] € L7}

The Sobolev embedding theorem shows that, we can gain some integrability by re-
quiring more on derivatives based on these spaces. Suppose k >land 1 <p < ¢ <

such that (k —1)p < n,

k—1
- 2.16

| =
D=

We have || fllwta < C[f[lwsr

Brezis-Wainger inequality
The following Brezis-Wainger inequality is used to control the L* norm through

IV fllzz and a logarithmic factor. For p > 2

Iflle < CO+ [V f]z2) [1+Tog (I £]120)] 2 + ClIf 122

GagliardoCNirenberg Interpolation Inequality

This inequality is one of the most important from the interpolation theory. For
three function space, if A C B C C, we have || - ||lc < ||- || < || - ||la. The Gagliardo-
Nirenberg inequality provides a refined bound for the norm of B with both || - ||4 and

- || involved. We require the function spaces to be Sobolev type. For u : R" — R
[ q p yp
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and fixed 1 < ¢,r < oo, given two positive number j and m, if p and « satisfies

1 ] 1 1-— ]
—:i+(——T>a+ ¢ L<ac<i (2.17)

n roon q m
1D7ul|r < C|[D™ul|g: |lull (2.18)

We can find extend use of this inequality in the sixth chapter.

Calderén-Zygmund Inequality

For the Riesz transform R, we have the relation
IRfle < (I fllee, for  1<p<oo

The limitation of this inequality is that it does not work for p = oco. However, when
the support of the Fourier transform of f does not contain the origin, the inequality

works for the case p = oo.

Minkowski Inequality
The Minkowski inequality can be regarded as a generalization of the triangle

inequality. Suppose f is a function of two variable x and y, and 1 < p < o0

(]| e

Tri-Functional Inequality

1

d) </ ( / |f<x,y>dx|p)’l’dy (2.19)

In [24] [22], Cao and Wu introduce the following inequality. We can find its
application for anisotropic dissipation equations. Let ¢ > 2. Assume that f, g, gy, h, €

L*(R?) and h € L2@~Y(R?). Then, for some constant C
11 1 11 1
J [\ anidedy < CUsaagll ol i Il (220
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The rest of this paper is organized as follows. Chapter 3 will focus on the
Boussinesq system with an active scalar type logarithmically super-critical veloc-
ity. We will prove the existence and uniqueness of the solution in the function space
LP(R?)NL>(R?) for w and #. The regularity result for the 2D Boussinesq system with
slightly super-critical dissipation and no diffusion will be given in Chapter 4. The last
two chapters will present my work on the other two interesting models. For the SQG
equations, we found the small data wellposedness and an eventual regularity result
by introducing the CRH and OSSm condition. For a n-dimensional axi-symmetric
Navier-Stokes model firstly introduced by Hou, Li and Lei, we prove that the solution
will remain bounded for u; € H'(R"), w; € L*(R") and ¢, € H*(R") in the case we

have a strong enough fractional Laplacian dissipation operator.
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CHAPTER 3

2D Boussinesq equations with supercritical velocity

3.1 Introduction

In this chapter, we will study the global in time regularity problem of the generalized

Euler-Boussinesq equations:

(

o +u-Vou— Z?:l u;Vv; = =Vp + ey,

V-v=0, u=A"P(A)v, (3.1)

80 +u- VO + A =0,
\

Here, P(A) is defined through the Fourier transform. When 6 = 0 and P(§) = 1, we
have the critical Euler-Boussinesq system studied in Hmidi, Keraani and Russell [38].
When § > 0 or P(§) is an unbounded function, we get into the super-critical regime.

This can be more easily explained by the vorticity form of the equations

(

Ow + u - Vw = 0,,0,

u=VLty, Ap=APAw, (3.2)

8,0 +u- VO + A =0,

where w = w(x,t) is a scalar function and V+ = (=0,,,9,,). It is easy to find that,

the major difference between the above system and the original Boussinesq equations
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1.5 is that the w is not defined as the curl of the velocity u. Rather than that, we

start with w and inversely define the velocity as
u=VIAT'AP(A)w.

It explains the reason we have the vector field v instead of v in 3.1. At the same time,
u is more singular than the original Boussinesq when compared with w. One instant
consequence of this change is that, when switching between the norm of Vu and that
of w, it requires an extra factor, which will cause trouble in some cases. This will be
handled by an general Bernstein’s inequality as shown in the following sections. To

achieve this approach, we may put the following conditions on P(§)
Condition 3.1.1 The symbol P(|{]) assumes the following properties:
1. P is continuous on R* and P € C*(R?*\ {0});
2. P is radially symmetric;
3. P = P(|£]) is nondecreasing in |£|;

4. There exist two constants C' and Cy such that

sup |(T— A" P2|n])| < CP(Cy?)

271<n|<2
for any integer j and n =1, 2.

We point out that the forth condition is a special example of the Hormander-Mihlin
condition, which is satisfied by a wide range of functions.

The goal of this chapter is to prove the following theorem

Theorem 3.1.2 Let 0 = 0. Assume the symbol P(|£]) obeys Condition 3.1.1 and

P(2") < CVE for a constant C and any large integer k > 0, (3.3)
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o 1
dr = oo. 4
/1 rlog(1+r) P(r) e (34)
Let ¢ > 2 and let s > 2. Consider the IVP (3.2) and the initial data w(zx,0) = wo(z),
0(x,0) = Oo(x) with wy € B; (R?) and 6y € B (R?). Then the IVP (3.2) has a

unique global solution (w,0) satisfying, for any T >0 andt < T,
w e C(0.T) By (BY),  6€ C0,T) By (R N L'(0,T): BIARY).  (35)
An example of P(|¢|) that satisfies the 3.1.1 is the double logarithmic function

P([¢]) = (log(1 +log(1 + 1)), v € [0.1] (3.6)

The major difficulty of the proof is the same as that mentioned in the first chapter,
that is the vortex stretching term 0,,60. The idea is to turn the control of the vortex

stretching term into a commutator estimate. By defining
G=w+RO R=A"'0, (3.7)
and taking R on the 0 equation, we have
0G+u- VG=—[R,u- V|0, (3.8)

The estimate of the right hand side will use the technique in 2.4. For the proof of the
theorem, we will first establish a bound on ||w|| 4, H(9HBo,p2 and ||wl|z~. The bound of
the B; ., norm is found in two steps. Firstly we consider the case % < s < 1. Then,

we extend the range to 1 < s < 2 — %. The case for an arbitrary value of s can be

solved by iterating the second step.
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3.2 Global a priori bounds for ||w||rsra, ||9||LtlBo,P2 and ||w||pse e
0,

This section establishes global bounds for ||w||zecrr, [|0||;150» and ||w|[zecre. The
t 00,2

first two can be bounded spontaneously. We first give two lemmas that showing the

relation between these two quantities. Notice that, though the main theorem of this

chapter 3.1.2 requires o = 0, these two lemmas allow o € [0, 1).

Lemma 3.1 Let o € [0,1). Assume that the symbol P satisfies Condition 3.1.1 and
(3.18). Let (w,0) be a smooth solution of (3.2). Then, for any q € [2,00) and for

any t >0,

C Jo 16 yo,p dr
lw(®llzs < C (llwnllza + 160l o) € Moller ¢ 05 (3.9)

where C'’s are pure constants.
Proof. [Proof of Lemma 3.1] We start with the equations satisfied by G and R,

0,G+u- VG =—[R,u- Vb,

RO+ u-VRI+ ARO = —[R,u-V]b. (3.10)
By the embedding BgQ — L% for ¢ > 2 and Lemma 2.4.2,

t
@l < 1Golla + [RAullzs +2 [ [R.u- V18]
0
t
< (Goller + R8s +2 [ R 916l 7
0 |

t
SH%MHHMM+CAHMﬂMNWW%gWMW)M

which implies (3.9), by Gronwall’s inequality. [ |

Lemma 3.2 Let 0 € [0,1). Assume that the symbol P satisfies Condition 3.1.1 and

(8.18). Let q € (1,00). Then, any smooth solution (w,0) solving (3.12) satisfies, for
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each integer 7 > 0,
. : y t
20201120 < 277 0les + C P [foll= [ No(lmdr,  (311)
0

where C' is a pure constant.

Proof. [Proof of Lemma 3.2] We will makes use of the dissipation in the #-equation,

(

8,0 +u- VO + A0 =0,

u=V+ty, Ap=APAw, (3.12)

0(x,0) = by(x).

\

Letting j > 0 and applying A; to (3.12), multiplying by A;0|A;0|92 and inte-

grating over R?, we obtain, after integrating by parts,
1d 2 —2
EEHAﬂHqu +/Aj8|Aj9|q AN;0dx = —/Aj9|Aj9]q Aj(u- Vo) dz.
Due to the lower bound (see, e.g., [18, 80])
/Aj0|Aj0|q_2AAj6’ dr > C27]| 2,014,
and the decomposition of [A;, u - V|6 into five parts,

Aj(u-V0)2J1+J2+J3+J4+J5
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with

Jl = Z [Aj, Sk_lu : V]Ak(‘),
li—k|<2

o= > (Seu— Sju) - VAAL,
li—k|<2

J3 = Sju~VAj«9,

J4 == Z Aj(Aku-VSk_lé’),
li—k|<2

T o= > DA VALW),
E>j—1

we obtain, by Holder’s inequality,
ld q J q q—1
gal\ﬁﬂ\lm + O 40070 < 1850017 (I llze + I J2llze + 1 alle + [ J5]| 2a) -

The integral involving J3 becomes zero due to the divergence-free condition V- S;u =
0. The terms on the right can be bounded as follows. To bound ||Ji||z«, we write

[A;, Sg—1u - V]ARH as an integral,

(A, Sp_1u - VALY = /‘I’j(x —y)(Sk—1u(y) — Sk—au(z)) - VALO(y)dy,

where @; is the kernel associated with the operator A; (see the Appendix for more

details). By the commutator estimate and the inequality

19 () &'~ 2 < 2790 || @g(@)|2] 7|2 < C 279077,
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we have

IAlle < D0 1@ a7l [Sk—1ull gi=e VAR Lo
l7—k|<2
C Y 270 Sk yul iy 21 A0 o

li—k|<2

IN

Recalling that A'~u = VXA7TAP(A)w and applying Lemma 2.1, we obtain
[Sk—1ull 1= < C AT Spqulle < CP(2) [|Sp-rwllze < C P(2) [lw]|1a.
Therefore,

[Jille < C27 P(2) [|wl| £ || A;0] oo

By Bernstein’s inequality,

Ihalle < > 18w — Sequll o VA0l < ClIAul|27[| A6 1
i—k|<2

< ClVAjullze[A;0] e

< C27P(2) |Ajwl| e ||A;0] o

We remark that we have applied the lower bound part of Bernstein’s inequality in

the second inequality above. This is valid for j > 0. Similarly,

[Jalle < C Al La]|VSj—10]| e < Ol A ul|2a27[|S;0]| Lo

IN

CIVAul Lallf]l e < C277 P(27) || Ajew]|a]|0]] 2.
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Thanks to o € [0,1) and the condition on P in (3.18),

Islle < C > 29| Al pal| Agb o

k>j—1

< C Z 277 ||V Agul| o | AR 1
k>j—1

< 2 S 2N P sl el
k>j—1

< C27P(2) [|wllza O]l -
Collecting the estimates above, we obtain
d J Jjo J
i 1850llLe + C 28010 < O P(27) |[w]|al|Oo| -
Integrating with respect to time yields
_ ‘ , ¢ _
18,0(t)||zs < €= Aj0]| s + C277 P(27) ||90||Lo<>/ =P lw(T)| e dr
0
We further take the L'-norm in time to obtain
2018401 iz < 1800l e + C27 P(2) H90HL°°/ lw ()| LadT,
0

which is the desired result. This completes the proof of Lemma 3.2. [ |

Now, with disposal of the above two lemmas, we turn to the main result of this

section.

Proposition 3.2.1 Let 0 = 0. Assume the symbol P satisfies Condition 3.1.1 and

(3.3). Let (w,0) be a smooth solution of (3.2) with wy € B] . and 6y € B . Then,

q?oo

foranyT >0 and 0 <t <T,

lo@llze < CT), MOllgor, <O, lw@lz~ < C(T)
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for some constant C' depending T and the initial norms of wy and 6.

Proof. [Proof of Proposition 3.2.1] The proof uses the bounds in Lemmas 3.1 and 3.2

with o0 = 0. By the definition of Bgég and the embedding Bgfl — BYY

00,29
1
t [ N—-1 2 t 00
o, < [ LZ(P@J))?HAJ&H;] i+ [ P A i
: =N

=—1

Thanks to the condition on P in (3.3),
Ol < Aol + 37 PEIIAB 5 (3.13)
’ j>N
Since ¢ € (2,00) and P satisfies (3.3), we choose € > 0 such that
9 g
—1+e+-<0, (P(27))7277° < 1.
q

By Bernstein’s inequality and Lemma 3.2 with o = 0,

. . 2
D PAO e < Y P20 A0l

Jj=N J>N
; 2
< O3 (P@)P2SV(00e + 1ol zoe folzzzo)
j=>N
(24l
< ¢ S22yl oo+ 6oll ool 2 1)
j>N

IN

dgesr2
C |16l e + C 2V 6o | poo || 1 o

Inserting the estimates above in (3.13) and choosing N to be the largest integer

satisfying
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leads to
t
160,355, < C Wollzmrs + € 6nlmt log (14 [ (el dr).
< 0
It then follows from this estimate and (3.9) with o = 0 that
HQHL}BSOPQ < Cthg(l+Ct)+CtH9HLtlng’2’ (3.14)

where C’s are constants depending on ||fo||z« and [|6y||z~. This inequality allows us

to conclude that, for any T'> 0 and t < T,
1011,y < CCT, lwoll o loll ). (3.15)

In fact, (3.15) is first obtained on a finite-time interval and the global bound is then
obtained through an iterative process. Finally we prove the global bound for ||w||e.

By (3.11) with ¢ = 0 and (3.3), we have, for any integer j > 0 and any € > 0,
’ t
21079180 Lo < 160l a +C||90HL°°/ lw(7) || edT < C(T). (3.16)
0
Since ¢ € (2,00), we can choose € > 0 such that
2
2¢ +-—-1<0.
q
By Bernstein’s inequality,

16]

B, < 2009 A ), < € sup 20| A6 -
j>—1 J="
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It then follows from (3.16) that, for any ¢t < T,
60525, < C(T). (3.17)

Starting with the equations of G and R#, namely (3.10), and applying Lemma 2.4.2,

we have, for any ¢ > 0,

t
1G]l + ROl < IIGolle+IIR90\|Lw+2/ IR, w- V0l dr
; ,
< |[Gollze= + [[Rbol| L

+/O ((lwllza + llwllz )0

B, + lwl|a |0 £a)dT

t
< [IGollze + IRfol| L +/0 (Gl + [IRO]|=)]6]

t
T / (ol a6

By Gronwall’s inequality, (3.17) and the global bound for ||w||z«, we have

Béo,1d7—

B, +|lwlzall0]|ze) d-

[wllzee < [|Gl[zee + [[RO]| 1 < C(T).

This completes the proof of Proposition 3.2.1. |

3.3 Global Bound for ||(w, )|

s
Bq,oo

Before the proof of the bound, we state a logarithmic type interpolation inequality

that bounds ||Vul|pe.

Proposition 3.3.1 Assume that the symbol Q) satisfies Condition 3.1.1 and (3.3).

Let u and w be related through

u=VIATIQ(N)w.
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Then, for any 1 < q<oo, f>2/q, and 1 < p < o0,
_2q
[Vullm < C (1 + lllr) + C el Tog(1 + |l _) @ (uwnq“) ,

where C'’s are constants that depend on p, q and B only.

Proof. [Proof of Proposition 3.3.1] For any integer N > 0, we have

N-1 o)
IVl e < JAL YVl + ) 1AVl + ) AVl 1.
k=0 k=N

By Bernstein’s inequality and Lemma 2.1, we have

IVulpe < Clwlr +CNQEY) |wllze +C Y (25 VA 1.
k=N

By Lemma 2.1,

[Vulle < Cllwlles +CNQEY) ]l + Ca Y (21 Q25| Ao 1o

k=N

By the definition of Besov space B?

q,007

[Awlze < 224wl 5.

Therefore,

(e 9]

IVullz= < Clwlle + CNQEY) wllze + C lwllgs . (2957 Q2.
k=N

Due to % — [ < 0 and (3.3), we can choose € > 0 such that

2
6+5—B<0 and Q(2V) <2V,
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Especially, we take € = %(B — %) to get

1_8
IVullp= < Cllwlze +CNQEY) ||lw|r=+ C lwll gz (2M) ™2,

If we choose N to be the largest integer satisfying

N <

1
1 loga (1+Ilwlly.)
2 q

we then obtain the desired result in Proposition 3.3.1.

Also, we restate the commutator estimate proposition 2.4.2 with proper context

of this chapter. The proof is similar to the one given in chapter 2.

Proposition 3.3.2 Let R = A~10,, denote the Riesz transform. Assume that the

symbol P satisfies Condition 3.1.1 and

for any e > 0, |€1\i—r>noo P|(§||€|) =0.
Assume that u and w are related by
u=V ATTAP(N)w
with o € [0,1). Then, for any p € (1,00) and r € [1,00],
IRy u-V1blsg, < Cllwleell0ll ggr + Cllwllze [16]]ze

and, for any r € [1,00], ¢ € (1,00) and any € > 0,

IR, - V10| g

oo, T

< Cllwllzr + lwllzo) 161 pgre + Cllwllza [10]] o
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for some constant C', where the generalized Besov space Bgéfj with P being the symbol

of the operator P is defined by
1 lsze = 12 P@) 1A fllo e < o,

/]

gor = 12°P(2) | Ajfllzelliw < oo. (3.21)

Proposition 3.3.3 Assume that 0 = 0 and the symbol P(|{|) obeys Condition 3.1.1,
(3.3) and (3.4). Let ¢ > 2 and let s > 2. Consider the IVP (3.2) with wy € B}  (R?)
and 0y € B; (R?). Let (w,0) be a smooth solution of (3.2). Then (w,0) admits a

global a priori bound. More precisely, for any T >0 and t < T,

[(w(®),6())]

B;.. < (5,4, T, ||(wo,00)l5;...);

where C'is a constant depending on s,q, T and the initial norm.

Proof. [Proof of Proposition 3.3.3] The proof is divided into two main steps. The first
step provides bounds for HWHBQOO and ||9|||B§700 for 8 in the range % < B < 1 while the
second step proves the global bounds for HWHB;B}X, and HQ’HBf}oo for 1 < g <2— %.
The desired bounds in Bj  with s > 2 can be obtained by a repetition of the second

step.

Let j > —1 be an integer. Applying A; to the equation of G, namely (3.10),
multiplying by A;G|A;G|77? and integrating over R?, we obtain, after integrating by

parts,

1d

TGIAGIL, = — [ AGIAGI A - V) dr

—/AJ[R,UV]HA]G|AJG|(1_2 dx.
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Following the notion of paraproducts, we decompose Aj(u - VG) into five parts,

Aj(U-VG):J1+J2+J3+J4+J5

with

Jl = Z [Aj, Sk_ﬂL : V]AkG,
li—k|<2

JQ = Z (Sk_lu — S]U) : VAjAkG,
li—kl<2

Jg = SjU'VA]'G,

Jio= > Aj(Agu-VSG),
li—k|<2

o= > DA VAG).
E>j—1

By Holder’s inequality,
ld q q—1
QEIIAJGIIM < NA;GlILa™ (1 illze + 12l + [ allze + (15l e + (| Js]lza)

where Js = A;[R,u - V]f. The integral involving .J; becomes zero due to the
divergence-free condition V - S;u = 0. The terms on the right can be bounded

as follows. To bound ||.J;||zq, we write [A;, Sy_1u - V]A,G as an integral,
8 S VIAG = [ @0 = p)(Sicru(y) — Secru(e) - TAG()dy,

where @, is the kernel associated with the operator A; (see the Appendix for more

details). By a standard commutator estimate (see, e.g., [19, p.39], [80, p.814-815]),

[ ille < C Y 1V Skorull oo l| AkG o

lj—kl<2
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By Holder’s and Bernstein’s inequalities,
[ llze < ClIVA;ull e [|8;G] 1o

We have especially applied the lower bound part in Bernstein’s inequalities (see Propo-
sition 2.1.6). The purpose is to shift the derivative V from G to u. It is worth pointing
out that the lower bound does not apply when j = —1. In the case when j = —1, J,
involves only low modes and there is no need to shift the derivative from G to u. Jo

is bounded differently. When j = —1, J, becomes
Jo = =So(u) - VAIA_1G = —-A_ju-VAA_4G,
whose Li-norm can be bounded by
112l e < CllAqullzoe [A1Gllze < Cllw]| Lo |Gl Lo
For J; and J;, we have, by Bernstein’s inequality,

[Jalle < C > Al ||V Sk1 Gl o

i—kl<2
< C ) VARl Y 2" ARG e,
li—k|<2 m<k—1
1Jslle < C Y 2 || Agu] e || AkG| o
k>j—1
S C Z 2j_k||VAkU||Loo ||£kG||Lq
k>j—1
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Furthermore, for any § € R,

[Aille < C Y | Vullp=272FD 286D A G (3.22)
i—kl<2
< C2 UGl [IVullzs D, 27079 (3.23)
’ i—kl<2
< 276+ 1Gllgs I Vullpee, (3.24)

where C' is a constant depending on /3 only. It is clear that ||.J5||« admits the same

bound. For any § < 1, we have

]l o

A

ClVulp~ Y Y 2mha bl AL G|,

li—k|<2 m<k—1

CIVulls Gl >, Y 2 h2oemd

li—k|<2 m<k-—1

— (28G+Y ”G”Béﬂ,o IV Z 9B(i—k) Z o(m—Fk)(1-5)

lj—k|<2 m<k—1
C 2B+ 1G] 5o IVl

I

A

where C' is a constant depending on S only and the condition f < 1 is used to

guarantee that (m — k)(1 — ) < 0. For any § > —1,

1 Jslle < C|| Vg 27PGHD Z 9(B+1)(G—k) 9B (k+1) ||ZkG||Lq

E>j—1
< 2780 1G5 I Vull L.

Js|le = ||Ai[R,u - V]0|| L« can be estimated as in the proof of Proposition 2.4.2,
j
||J6||Lq <C (H“”Lq ||“||L°°>26j||Aj9||Lq

for any fixed € > 0, where C' is a constant depending on e. For the purpose to be
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specified later, we choose

e>0, f+e<l.
Collecting these estimates and invoking the global bounds for ||w||fanze, We obtain,

for any —1 < g < 1,

d 4 4
185Gl < C27PUD Gl s _ IV ull e + C 292,64 + C.

Let E = [+ € < 1. By applying the process above to the equation for # and making

use of the fact that

/Ajeije\q—QAAje dx >0,
we obtain

d L
1840llze < C2PTD0]| 15 (V|-

Integrating the inequalities in time and adding them up, we obtain

Xt)<C+X(0)+ C /Ot(l + || Vu(T)|| o) X (7) dr. (3.25)

where we have set

X(O) = NGO gz, + 10 55 -
By Proposition 3.3.1, for any % < B,

2q

IVullgee < C(1+ ||wl|ze) + C llwl]|ze Q (Hw\ ;’}‘:) log(1 + [lwl[ gz )

< C(1+ [wll) + Cllwllze POX (T log(1 + X(1))).

Inserting this inequality in (3.25) and applying Osgood’s inequality, we obtain desired
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bound, for t < T,

= X(t) < C(T).

Iz <

lo(®)lle_ < IG5 + 662
We now proceed to show that, for any ¢t < T,
|w(®)|| o < C(T) for any B satisfying 1 < 8 <2 — %.

The strategy is first to get the global bound for [|0(t)][ ;5. from the equation for ¢
q,0
and then get the global bound for [|G|| ;5. . As we have seen from the previous part,
q,00
Jy is the only term that requires 8 < 1. In the process of estimating [0(¢)| ;5, , the
q,0

corresponding terms jl, jg, :f5 can be bounded the same way as before, namely
1 Tillzas 1 allzas (1 5]lze < €275 04D 6] oy (V]| e (3.26)
||<74||Lq is estimated differently. We start with the basic bound

1 allze < C Y IVAlle D7 27 M ARG o

lj—k|<2 m<k—1

Since (1 + % < 2, we can choose % < B <1 and € > 0 such that
2
b1+ a +e<20. (327)
By Berntsein’s ienquality and Lemma 2.1,

VAl e < C2% VAl < C2% P(2%)|| Apw| s

< I Agwe < C2GTT w s

20



Clearly, for any § < 1,

Yo ARl = 27 YT 2D IA g,

m<k—1 m<k—1
< Cr My,

Therefore, according to (3.27) and the global bound in the first step,
H<74||Lq < 27 /U HwHBffoo HQHB?oo o(Bi+2+e-28)] < O AU+, (3.28)
Collecting the estimates in (3.26) and (3.28), we have

d . A
aHAﬁHLq < C9~AU+D) ”9”35100 V|| oo 4+ C 27P16HD,

Bounding ||Vu|[z~ by the interpolation inequality in Proposition 3.3.1 and applying

Osgood inequality lead to the desired global bound for [|f)]| 55, . With this bound at

our disposal, we then obtain a global bound for ||G|| pe by going through a similar
q,o0

process on the equation of G. Therefore, for any t < T,
leoll o < 1Bllpes. + 1G] g < C(T).

If necessary, we can repeat the second step a few times to achieve the global bound

for w and ¢ in B;  for any s > 2. This completes the proof of Proposition 3.3.3. W

3.4 Uniqueness and Existence

We finish the proof of 3.1.2 in this section. Since we have shown that the solution
w e C([0,T]; B; ,(R?)), 8 € C([]0,T); B; .(R*) N L'([0, T]; Bt (R?)) for all s >

2, the uniqueness of the solution is trival due to this high regularity. We focus

o1



on the existence of the solution. It stars with the construction of a local solution
through themethod of successive approximation. That is, we consider a successive

approximation sequence {(w™, ()} solving

¢

w(l) = Sgwo, 9(1) = 5290,
u™ = VEATIP(A) w™,
0™ D) ) . D) — g, gint), (3.29)

9,0+ () . VD L AP = (),

w ) (z,0) = Spiawo(z), 07 (2,0) = Sy i260().

In order to show that {(w(™,0™)} converges to a solution of (3.1.2), it suffices to

prove that {(w™,0™)} obeys the following properties:

(1) There exists a time interval [0,7}] over which {(w™,#)} are bounded uni-

formly in terms of n. More precisely, we show that

1(w™, 8]

Bs.. < C(Th, [|(wo, 0o)]

Bg’oo)a

for a constant depending on 77 and the initial norm only.

(2) There exists Ty > 0 such that w®™*+) — ™ and #+H — () are Cauchy in B}

q,007
namely

™D — W[ < C(Ty) 277, [0+ — )]

q,0

Bsgé S C(Tg) 2_n

for any ¢ € [0, T3], where C(T3) is independent of n.
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If the properties stated in (1) and (2) hold, then there exists (w,#) satisfying, for
T = min{Tl, TQ},

w(-,t) € By

q,007

0(,t)e B, for 0<t<T,

w () > w(,t) in Bl 07 (-, t) = 0(,t) in Bl

q,00")

It is then easy to show that (w,f) solves (3.1.2) and we thus obtain a local solution
and the global bounds in Sections 3.2 and 3.3 allow us to extend it into a global
solution. It then remains to verify the properties stated in (1) and (2). Property
(1) can be shown as in Sections 3.2 and 3.3. To verify Property (2), we consider the
equations for the differences w™+) — w™ and §+ — (™) and prove Property (2)
inductively in n. The bounds can be achieved in a similar fashion in Sections 3.2 and

3.3. We thus omit further details. This completes the proof of Theorem 3.1.2.
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CHAPTER 4

2D Boussinesq equations with supercritical dissipation

4.1 Introduction

In this chapter, we will turn our focus onto the following general 2D Boussinesq

system

(

Ou+u-Vu+ Lu=—Vp+ le,,

80 +u- VO =0,
(4.1)

V.-u=0,

u(z,0) = ug(x), 0(x,0)=0(x),

\

The major generalization is the dissipation operator £. As mentioned in the

section 2.2, we can define the nonlocal dissipation operator in two ways:

fz) = f(y)

Lf(x)= p.v.

and m: (0,00) — (0,00) is a smooth, positive, non-increasing function, which

obeys

(i) there exists Cy > 0 such that

rm(r) < Cy for all » < 1;
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(ii) there exists Cy > 0 such that

rim/(r)] < Com(r) for all r > 0;

(iii) there exists 8 > 0 such that

rPm(r) is non-increasing.

Alternatively, we have

o~

L&) = P(ENFE) (4.3)

When the Fourier multiplier satisfies the following conditions, P(|¢]) = C'm( %)

1. P satisfies the doubling condition: for any ¢ € R2,

P(2[¢]) < enP([¢])

with constant cp > 1;

2. P satisfies the Hormander-Mikhlin condition (see [73]): for any £ € R?

€™ |0 P(EN] < e P(€])

for some constant ¢y > 1, and for all multi-indices k¥ € Z¢ with |k| < N, with

N only depending on cp;

3. P has sub-quadratic growth at oo, i.e.

1
/0 Pl eldlg] < oo

25



4. P satisfies

(=A)*P([]) = e P()I€]™"

for all |£| sufficiently large.

Different from the system 3.2, the vorticity is defined conventionally as w = V xu.

Then, the system can be reformulated as

Ow +u-Vw+ Lw = 0,,0,
8t9 +u- Vo = 0,

(4.4)
u=V+ty, AY=uw,

w(z,0) = wo(x), O(x,0) = 0y(z),

\

The goal of this chapter is to prove the following theorem

Theorem 4.1.1 Consider the IVP (4.1) and assume that L satisfies (4.2) and (4.3)
with P(|¢]) = m(%‘) obeying the aforementioned conditions. We further assume that

a(€) = a(|€]) = |&|/P(|€]) is positive, non-decreasing and satisfies

im YU v, s0 (4.5)
lel=oo [€]7
Let ¢ > 2 and let the initial data (ug,6p) be in the class

up € H'(R?), wy e LYRY)NBYL,(R?), 6 e L*(R?) N BY(R?),

where wy = V X uq is the initial vorticity. Then (4.1) has a unique global solution
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(u, 8) satisfying, for allt >0,

we LPH', weLXL'N LB

00,1

6 € L°L* N LEBY N LIBY,.

The major improvement over the result of Hmidi [45] is that, we are able to
deal with a large group of £ and avoid complicated calculation regarding the Askey
theorem. This results in an easy to check condition and simple proof for the lower
estimate of the dissipation term.

The section 4.2 and section 4.3 below directly control the LP norm of w and G.
But, it is restricted to the range 2 < ¢ < 4. The Besov space technique will be used
in section 4.4 to raise some differentiability for g € (2,4). This gives the possibility

to find the bound in L%ngfl in section 4.5, which gives the final proof on L? ¢ > 2.

4.2 Global a priori Bound for ||wl|

Bys
This section establishes a global a priori estimates for |G| 2. Due to the transport
type equation for €, we have the control over the LP norm of 6. However, since

G =w— Ryl and R, = L710,,, it is more likely to obtain the global bound for w

. . 0.0 1
with a loss of an a factor, i.e. the Bys norm.

Proposition 4.2.1 Assume that the initial data (ug,6y) satisfies the conditions in
Theorem 4.1. Let (u,0) be the corresponding solution and let w = V X u be the

vorticity. Then, for anyt > 0,
¢ 1
IGIE: + [ I G| dr < Bt
0

and consequently
J(t) | e < BUO)

where B(t) is integrable on any finite-time interval [0,T.
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Proof. Trivially u and 6 obey the following global a priori bounds
102020 < 00l z2nzee,  [[w(t)]lz2 < lluollz2 + tl|6o] 22 (4.6)
It is easy to check that G satisfies
0,G+u-VG+ LG = [Rgy,u-V]b. (4.7)
Taking the inner product with G leads to
2dt“GHL2 + /GcG i = /Gv  [Ra, w6 o (4.8)
By the Holder inequality and the boundedness of Riesz transforms on L?,

‘/GV [ Ra, u)bdz| < | L2G| 12 | £72A[Ra, u)0)| 12

Inserting this estimate in (4.8) and applying Young’s inequality and 2.3, we obtain
d 2 L2 -1 2
G2 +IL2G L2 < [|I£72A[Ra, ulfZ-. (4.9)

By the definition of the norm in (2.6), ||£-2Af|s < ||f| . Applying Proposition

1l a
22
2

2.4.2 with % < d < 1andp=qg=2, we obtain

R, ul0ll 3.5 < Cllullsg MON 4502 +Cllullzz 0]z

|lg
22
2

Since u = VA" w,

lullp; . = sup 27 [|Ajull 2 < [|A-yul 2 +Sup25j 1A, VAT W]l 2
Jj=- Jj=
< ullze + Sup? O3 Ajwllze < Jlullzz + Jlw]

BOa
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15 a2 < ||0]|pe. Therefore,
.2

For 6 > 1, ||0]]
B

I£72A[Ra, ulfl 2 < [[[Rasulfll 3 4 < Cllullzz [10]] c2nzee + [[wl]] go.o-1 [10]] e - (4.10)
2,2 2,2
We can bound the [[w|| jo.-1 by

2,2

[wll oot S NGl goa—r + IRl gour < IGll2 +[10]l2. (4.11)
2,2 2,2 2.2
d 2 12 2

Gl L2z < CllGE. + C (4.12)

since ||ul|z2 and ||0||z2nr~ are bounded by (4.6). We combine (4.9), (4.10) and (4.11)

to obtain the desired result. This completes the proof of Proposition 4.2.1. |

4.3 Global a priori bound for ||G||z« with g € (2,4)

This section establishes a global a priori bounds for ||w||z« with ¢ € (2,4). We prepare

the proof with the following lemma.

Lemma 4.1 Letq € (2,00), s € (0,1),0<e€(qg—2) <2and f € L¥en [ -0+,

Then

11772 ]

-2
i < CIAITE NS

-2
B SO 5 [1f]
77 (4=2) 2 Lite

et-2)0+e)" (4'13)

Proof. This proof modifies the one in [38]. Identifying H* with BSQ and by the

alternative definition of §§,2 2.1, we have

1171772 1

s = [ W ) Sl

‘y|2+23
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Thanks to the inequality, for ¢ > 2

A2 f e +y) = 1172 f @) < C (172 (@ +y) + 11772 (@) [f (e +y) = f2)],

we have, by Holder’s inequality

1172 F@+y) = 1172 F@) 2 < CUFIPET 1+ ) = F@IE,

where
_ 2
T g 2)
Therefore,
-2 12 < 2(a-2) 2
172 71 < OS2 11,
Further applying the Besov embedding inequality
||f| B3, <C ”f”ﬁs%»lf%a
we obtain (4.13) and this completes the proof of Lemma 4.1. |

Now, we have the main conclusion for this section. Notice that, we still have to

deduce a small factor for the norm of w.

Proposition 4.3.1 Assume that the initial data (uo, 0y) satisfies the conditions stated
in theorem 4.1. Let (u,0) be the corresponding solution and G be defined as in the
previous section. Then, for any q € (2,4), G obeys the global bound, for any T > 0

and t < T,

t L 4 2 t
GOl +C [ [|etieh] aatvo [61, dar< o, @
0 0 L1te

where C' is a constant depending on q only and B(t) is integrable on any finite time
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interval. A special consequence is that, for any small € > 0,
lw(®)l 5, < B(1). (4.15)
Proof. Multiplying (4.7) by G|G|?972 and integrating with respect to z, we obtain
1d q -2 —2
—%HGHLQ + | G|G|""LGdx = — | G|G|"*V - [Rg,u|f dx.
q

By Lemma 2.3,
/G!G|‘12£de > C/|£%(|G|%)|2dx.

Set € > 0 to be small, say, for ¢ € (2,4),

(1+e) (1—2) <%.

Thanks to the condition in (2.3.1) and by a Sobolev embedding,

I eIz = 3 IaLeii

j=2—1
= Y P @)A(G1H)]3
i1
> C Y 20A (G
j=—1
= CIAFE(GE)2
> C|G| 2 -
L 1+e

For g € (2,4), we choose s > 0 such that
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By Holder’s inequality,

iz 1Ra> ull] g1

’/G|Gy‘1—2v. [Ra, ul0] < |GIG|*]
By Lemma 4.1 above,

IGIG]"]

e < ClGI 5 NGl cravon-2) = CIIGI 2, 1G]
L1+ H q L

2 o1l .
I+e H?2

In addition, due to the condition in (2.3.1),

IG17%,

A3 ©

=) 27 NG < ) 2a72(20) | A G2 < 1£2(G)|[2..

j>-1 j>-1

By Proposition 2.4.2, recalling s > € and u = VA~ w,

[Ra, ulfll e < Cllull gy=se

ey + C llullz2 6]

IN

Cllwll goat 116l + C [lul| 2216 2-

By
Putting the estimates together, we obtain

Ldy e a1 “
~Gl6IL v 0 166D de+ 61 4

< CIGIT S, 1EH @ (ol 180 +C ool )

Applying Young’s inequality to the right-hand side, noticing that ¢ € (2,4) and
resorting to the bounds in Proposition 4.2.1, we obtain (4.14). (4.15) follows from

the inequality
@l g, < IGllpe, + Rabll g, < IGlla +110]] o

This completes the proof of Proposition 4.3.1. |
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4.4 Global a priori bound for ||G||]:J;?le with ¢ € [2,4)

This section proves a global a priori bound for ||G||z, 5. with g € (2,4). This bound

serves as an important step towards a global bound for ||w||z« with general ¢ € [2, 00).

Proposition 4.4.1 Assume that the initial data (uo, 6y) satisfies the conditions stated

wn Theorem /4.1. Let
re(l,oo], sel0,1), qe€(24).
Then, for any t > 0, G obeys the following global bound
1Glliys:, < B, (4.16)

where B is integrable on any finite-time interval.

Proof. Let j > —1 be an integer. Applying A; to (4.7) yields
NG+ LAG=—Aj(u-VG) — Aj[Rq,u- Vo
Taking the inner product with A;G|A;G|972, we have
1d 9
5£||A]G||%q + /AjG]AjG|q LAG = Jy + Ja, (4.17)

where

Jl = — /AJ(U : VG) AjG‘AjG‘qu, (418)

J2 = — /Aj[Ra,u . V](g AjG‘AjG‘q_Q.
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According to Lemma 2.4, for j > 0, the dissipation part can be bounded below by
/AjG|AjG|q—2£AjG > CP(2)||A;G|4.. (4.19)
By Lemma 4.2 below, J; can be bounded by

T m—i)2
Bl CPD e [|]AjGHLq+ S 2D ALG e

m<j—2

+ 3 2imhi=y HAkGHLq} [ravteliyms (4.20)

k>j—1

where we have taken e to be small positive number, especially
s—143e<0.

To bound .J5, we first apply Holder’s inequality and then employ similar estimates as

in the proof of Proposition 2.4.2 to obtain

(Bl < 1A [Rayu- VIO | A;GI T

< O (2 a(@)wll e M0l + ull2llOllz2 ) 18,615 (4:21)

Inserting (4.19), (4.20) and (4.21) in (4.17) and writing the bound for [|w(?)|| < by

B(t), we obtain

d ) ) ) )
a\|A]-G||Lq +C27a M2 ||AjG| e < C29 a(27) B(t) (4.22)
+CY DB |18;C e+ D 2" ARG g
m<j—2
+ 3 DA @)

k>j—1
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Due to (2.3.1), a(2/) < 29, Integrating in time yields

185G (0)llzs < 1A G(0) |10+ C 2790 B(1) (4.24)
t .
+C 2 IB(t) / e €2 TN L () dr, (4.25)
0

where, for notational convenience, we have written

L(t) = [||Aij|Lq+ S 2 ALG |+ Y 20RO HAkGHLq].

m<j—2 k>j—1

Taking the L™ norm in time and applying Young’s inequality for the time integral

part lead to

18,Gllgze < C273079 | A,G(0) 1 + C 27905 B(i)

+ O Y2 DBE) L
Multiplying by 2%, summing over j > —1 and noticing s — 1 + 3¢ < 0, we obtain

HGHZgB;I < CG0)]

where

S € 2 ~ AS
Ky =C Y 200 B(t) 24| Ay 1o

j=-1

Ky,=C Z 2j(_1+26+§) E(t) 9is Z 2(m—j)% ||AmG||L;Lq7
j>—1 m<j—2

Ky=C Z od (—1+26+2) E(t) 9Js Z o(i=k)(1-3) 1AL 7 10
j>—1 k>j—1

Since —1 + 2¢ + % < 0, we can choose an integer N > 0 such that

C 2N(—1+25+§)§<t> <

co| —
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The sums in K5, K5 and K3 can then be split into two parts: 7 < N and j > N. Since
|G|/ e is bounded, the sum for the lower frequency part is bounded by C B(t)2V.
The sum over the high frequency section with j > N is bounded by %HG I iy,
Therefore,

~ 3
K17 KQ, Kg S O B(t)QSN —|— gHGHE:Bg n
Combining these bounds with (4.26) yields the desired estimates. This completes the
proof of Proposition 4.4.1. [ |
We now provide the details leading to (4.20). They bear some similarities as those

in [25], but they are provided here for the sake of completeness.

Lemma 4.2 Let J; be defined as in (4.18). Then we have the following bound

|l < CQJ(e+q)||w||é(;go [HA]‘GHDI"‘ Z 2l ])q||AmG||L‘Z

m<j—2

N2 -
£ 200D A ] 14,615

k>j—1

Proof. Using the notation of paraproducts, we write

Aj(u-VG) = Ji + Jiz + Jis + Jis + Jis,
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where

J11 = Z [Aj, Sk_lu . V]AkG,

li—kl<2

J12 = Z (Sk_lu — Sju) . VA]AkG,
lj—k|<2

J13 = Sju : VAjG,

J14 = Z A](Aku . VSk_lG),

li—kl<2

k>j—1
Since V - u = 0, we have
/ Tl DGl 2A,G dr = 0.
By Holder’s inequality,
‘/Jll‘Aleq_ZAjG‘ < [ lleall A5G
We write the commutator in terms of the integral,
T = [ @460 =) (Secruly) = Sicru(e) - VAGLy) dy

where ®; is the kernel of the operator A; found in section 2.1. As in the proof of

Lemma 3.3, we have, for any 0 < € < 1,

I aallze < 2@ [0 1S-1ull g

VAG| .
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By the definition of ®; and Bernstein’s inequality, we have

(et 2 e
Iillze < O '~ Wo ()| o 11 e, 185G

< CPHD||wl| o

|A;G| L

Again, by Bernstein’s inequality,

[iallza < CllAGul|La[VA; G| e

IN

. € 2
C2 ) ||wl| e,

|18,Gllza;

[Juallre < CllAjullra||VS;-1G|pes

IN

CPD wllgoe S 2 ARG 1

m<j—2

(et 2 k) (1—2 e
sl < €27 20RO AT A1l | AkG ) 1
E>j—1
: 2 i _2
CYD s, D2 270 | AG o

k>j—1

IN

Combining the estimates above yields

(e 2 m_<g
iler < €YD wllse []|AjGHLq+ S 2D A LG

m<j—2
. _2 -
SRRl It P Ntel

k>j—1

This completes the proof of Lemma 4.2.
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4.5 Global a priori bounds for ||W||L%BO,CL1 and ||w|z« for any ¢ > 2

This section shows that, if the initial data wg is in L?, then the solution w is also a
priori in L7 at any time. This is established by first proving the time integrability

l|lwl| 11p0e - More precisely, we have the following theorem.

Proposition 4.5.1 Assume that the initial data (ug,6y) satisfies the conditions as

stated in Theorem 4.1.1. Then we have the following global a priori bounds. For any

T>0andt <T,

lw®llypoe, < CT), N0 oz < CT), lw®)[za < C(T),

I o
Boo,l

where C(T) are constants depending on T' and the initial norms only.

Proof. [Proof of Proposition 4.5.1] We first explains that (4.16) in Proposition 4.4.1
implies that, for t < T,

Gl o, < C(T).

In fact, if we choose s € [0, 1) satisfying s > % for ¢ € (2,4) and set € > 0 satisfying

e+§—s<0,then

IGllgoa = D a@)AGle= < Y a(2)247 |A;G] s

j>-1 j>-1
< Z a(2j)2—ej 2j(5+%—8)2js||AjGHLq <C ||G| By,
j=—1

where we have used the fact that a(27)27% < C for a constant C' independent of j.
Furthermore,

wll g poe, < NGllLipoe, + [1Rabl Ly g0, -

By the definition of the norm in ngfl and recalling that R, is defined by the mul-
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tiplier a(|£\)%, we have

IRl goe, = a2 1AL Rz + D a(2) [|ARa)|

320

< Cllfollzz + Y a*(27) [|4;0]| 1
520

< Cllboll2 + 0]

0,a2 -
Boo,l

By a lemma in [25],

t
010 < Cl0ul g (1+ [ I1Vuliat)

< Cllooll g (14 lellye + Illzme )

t~oo,1

C 60 oz (1+ lellzys + ol s, ) - (4.27)

IN

Therefore,

ollgsn, < 11, +C (160l + ol )
t t
Wl [ Wellzgss dr +C ool [ Nl
00,1 0 0,1 0 T 00,1
By Gronwall’s inequality, ||wl| LB is bounded by C(T), which, in turn, implies that,

by (4.27),
10| po2 < C(T).

We finish this section by finding the bound for ||w|/z«. From the equations of G' and

R.0,
lwllze < [|Gllze + |Raf] L0

t

< HG0|\Lq+]|Ra00HLq+2/ 1[Ra,t - V1010 dr
0
t

< ||G0||Lq+||7za90||m+2/ |[Ras - V)00, dr
i |
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Following the steps as in the proof of Proposition 2.4.2, we can show that
[Ravu- V16ls, < Cllsllea 1] 50, + € 60]l22 ]z

Gronwall’s inequality and the bound ||6|| Lipte, < C(T) then imply the bound for

||w||ze. This completes the proof of Proposition 4.5.1. [

4.6 Proof of the Main Theorem

In this section, we complete the proof of the theorem of 4.1 by showing the uniqueness

and uniqueness of the solutions in the stated class.

Theorem 4.6.1 Assume that the initial data (ug,6y) satisfies the conditions stated

in Theorem 4.1. Then, the solutions (u,0) in the class

we L*([0,T); H"), we L>([0,T];L) N LEBY,, 0 € L™([0,T],L* N By,]4.28)

00,1

must be unique.

Proof. Assume that (u™,0M)) and (u®,0®) are two solutions in the class (4.28).

Let p and p® be the associated pressure. The differences

satisfy

o+ uM - Vu+u-Vu® + Lu= —Vp+ fe,,

00 +uM . Vo +u-VeR =0.
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By Lemmas 4.3 and 4.4 below, we have the following estimates

lu(@®)llsg . < 1u(0)llsg  + C 0l e gy

t
*C/memwwww+wmm&+W@MwMMW%JM
0

and

t
00520 < 10O agze + € [ 10 oo (e + eVl )

t
+C [ a0 s,
0 ,

In addition, we bound ||u|z2 by the following interpolation inequality, which can be

found in [37]

Tuallmg _

together with ||ul|g < [[uM ||z + [|u®]| 1. These inequalities allow us to conclude

that
Y(t) = [lu@)llsg,, +110@)] 5,10
obeys
¢
Y(t) <2Y(0)+ C / Dy(7)Y (1) log (1 + Do(7)/Y (7)) dr, (4.29)
0
where
Dy = H9(2)H307a1 + [uP gz + oWl |+ a2 + WP g0
Dy = [um + [[u® | .

Applying Osgood’s inequality to (4.29) and noticing that Y (0) = 0, we conclude that

Y (t) = 0. This completes the proof of Theorem 4.6.1. |
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We now state and prove two estimates used in the proof of Theorem 4.6.1.

Lemma 4.3 Assume that v, u®, w, p and 6 are defined as in the proof of Theorem

4.6.1 and satisfy
A+ uV - Vu +u- Vu® 4+ Lu = —Vp + fe,. (4.30)
Then we have the a priori bound

lu@®)llsg . < IuO)llg  + CllOll e pyre

t
¢ / lu()llze (lu®lze + o lgo_, + lu® |22 + 0 ||p0_,) d£4.31)
0

Proof. [Proof of Lemma 4.3] Let j > —1 be an integer. Applying A; to (4.30) and

taking the inner product with Aju, we obtain, after integration by parts,

1d

5 I Asullie + L2 Agulfa = Ji 4 o + s, (4.32)
where
Jo= — / Ajulj(uh - Vu) dr,
Jo = —/AjuAj(u-Vu(2))dx,

Jg = /A]U, A]‘(eeg) dx.
By Plancherel’s theorem,
127 A5ullfz > C 2707 (27) [|AjulZe,

where C' = 0 in the case of j = —1 and C' > 0 for j > 0. The estimate for J3 is easy
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and we have, by Holder’s inequality,
] < (1A ull 2 A6 < 2™ (2) [|Aull e 6] 5,0

To estimate J;, we need to use a commutator structure to shift one derivative to u(V).

For this purpose, we write
A - Vu) =iy + Jip + Jig + Jia + s, (4.33)
where

Jll = Z [Aj, Sk_lu(l) . V]Aku,

li—k[<2

J12 = Z (Sk_lu(l) — S]U(l)) . VAjAku,

li—k|<2

J13 = Sju(l) . VAju,

J14 = Z A](Aku(l) . VSk_lu),

li—k|<2
J15 = Z Aj(Aku(l) : Vzku)
k>j—1
Since V - u) = 0, we have

/J13 Ajudl‘ =0.

J11, Ji2, Jia and Ji5 can be bounded in a similar fashion as in the proof of Lemma

4.2 and we have

11l 2, 12llze < € (@22 + lw™ 1o, ) Aullr2,

| T1allze < € (M2 + lwPllpe ) Y- 27 Aulle,

0,1

m<j—1

[15]| 22 < C (Ju™ |2 + lw ™50 ) > 2R Agul| e

k>j—1
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To estimate J5, we write
Aj(u-Vu®) = Joy + Jog + Jos, (4.34)
where

JQl = Z Aj(Sk_lu . VAku(Q)),

li—k|<2

J22 = Z AJ(AkU . VSk,lu(Q)),
li—k|<2

Ty = > Aj(Agu- VAw®).
k>j—1

Therefore, by Holder’s inequality,

[tz < Cllulzz VAP e,
122l 2 < C A ul| 2 ([ |l g2 + [0 150 )s

1212 < C (Ju® g2 + 1wl go ) D 27 | Awull e

k>j—1
Inserting the estimates above in (4.32), we obtain

1d

QEHA]‘UHLQ +C2a M (2) | Ajulle < C27a™1(27) HQHBQL’F + K (t), (4.35)

where

K@) = C(luM e + oWl , + 1u®lze + w0, )IAullz:

+ Cllullz VAP + (Ju gz + loMlge ) D 2" | Aulle

m<j—1
+ O (M2 + lwPlpo,, + 1@ e + 10 lle ) Y 27 | Agull 2.

k>j—1

Integrating (4.35) in time and taking supreme over j, we obtain (4.31). This completes
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the proof of Lemma 4.3. [ |

Lemma 4.4 Assume that 0, vV, u and 0@ are defined as in the proof of Theorem
4.6.1 and satisfy
9,0 +ut - VO +u-VeP =0. (4.36)

Then we have the a priori bound

t
16510 < 1O)]5 00 + C / 16 g (a2 + 0Pl ) dr

t
+C/ ||u(7)||L2||0(2)||Bo,a1 dr. (4.37)
0 0,

Proof. [Proof of Lemma 4.4] Let j > —1 be an integer. Applying A; to (4.36) and

taking the inner product with A;60, we obtain

1d

57185005 = Ki+ Ko, (4.38)
where
K, = —/AjeAj(u“)-ve)dx,
K, = —/AjeAj(u-v9<2>)dx.

To estimate K, we decompose A;(uM)- V) as in (4.33) and estimate each component

in a similar fashion to obtain

Kl < ClABIZ: (e + lw )

O 18,81 Pa (2) 0] e (O 2+ 1 )
To estimate Ko, we decompose A;(u - VOP) as in (4.34) and bound the components
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in a similar fashion to have
Kol < AN fulls2a™ (2) 192 o,
Combining these estimates, we find

d o
1850l < C2Pa(2) 0]l (D llzz + o5, )

O ull 220 (27) 6] o

Integrating in time, multiplying by 277a(2’) and taking sup;. ;, we obtain (4.37).

This completes the proof of Lemma 4.4. [ |

We now sketch the proof of Theorem 4.1.

Proof. [Proof: | Thanks to Theorem 4.6.1, it suffices to establish the existence of
solutions. The first step is to obtain a local (in time) solution and then extend it
into a global solution through the global a priori bounds obtained in the previous
section. The local solution can be constructed through the method of successive ap-
proximation. That is, we consider a successive approximation sequence {(w™, ™)}

solving

(

w® = Spwo, 8D = S0,

8tw(n+1) + u(n) . Vw(n+1) + Ew(n+1) — axle(n+l)’
(4.39)

8,0+ 4y . P+ =

W (2,0) = Sppawo(x), 0" D(2,0) = Spi06y().

\

To show that {(w™,0™)} converges to a solution of (4.4), it suffices to prove that

{(w™,0™)} obeys the following properties:
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(1) There exists a time interval [0, 73] over which {(w™,#)} are bounded uni-

formly in terms of n. More precisely, we show that

HW(n)HLgO(LQqu)mLtlngjl < C(T), ”e(n < C(Th),

)
2
| oo rammo®yory mos,

where C'(T7) is a constant independent of n.

(2) There exists T > 0 such that w™) — w™ is a Cauchy sequence in LfOB;il

and 0"t — () is Cauchy in L} B.'}", namely

00,1
ot — w1 < C(Tp) 277, [0+ = 0y pore < C(T2) 27"

for any t € [0, T3], where C(T3) is independent of n.

If the properties stated in (1) and (2) hold, then there exists (w, ) satisfying

we LP(LPNLYNLBY,, 6e L(L* N BY) N LB

00,1 00,17

w™ - w in L¥B 0™ — 6 in LtlBo_oly’la

00,19

for any ¢ < min{7},T>}. It is then easy to show that (w, 8) solves (4.39) and we thus
obtain a local solution and the global bounds in the previous sections allow us to
extend it into a global solution. It then remains to verify the properties stated in (1)
and (2). Property (1) can be shown as in the previous sections (Section 4.2 through
Section 4.5) while Property (2) can be checked as in the proof of Theorem 4.6.1. We

thus omit further details. This completes the proof of Theorem 4.1. [ |
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CHAPTER 5

Sufrace Quasi-Geostrophic equations

5.1 Introduction

In this chapter, we will pay our attention to the 2D Surface Quasi-Geostrophic equa-

tions. As mentioned in the first chapter, the equations read

00 +u-VO+ rA*0 =0
u=Vtep, Ap=20

Very similar to the 2D Boussinesq equations, we have three different regimes depend-

ing on the choice of «
e The sub-critical case for a > 1
e The critical case for a =1
e The super-critical case for 0 < a < 1.

The global regularity problem for sub-critical case has been solved (as given in
[26] [68]). However, the conventional energy method can not be applied to the critical
case. In fact, in the recent years, a huge amount of effort has been dedicated to this
problem. In 2001, Constantin, Cordoba and Wu [8] proved the existence and unique-
ness problem under the condition that the initial data has a L* -norm comparable

to or less than the diffusion coefficient . i.e. the small data condition. For large
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initial data cases, we have four distinguish proofs at this point of time. Caffarelli
and Vasseur [20] proved the global regularity of the Leray-Hopf weak solutions to the
critical SQG equations in the whole space setting. Their method used the Di-Giorgi
iterative estimates. One crucial fact they use in the second step is that the operator
A = (—=A)2 is equivalent to the normal derivative of a harmonic function which is
obtained by extending the solution into the 3D half space. Kiselev and Nazarov in
[52] proved the Holder continuity, i.e. the second step of Caffarelli and Vasseur, by
investigating the revolution of the solutions in the U,(T¢) class. Here we pay more
attention to the following two methods.

In [KNV07], Kiselev, Nazarov and Volberg introduce the idea of Modulus of Con-
tinuous (MOC).

Definition 5.1.1 We call a function w : [0,00) — [0,00) a modulus of continuity if it
is an increasing continuous concave function such that w(0) = 0. In addition, we may
assume w'(0) < oo and limg_,o4 w”(§) = —oo. We say that a function f: R™ — R™

has modulus of continuity w if

[f(e,t) = fly, ) Sw(le—yl)  Jorall z,y eR"

The procedure of the proof is to show that the solution 6 follows the same MOC
in the time perio [0, 7] as it does at the initial time. Then, the regularity will follow
as ||V0||w is bounded by w’(0).

In [[21]], Constantin and Vicol achieved the newest approach through the idea of
Only Small Shock (OSS).

Definition 5.1.2 Let § > 0 and t > 0. We say 0(z,t) has the OSSs property, if

there exists an L such that

sup  [0(x,t) — 0(y,1)| <6
{(z):|e—vl <L}

80



Moreover, for T >0, we say 0(x,t) has the uniform OSSs property on [0,T], if there

exists an L > 0 such that

sup 10(z,t) — O(y,t)] <0

{(Zvyvt):‘x—y|<L70St§T}

The entire proof can be divided into two parts. The solution # follows a uniform
OSS property over time with respect to 0 and L. And then the OSS implies the
regularity of the solution. The new idea behind these two proofs is that we focus
ourself on point-wise property of the solutions instead of a space norm over the entire
domain.

The regularity problem for the supercritical case still remains open. Constantin
and Wu [23] reached an conditional result which assumes that the solution remains
in C17. Dabkowski [27] shows an eventual regularity results with a € (0,1) by using
the same U, class as Kiselev and Nazarov did. The result is an alternation to the
result of Silvestre [72], which uses the Caffarelli and Vasseur’s approach. Kiselev, by
investigating a time dependent MOC condition, reached the similar eventual regular-

ity in [51]. It worth mention that Dabkowski [27], as well as Kiselev [51], also solves

1
2

the finite time regularity theorem for a € (0, 5), which is an extension to the work of
Silvestre [72].

In the rest of this chapter, we attempt to extend the idea of OSS in to the super
critical regime. The second step is done by assuming the solution being in a Holder
continuity class uniformly over time, which is more regular than the OS.S condition.
This is consistent with the result of Constantin and Wu. Applying the method of
MOC for the first step, we can reach a small data global regularity with requirement
only on || - ||z, which is weaker when compared with Yu [81]. Another corollary is

that, with the decaying of the [|f||« over time, we can reach a eventual regularity by

the small data result.
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5.2 Holder to Regularity

For the super-critical case, i.e. a < 1 in 5.1, the solution ought to be more regular
than the OSS condition. One may find a hint from Constantin and Wu [23], which
show the Hélder continuity C'~¢ implies global regularity. Though the OSS condition

only regularize the solution for |z — y| < L, its requirement can be represented as
10(2,t) = 0(y,1)] < dlx —y°

which is consist with the Holder condition. One explanation is that the dissipation is
weakened when « getting smaller. The regularity contribution from the dissipation
operator will not counter the singularity from the nonlinear term. So, we should seek
a certain amount of differentiability from the solution itself. We will have a rigorous

proof below. First, we extend the idea of OSS condition.

Definition 5.2.1 (Close Range Holder) Letd > 0 andt > 0. We say the solution
6(x,t) has the Close Rang Holder (CRHss) property with parameter s at time t, if

there exists an L > 0 such that

(z,y):|lz—y|<L

Moreover, we say 0(x,t) has the uniform CRHss property on [0,T], if the same L

works for all0 <t <T.

Theorem 5.1 There exist a &g > 0, depending on ||0p||s, S0 that if 0 is a bounded
weak solution of the super critical SQG equations with the uniform C RHs, s property
on [0,T], then it is a smooth solution on [0,T). Here we require that % <s< 1.
Also

sup V6l < Ol V0],

telo, T
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Proof. Using the standard procedure, we have the decaying of LP norm of 6 for
1 < p < oo. The goal here is to show that ||V« is bounded uniformly over
time. Thus, by a BKM type criteria [5], i.e. the smooth solution may be continued

pass through T if

t
lim/ 1V6]| 3 < o0,
t—T 0

we can reach the regularity conclusion as expected.
Apply V operator to the 6 equation in 5.1 and then take the inner product with
Vo
%(at +u-V)|VO?+V0-A*VO+ Vu:V0-V0=0

For the dissipation part, Constantin and Vicol [21] have improved the work of Cordoba
and Cordoba [7]

Vo(z)(Vh(x) — VO(y))

VO -A*VO = CyP.V. dy
Rd |z — yl|ite
1 1
= —AYVI]*+ =D,
5 ANVOP + 5
O(x,t) — VO(y,t)?
where D, = C'OP.V./ [V6(z,t) — VOly, t)]
R |z — yl|ite
By the Theorem 2.5 of [21], we have the lower bound
1D (x,t) > ¢ Vo
—Dolz,t) 2 €1 57—
4 [100]]%,
Then we have
1 Vo|2re D, (z,t
5(8t+u-V)|V6\2+cl|H0 |” + (Z ) < |Vu||VO?
0]loco
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To bound the term |Vu|, we depends on the relation between u and

€L

Vu—RrRivo—py [ FZY)

- |ZE _ y|d+1 (V@(l‘,t) - ve(:y?t))dy

The greatest trouble occurs when |z — y| is close to zero. We have the estimate, for

some p > 0
(z—y)*
Af—y<p ‘1‘ - y‘d +1
Vo(x,t) — VO(y,t) 1
= dia =y
R |-yl [z —yl| =
< 62\/5ap%
We expect
o D, D,
eV Dap? VO < 5 + 2c3p°|VOI* < Ve

which might be achieved by letting

&1

(— Tl
p= (e 10l

When |z — y| is large, i.e. |t — y| > L in the theorem, we have

(r—y* 160l
Vo(x,t) — VO(y,t))dy < 2c
/xy|>L |$_y|d+1( ( ) (y )) Y 4 I

If we p = L, the right hand side of 5.2 will be too large. This is exactly the reason
we introduce the OSS or CRH condition. For the section p < |z —y| < L, we would

do an integral by parts and use the fact that

/‘ ( — y) e — 5|~V O()dy = 0
le—y|=r
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Vitgea(z, 1)) = / =9 oty — VO, 1)y

<|z—y|<L |I‘ - y|d +1

CS/ |9((E,t) _e(yat”
p<le—yl<r T =yl

< o / 7 — |~y

IN

Here we use the CRH;, s property of 6. The integral is non-singular since we
assume that s < 1.

[Viimea(, )] < c3dop™ '
applying the definition of p mentioned before, we have

(1-s)(2—w)

Vtmea(@, )| VO(@, 1)]* < callfolloc* (VO =

In order to hide this term in the left hand side, we need %ﬁa*m + 2 < 2+ «, which

. . 2 _
is equivalent to s > @+a=2 apd
a—2
701+§
do = ¢c5)|0ol|c  ©

Then, we reach a point-wise inequality

2, @l Vo(, e 100l | VO(z, £)[?

1

—(0 . AY)|VO(x,t <2

2( h+u-V+ )|V ($, )| + 2H00Hgo S 26 I
when |Vl(z,t)| > (%)é, we have

(O +u-V+AYVI? <0

which means, |V6| would not exceed the threshold mentioned above. This bound
serves for arbitrary z, which is equivalent to say || V||« < oo uniformly for ¢ € [0, T7.

85



5.3 From OSSm to Regularity

This section is a joint work with Constantin, Vicol and Wu. Inspired by the work of
Dabkowski, Kiselev and Vicol, we may consider a more general dissipative operator

for the SQG equations

00 +u-VO+ L0=0, uw="R"

where the dissipative nonlocal operator £ is defined as

£O(z) = P.V./ (6(x) — 0z + )™ g,

R2 ’yP

The requirements for the function m(r) are similar to those mentioned for the Boussi-

nesq equations.

1. there exists Cy, 1 > 0 such that

rm(r) < Cpa forall r <1

2. there exists C), 2 > 0 such that

rim/(r)] < Cpam(r)  forallr >0

3. there exists o > 0 such that

r“m(r) is non-increasing.
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Examples of such functions m(r) are

m(r) = %, for r > 0 and v € (0, 1), which yields £ = A? (5.1)
m(r) = WM’ for r < 1 and extend suitably for r > 1 (5.2)
m(r) = m, for r <1 and extend suitably for r > 1 (5.3)

m(r) =1, for r > 0, which yields the critical dissipation £ =A.  (5.4)

For this new type of operator £, we define the property OSS,, s

Definition 5.3.1 (Only Small m Shocks) We say the function 6(z) has the OSS,, s

property if there exits L > 0 such that

0(x) — 0(y)|
|z —ylm(|z —y|)

<4 whenever |z —y| < L.

We say the function 6(x,t) has the uniform OSS,, s property on [0,T] if there exits
L > 0, independent of t € [0,T] such that 0(-,t) obeys (5.3.1) for all t € [0,T].

Theorem 5.2 (OSS implies regularity) Let 6y be smooth, decaying sufficiently
fast at infinity, and assume that the operator L is such that m obeys (1)—~(3). There
exits an 8y = 0o(||0o||L=) such if a solution O(x,t) of (5.3) has the uniform OSS,, s,
property on [0,T], for some T > 0, then 0(x,t) is Lipschitz continuous (in x) for
t€[0,7).

Proof. We need to show that sup, [V6(z,t)|* remains uniformly bounded on [0, 7.
For (z,t) € R? x [0,T] we have

O +u-V + L) VO, ) + D[V (2, ) = —2(Vu: VO - VO)(z,1)
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where we denote D,,[f] = 2fLf — L(f?) > 0, which is in turn given explicitly as

Dalilie) = V. [ (76) ~ oy

lz —y|?

Let L be the constant from the uniform OSS,, s, property, and let p € (0, L) to

be chosen later. We split the integral expression for Vu, i.e.

€1

Vu(x) = P.V. /RQ(VQ(x) — Vo)) (x —y)

lz —yl?

into an inner piece (0 < |z —y| < p), a medium piece (p < |z —y| < L), and an outer
piece (L < |z — y|). For the inner piece, using the Cauchy-Schwartz inequality we

have

P 1/2 p
!Vuz-n(:v)lSO(Dm[ve](x)W(/o 1 dr) < DulV0@) | 015, )|2/0 L

rm(r) — 4Vl(x))?

rm(r)

For the medium piece we integrate by parts, use the uniform OSS,, 5, property and

(2) to obtain

m(r)

dr.

Vitmea(z)| < C /

p<|z—y|<L r

0(a) = 00) = ! iy < Cly /

At last, the outer piece is direct via integration by parts

1 0o || 1.
|Vuout<x)| < CHGOHLOO/ _d < CH 0||L
L

For the positive term D,,[V#)], using that 6 has the uniform OS.S,, 5, property on

[0, T], we have the lower bound

DuVOl(@) = VO S, ., ”jgf;'z”dy—mve(x)\(fx iz 002) = 61 |9, |x"'”yﬁé'

> 27|VO(x)? [ 2 dr — C5|VO(x)| [F ™ dr — CIVO(@)| |60l [;7
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Here we also used (2). We now combine (5.3) with (5.3)—(5.5) and obtain

(0 +u-V + L) VO] + 7|V6|* [ ™Dy

< Col VO [ dsdr + Codo| VO [ ™ dr 4 Coso| V0P [F ™Dy

rm(r)

+Co|VO|[|60] | 1 [7° ™R dr + Collel= g 2 (5.6)

r2

for (z,t) € R? x [0,T], where the constant Cy may depend on m through (2). We

rewrite (5.6) in compact form as
O 4+u-VH+L)\VOP+Ty <Ty+To + T35+ Ty + T

where the meaning of the 7T;’s is given in (5.6).

First we choose p so that Ty < Ty/2. Using (3), we have

L | 1 L 1
dr < —dr < , (5.7)
o rm(r) pm(p) Jo r'm T am(p)

and using (2) and the fact that m(oc) = 0 (due to (3)), we have

/‘” m(r) ;. 172 /Oo i (r)dr = ™), (5.8)

T Cm C’m ,2

so that we need to choose p sufficiently small to satisfy

m(p) = C1|V)| (5.9)

for some sufficiently large constant € that depends on Cy, Cy, 2, and a. Note that
since m is decreasing, this means p will be small, and by possibly increasing C we

can make sure that p < L.
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From (2) we have

/pL m(T)dr < p*m(p) /OO riadr = M7

r P

and by the monotonicity of m and (5.8) we obtain

Coo
T+ T, < 000

= (IV0Im(p)* + [V O]*m(p)) :M

once we let &y be sufficiently small (depending only on Cjy, C, and «).

At last, using (3), we have

L)

L
T, < 00||90||Loo|v0|/ L) - co||90||m|ve|ﬁ

and therefore, inserting the above bounds into (5.6) we arrive at

Col|0o]| oo

(9 +u-V +L£)[VoP < =2

(m(L)|VO] + |V]?)

which concludes the proof of the Theorem.

IVOI*m(p) <

Th
4

(5.10)

The is theorem is an improvement of the theorem in th previous section, since we

allows s = 1 —«. It can be regarded as an alternative proof of the theorem 3.1 in [23]

when m(r) = L.

ro

5.4 Regularity with Small Data

In this section, we try to conclude that, when the initial data satisfies the CRHj,

and some smallness conditions, the solution remains the same property uniformly for

€ [0,T] for T > 0.
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Theorem 5.3 Assume the initial value 0y for the equations satisfies
|0o(x) — Oo(y)| < dolz —yI*  when |z —y| <L

for a constant L, then the solution for the super critical SQG equation have the

uniform CRHs, s property with the parameter L.

Proof. We prove the theorem by a method close to the Modules of Continuity method
invented by Kiselev, Nazarov and Volberg. For the simplicity of writing, we denote
w(§) = 0p€°. At the beginning, we assume this formula holds for all £ > 0.

We will show that, if the property breaks down at points x and ), with |z—y| < L,
at time 7', we would have |0(x,T) — 0(y,T)| = w|x — y|. In Kiselev, Nazarov and
Volberg paper, this is called breaking through scenario. This can be explained as
the time continuity of the function 6(z,t) — 0(y,t) for a fixed pair of points (z,y).
However, we will also show that 0;(|0(x,t) —0(y,t)|) < 0, which would contradict the
choice of =, y and t.

We will use the equations proven in [53]. Denote Q(|z — y|) the modulus of

continuity which is followed by u(z):
0(0(z,t) = 0(y, 1)) = U]z — y)'(lz —y)) + D

£
2

o) = Al Wy [~y

B 1 -1 . B Ady s
= AN+ T = e
W(€) = Gose!
B 5 w(€+2n) + w(E — 2n) — 2w(€)
D - C[/O 771+o¢ d’)]
+ﬁ w2n+¢§) - c;(iz— §) — 2W<€)dn]

2
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Both of the integrals for D return a negative value, but we will take the advantage

of the first one only.

[S172%

w(& +2n) +w(& —2n) — 2w(§)
D S \/0 771+a d?’]

< 0w (€) = Cds(s — 1)E2 2

We would expect

A
70 = Cos(1 - 5)E " < 0
., Cs(1—s)?
s+a—1
S ST,
This requires
Cs(l—3s)?. 1 atl-s
L = (¥)3+a—1 — CHHOHSO*LFS

The gap of the above proof is that, we assume the MOC property for the region
|z — y| > L, which is not covered by the CRH condition. To fix this, we will use the
fact that |#(x) —0(y)| is bounded by 2||0(+,t)||s- This is further bounded by 2|6 || L
So, we are able to go through the above steps if, for £ = L, §o£* > 2||0y||oo. We will
draw our conclusion. Notice that, we have the requirement that s + o —1 > 0, i.e.
s > 1 — «. But this condition is weaker than s > % when « € (0, 1]. Using the

formulas for L and dy in 5.2 and 5.4, we have the inequality

_ s=1 +1— _
H@OHOOO‘*S(} +(371+§)S 1 >

Ql e

The constant C' is the one defined in L equation. In the region % < s <1, the

power on the left hand side is negative, which implies the smallness condition.
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5.5 Eventual Regularity

One of the corollary of the small data regularity theorem is the so called eventually

regularity. Is is usually stated as follows,

Theorem 5.4 For the SQG equations with 0 < o < 1, there exist T > 0 such that,

if 0 is a local solution on [0,T], it is Lipschitz continuous for t € [0, 00)

One wildly used idea for proving this type of theorem is that, if we have the decay
of one certain norm and a small data regularity theorem related to the same norm,
the solution will become regular when the norm drops below the small data threshold.

The decay of the |[thetal|« is due to the work of Cordoba and Cordoba [7]

Theorem 5.5 If 0 and u are smooth solutions to the SQG equation with 0 < o <1

on [0,T], then
00| o _
(0 —L Y
(14 aCt|l6o]|%)=
Now, let T' > 0, such that

_a+s—1+<at1—s)3_1 2

0 T o @ a—1+s > =

()| >2

as claimed in the previous section, we can prove the theorem.
One remark is that the eventual regularity result does not imply the global regu-

larity. The solution can possibly becomes singular before T
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CHAPTER 6

Axi-symmetric Navier-Stokes equations in R”

6.1 n-dimensional Axi-symmetric Navier-Stokes Model

In this chapter, we focus on a model for axisymmetric Navier-Stokes and Euler equa-
tions introduced by Hou and his collaborators. In [42],[43],[40],[41], Hou and Li, Hou
and Lei proposed two systems of equations for study in order to understand the stabi-
lizing effects of the nonlinear terms in the 3D axisymmetric Navier-Stokes and Euler
equations. The following is a briefly summary of the derivation of these model equa-

tions. The incompressible 3D axisymmetric Navier-Stokes equations can be written

as

( 0\2
D (u?) 1 1
—u" — = —Pr 87’7’ _ar azz Y T?
thu " p+1/( —|—T + T2)u
D " u? 1 1
_u0+uu =V 8rr+_ar+azz__ uea
Dt r T T (6.1)
D 1
E u® = —p: +V (a'r'r + ;ar + 8zz) u27

\ ou” + %ur + 0,u* =0,

where u”, u’ and u?® are the cylindrical coordinates of the velocity field u, and

D
E = @ + uT&« -+ Uzaz.
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When 0y(-) = 0, these equations reduce to the axisymmetric Euler equations. The

corresponding vorticity w = V X u obey

D 1 1
Euﬂ":y(&r—k;&,—i—ﬁzz—ﬁ) W'+ (WO, + w?0,)u",
Zj 6, r 1 1 r, 0
{ _w9+uw =v|0y+-0,+0,, — —= we—l—(w’"&—l—wzaz)ug—i—uw, (6.2)
Dt r r r2 r
D s 8+18+8 "+ (W0 + w0, )u®
W =V rr T —Up 2z | W WO TWo)u .
. Dt r

Noticing that u" and u? can be represented by ¢, w” and w? by v’ and the

equation relating w? and v’
2 1 . 0 0
—\ O+ =0, +0; — — | ¥ =, (6.3)
r r

the axisymmetric Navier-Stokes equations reduce to a system of equations for the

swirl components ¢?, u’ and w?. By substituting the new variables

in the swirl component equations of (6.1), (6.2) and in (6.3), and dropping the con-

vection terms, Hou and Lei [40] obtained the following system of model equations

atul =V arr + ;ar + azz ur + 2az,éz}l Uy,

atwl =V 87”7" + gar + azz u + az(u%)v (64)
3

- <07“r + ;ar + azz) wl = Ww1.

Clearly this system of equations is self-contained. When the convection terms are
added back to this system of equations, the 3D axisymmetric Navier-Stokes equations
can be recovered. Even without the convection terms, these equations possess many

similarities as the 3D axisymmetric Navier-Stokes equations. As demonstrated in [40]
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and [41], regularity criteria of the Prodi-Serrin type and of the Beal-Kato-Majda type
[5] still hold for this system of equations.

Our attention is focused on the open problem of whether classical solutions of
(6.4) are global in time. The issue is investigated here from two different perspectives.
First, we generalize this model to include dissipation given by a fractional Laplacian.
For this purpose, we need to interpret these equations as a system of equations in
5-dimensional space. To be more precise, we set y = (y1,y2,y3, ¥4, 2) € R® and write

A, for the 5D Laplacian, namely

Ay = Zayjyj + 0z

Jj=1

If a function f = f(y) is axisymmetric about the z-axis, then

3
Ayf = (6’1‘7" + ;a’r + azz) f

Identifying u;, w; and 9y as 5D axisymmetric functions and replacing A, by the
fractional Laplacian —(—A,)* for a parameter o > 0, we obtain the generalized

Hou-Lei model
8tu1 = —V(_Ay)aul + 2@% Uy,

duwr = —v(=A,) w + 9,(u3), (6.5)

(_Ay)wl = Ww1.

6.2 Global Regularity with o > % + 2

In this section, We study the initial-value problems of these generalized Hou-Lei

equations with the initial data

uy(z,0) = ugo(z), wi(z,0) =wio(x), ¥i(x,0) = o). (6.6)
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Theorem 6.2.1 Consider the generalized 3D model (6.5). Assume that the initial

data (u10, wio, ¥10) in (6.6) satisfies
up € H'(R®), 19 € H*(R®) and wig = —Ayiig.

When o > g, the solution (uy,ws,¥1) emanating from (uyg, wio, Y10) Temains bounded
in HY(R5) x L3(R®) x H2(R®) for all time. More precisely, we have, for any 0 <t <

OO)
t
(Il + 20 8) + v | (IG5 + 1457 n, ) + 25 18) <

where A, = (=A,)Y? and C is a constant depending on |[uig| s, [|willz and |[tio]| a2

only.

Proof. [Proof of Theorem 6.2.1] Multiplying the first equation in (6.5) by u;, the
second by 2, integrating over y € R® and performing several integration by parts,

we obtain

1 d 2 2 @ 2 1+« 2

ST R5(U1 + 2|V |") dy +v R5<|Ayu1| +2[A, % |7) dy = 0,
where A, = (—Ay)%. Integrating in time yields

t
/5(u$+2\vy¢112)dy+2y/ /5(]A;u1]2+2]A;+“1/J1]2)dydt (6.7)
R 0 R

— [ (w29, 00) dy.
R

To obtain further bounds, we multiply the first equation in (6.5) by A,uy, the second

by 2w, integrate over y € R® to obtain
L d 2 2 14+o 2 « 2
2 dt (|Vyu1| + 2| | ) dy +v (|Ay | —|—2|Ayw1| ) dy =J,+Jo, (6.8)
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where

J1 = /28Z¢1 ulAyul dy, J2 == /2&)1 8Zu% dy

We estimate J; and J,. By Holder’s inequality,
1] < C |Ayual2 [[0:401 | [|ua ][4 (6.9)
By the Gagliardo-Nirenberg type inequality, for o > 1,
acl 2
[Ayutllz < Cllualls™ 1A, ull ™, (6.10)

we obtain

lurlla < Cllunllz 1Vyunlly [A%ull3 1A u s, (6.11)

where the indices a,b,¢,d € [0, 1] and satisfy

1 a 1 1 1 « 1 1+«

Writing a and b in terms of ¢ and d, we have

1
a:—Z+(a—1)c+04d, bzg—ac—(l—l—a)d. (6.13)

Similarly,

10:01lls < ClAAlls [V,0:00 13 145000113 (145Dl

< CNIVlls llonll 1A, w13 | AG w3, (6.14)

where the indices e, f, g, h € [0, 1] and satisfy

1 e 1 1 1 « 1 1+«
et f+g+h=1, Z_§+f(§_5>+g<§_€>+h(§_ 3 )(6-15>




1
e:(a—l)g%—ah—é—l, fzg—ag—(1+a)h.

Inserting (6.10), (6.11) and (6.14) in (6.9), we obtain

oa—

1+a
Al < Cllulls™ 19,00l [Vl llonlls 1Al 1A, 018

=+d
<Ay w7 A w13

When
+d+h <2
1+«
we apply Young’s inequality with
h+ 1 +d+1 4 2(a+1)
= —+-= or p=
2 " 1+a 2 p P % —(a+D(h+d)

to obtain

1% 1%
|| < §HAZW1H§+§HA5+O‘U1H§

+CW) luall3 IV 1321V w3 ewonll3* A uall3® A, ]15°,

where

(6.16)

(6.17)

(6.18)

a—1
M =p a+1+a ;. Y2=pe, Y3=pb, v=pf, B=pc, w=Dpyg

When 73 + v, < 2 and 5 + 76 < 2, namely

p(0+f) <2 and p(c+yg) <2,
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we can apply Young’s inequality again to further bound .J; by

v (0% v [0}
Al < gliagenlls + 5 1A w3 + W) flulls' [ Vyall3? (6.20)

< (IVyuall3 + llwrllz) (IAGual® + A, ¢ul3)

Invoking (6.13), (6.16) and (6.18), the conditions in (6.19) can be rewritten as

200 — (2;(?;)1(2 th) (g —alc+g) —(1+a)(d+ h)) <2, (6.21)
20— (2;(?2)1(2 Ty letasz (6.22)

Equivalently,
%S(e+g)+(d+h)ga2fl. (6.23)

When a > 2,

a—+95 2c
<
20(a+1) —a+1

and we can select suitable ¢, g, d and h so that (6.23) holds and thus (6.19) holds.

Some special choices of the indices a, b, c,d and e, f, g, h are

4 4 1 4 4 1
a J 97 c 97 ? € Y f 97 g 97
in the case a = g, and
402 +3a — 5 1 5 — 3«
“=e=0 / dafa+1) I = ar1 dafa+ 1)

in the case of o >

>t

We now bound J5. By the third equation in (6.5), J; can be written as
J2 = —4/u1 8Zu1 Ay’(/J1 dy
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1 1 _ 1 . I .
For any p, q € [1,00] and 5+ 5 = 3, we have, by Holder’s inequality,
| Jaf < Juallp [|0zua [[qllwr[|2-
Furthermore, by the Gagliardo-Nirenberg type inequalities

lurlly < Clualls [V llat A% [l3* AT uall2,

0.1 ]ly < C NIV yunll3 A% u][5? [|Aun |52
with the indices satisfying
a;+by+c+dp =1, by+cy+dy =1,
1 a 1 1 1 « 1 14+«
St R T e - _=Z d [ = —
b5 rn(sms) e (-5) e (G- 50
1 1 b 1 1 n 1 « L d 1 14+«
- — - = - — — C - — P
¢ 5 \2 5 \2 5 \2 5 )°

we obtain

lurllp 10zuslly < C lluall5* [IVyualls® 1A% us |15 AT uy]|5?,
where b3 = by + by, c3 = ¢1 + ¢o and d3 = d; + dy. Clearly

a1+b3+03+d3:2,

aleb?:+ 5—2a+d3—2a_3
2 "0 T3 10 10 10

Inserting (6.26) in (6.24) and applying Young’s inequality, we obtain

2aq 2b3 2c3

14 — - =
[l < SIAT wll; + CW) flulls™ Vgl A% [l [l
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It

203 2b3 2
<2 <2 6.29
2 dy ST 2—dy 2—dy (6.29)
a further application of Young’s inequality implies
v o 22—(11 [
| J2| < §||A1+ utlly + C@) lually™ A%l (IIVyuall3 + [l [13) - (6.30)

When o > %, we can choose suitable aj, by, ¢3 and d3 so that they satisfy (6.27),

(6.28) and (6.29). In fact, these conditions are equivalent to

a1+03:2—(b3—|—d3),
7
(b3 +d3) + alcs +d3) = 5

c3+dz3 <2, b3+d3<1

and all of them are obviously satisfied if we set

) )
a1=O, b3:2——, 03:1 and d3:——1
2a 2a

Combining (6.8), (6.20) and (6.30), we find that

d (0% (0%
= (IVyuall3 + 2flnllz) + v ([[A, " wllz + 2[AJwr [2)

< CW) lull3 1V l13* (IAGuall® + 1A, *nll3) (IVyualls + 2flwrl3)

2aq

+COW) llually™™ 1A% 15 (IVyualls + 2[lwr]13) -
It then follows from Gronwall’s inequality and (6.7) that
t
(IVyunllz + 2[lwrll2) + V/ (Al + 2| AJwi[l2) dt < C.
0
where C' is a constant depending on the norms of the initial data, namely ||uio]|2 +
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IV yui0ll2, || Vy®ioll2 and ||wig|l2. When the initial data are more regular, the solution
of (6.5) can be shown to be more regular. In particular, smooth data yield smooth

solutions. This completes the proof of Theorem 6.2.1. |
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