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## CEAPTER I

INHRODUCTION

Geographical maps consisting of regions bounded by simple closed curves on a plane or sphere are most often colored in such a manner that no two states or subdivisions of a country or continent which border are of the same color. The figure below is an example of a map in which four colors are necessary to accomplish this.


The question of whether four colors is sufficient to color a planar or spherical map has never been successfully answered. This question was formulated as a mathematical question as early as 1850 by Augustus DeMorgan and was put before a wide mathematical public in 1878 , when Arthur Cayley proposed it to the London Mathematical Society. The next year in Volume 11 of the American Journal of Mathematics, a solution
was published by Alfred B. Kempe. However, the problem was definitely unsolved again eleven years later, when Percy John Heawood pointed out an error in Kempe's reasoning. He did show by a revision of Kempe's proof, that five colors are always sufficient to color a planar or spherical map. However, there has never been an example given of a map where five are necessary.

The problem is today probably one of the most simply stated of the unsolved problems in mathematics. It has held the interest of many famous and capable mathematicians, not the least of whom are G. D. Birkhoff, Kempe, Veblen, Brahana, Balantine, Reynolds, P. J. Heawood, C. E. Winn, and Philip Franklin. The endurance record of interest undoubtedly goes to Heawood, who became interested in the problem in the eighties while a student under Cayley. He published his first paper on the problem in 1890, and several others including one as recent as 1935. Some of the research of F。Harary and G。 Prins received financial support from the National Science Foundation and their results were published in the Canadian Journal of Mathematics. G. A. Dirac published results related to the problem as late as 1957, and G. Ringle published a solution to a related problem in 1959. Even today the problem is a popular topic for magazines and books on mathematics.

In general the mathematics student is not well acquainted with mathematics outside the textbook and he frequently considers even the statement of unsolved problems as being outside the realm of his understanding. However, here is a classical unsolved problem whose statement he can read and understand. In fact, many of the attempts to solve the problem utilized only techniquescodeoncepte that youldebe within the level of understanding of many high school students.

A teacher well versed in the four-color problem could readily introduce an interested mathematics student to that section of the world of sophisticated mathematics apart from the pages of the textbook. The primary function of this paper is to provide a means for a teacher to interest such students in the problem and many of its related areas.

A second function is to provide the serious reader with an interesting inroad on the study of graph theory. Graph theory is an important mathematical tool that can be universally applied. The study of graphs came about simultaneously in a number of widely diversified disciplines and only recently has been treated as a subject independent of any specific application. The four-color problem has been a very large contributor to graph theory.

The study of the four-color problem has led to many interesting related areas. Many of these will be identified in this thesis and some of them will be emphasized.

Chapter two presents the definitions of terms used in the rest of the paper, as well as Euler's Theorem. The third chapter is intended for the lay reader. It contains a nontechnical account of the problem. Chapter four is intended for the interested but inexperienced mathematics reader; it should be readable to the above-average high school student. The remainder of the paper is not above the undergraduate mathematics major.

## CHAPTER II

DEFINITIONS

A finite map on the plane is a subdivision of the Euclidean plane into regions by a finite number of finite arcs such that no region lies on both sides of any arc, and no two distinct arcs have more than their endpoints in common. A division of the plane by arcs such as is illustrated in Figure 2.1,d is not a finite map. The combination of two or more arcs can form a loop, as is illustrated by $\operatorname{arcs} \alpha_{1}$ and $\alpha_{2}$ in Figure 2.1,b and 2.1, $c$; hence, the condition that the endpoints of an are are distinct does not exclude the possibility of a loop.

An arc is anything topologically equivalent to the closed interval [ 0,1$]$.

If $S$ is the plane and $A$ the union of the set of arcs forming a map M, then S - A is a collection of disjoint, connected open sets each of which is called a region of the map $M$.

A boundary between any two regions of a map is the union of that collection of arcs that separate those two and only those two regions. An arc is said to separate two regions if it is adjacent to both regions (every neighborhood of an interior point of the arc contains a point of each region). Hence, the union of the interior of an arc with the two regions it separates is a connected open set. Since two ares can have only their endpoints in common, no region is separated from two other regions by the same arc. Since no region lies on both sides of any arc,
every arc must be part of some boundary, that is, arcs such as $\alpha_{3}$ and $\alpha_{4}$ in Figures 2.1,d are not admissible as part of a proper map.

A vertex of a map, referred to hereafter as a vertex, is a point common to at least two boundaries. The existence of two boundaries at a point implies the presence of at least three regions at that point. Refer to a vertex as an end of a boundary as often as it appears as an end of an arc in the boundary. It follows that a vertex is an end of at least three, not necessarily, distinct boundaries. Notice that since a boundary can have more than two ends, Figure 2.1,a, there may be more than two vertices lying on one boundary. Also, two ends of a boundary may be the same point thus allowing the possibility of only one vertex on a boundary, Figure 2.1,b or, a boundary may have no vertices of the map (as contrasted with vertices of arcs), Figure 2.1,c. These possibilities are illustrated.


Figure 2.1

It cą be shown that a boundary has no more than two ends (of its arcs) at a vertex.

Even though we have defined a map in terms of a set of arcs on the plane, the map as derived is rather independent of the set of arcs used
to establish it. That is, for any particular map, the set of arcs from which it could be derived, is not unique. This is easily seen by considering the numerous ways in which a single boundary could be broken up into a set of arcs. Therefore, we shall lose the need for reference to the arcs making up a map rather early in our discussion.

Mathematicians like to make general statements and do not believe that exceptions prove the rule. The assertion that a quadratic equation has two roots is not true if we restrict ourselves to the real numbers. This was a powerful reason for introducing the complex numbers; in the enlarged number field the statement is true, counting multiple roots. The function $f(x, y)=\frac{x}{x^{2}+y^{2}}, \frac{-y}{x^{2}+y^{2}}$ maps the entire plane (except $(0,0)$ ) on the entire plane (except (0,0)), in a one-to-one fashion. These exceptions are found distasteful, and for this reason we consider the extended plane. Our extended plane consists of all the Euclidean plane with the annexation of one more point, the ideal point. We extend the function $f$ to contain the ideal point and ( 0,0 ) as images of each other, preserving one-to-oneness.

A set of points consisting of the ideal point and a Euclidean line through the origin maps onto a Euclidean line through the origin and the ideal point. The set of points $\{(x, y) \mid y=a x+b\}, b \neq 0$, maps into a circle through the origin with the exception of the origin itself. If we define a line in the extended plane to contain the ideal point, as well as a Euclidean line, the image of a line is a circle or a line through the origin. According to our definition the ideal point lies on every line in the extended plane. This changes the concept of parallel lines as well as many of the intuitive concepts of geometry. On the
extended plane two lines are considered parallel if their only point of intersection is the ideal point.

To consider maps on the extended plane it is appropriate to consider boundaries that are not finite; let us visualize what could happen to our concept of a map: Infinite boundaries contain the ideal point and could not possibly be made up of a finite number of finite arcs of the Euclidean plane. Such a boundary contains a subset which is topologically equivalent to $\{x \mid x=I / t, 0<t \leq I\}$; we shall call such a subset, with the ideal point for the end point, an infinite arc. If two or more boundaries contain infinite arcs then the ideal point is common to them and is a vertex of the map. If only one boundary contains an infinite arc then this boundary will contain two, and the ideal point will be a point of that boundary without being an end.

When we consider only those geometric properties that are related to the problem, there is no distinction between a map on the extended plane and a map on a sphere. To see this, consider a sphere tangent to the plane at any point, $T$, on the finite plane. Let $N$ be the point on the sphere diametrically opposite $T$. For every point $p$ on the finite plane, there exists a line $\overline{N D}$ which intersects the sphere at some point $p^{\prime}$, other than $\mathbb{N}$. Likewise, each $p^{\prime}$ other than $N$ determines a point $p$.

This gives us a one-to-one correspondence between the points on the finite plane and the points on the sphere other thon $\mathbb{N} . \quad$ Then $\mathbb{N}$ is made to correspond to the ideal point of the extended plane. Such a transformation is called a stereographic projection. Each region in the plane corresponds under this transformation to one and only one region on the sphere. Continuity and one-to-oneness of the transformation require that the boundaries maintain the same relative configuration
under this transformation. If a boundary of the map on the sphere contains the point $N$ as an interior point then that boundary is the projection of two infinite arcs on the plane. These two arcs have the ideal point as an end in common. Since they separate the same two unbounded regions they are part of the same boundary. If several boundaries have the point $N$ in common then it is a vertex of the map on the sphere, corresponding to the situation in which the ideal point is a vertex of a map on the extended plane. With our new concept of an infinite arc we can consider maps on the extended plane.


Figure 2.2

A map on the extended plane or sphere is a subdivision of the extended plane or sphere into regions by a finite number of arcs (finite or infinite), having only their endpoints in common, such that no region lies on both sides of any arc. With arc meaning either finite or infinite arc, our definitions remain unaffected. That is, a region is still a connected open set. End of boundary and vertex have picked up no new concepts, except that they may be the ideal point.

Actually we could avoid the problem of considering maps on the extended plane since each such map is homeomorphic to a map on the finite plane. Such a homeomorphism could be obtained by the composition of two stereographic projections. Let $M$ be a map on the extended plane such that the ideal point $P$ is on some boundary. Project $M$ on the sphere by a projection $f_{I}$ with point of tangency $T_{I}$ and let $f_{I}(M)=M$ 。 Let $T_{2}$ be a point on the sphere such that $N_{2}$, the point diametrically opposite $T_{2}$, does not lie on any boundary of $M$. Let $f_{2}$ be the stereographic projection of $M_{1}$ onto the plane with $\mathbb{N}_{2}$ as the pole of projection, and let $f_{2}\left(M_{1}\right)=M_{2}$. Now the ideal point is not on a boundary of $M_{2}, M_{2}$ is the homeomorphic image of $M$ under the transformation $f_{3}=f_{2} \circ f_{1}$.

Euler's Theorem. If $M$ is a simply connected map on a sphere with v $>0$ vertices, $E$ edges and $F$ faces then $V-E+F=2$. We shall defer proof of this result until the end of the chapter.

The remainder of this chapter may prove to be tiresome reading since there is very little need for discussion of the definitions that remain. Continuity will not be lost if the reader goes on to chapter three and uses this chapter for reference when necessary.

The multiplicity of a vertex is the number of ends of boundaries at that vertex. By definition the multiplicity of a vertex of a map is at least three. However, it will sometimes be advantageous to speak of a "vertex of multiplicity two" as a particular point which is not an endpoint of a boundary but is on a boundary.

Two vertices are said to be neighboring if there exists an are which is a combination of the arcs that make up the map, wheth those two vertices as ends and with no vertex of the map an interior point of that
arc. For example, $V_{I}$ and $V_{2}$ in Figure 2.1, a are neighboring.
An edge of a region is that portion of a boundary that lies between two neighboring vertices. Note that a boundary is not necessarily the union of a set of edges. See Figures I.I,b and I.I, c.

Two regions are contiguous (neighboring) if they have a boundary in common. It follows from the definition of boundary and edge that if two regions have an edge in common, they have a boundary in common, but not conversely.

A map is properly colored if contiguous regions are assigned different colors. This term will sometimes be shortened to saying a map is colored or colorable.

A connected map is one whose regions are simply connected. The union of a simply connected region and its boundaries may not be simply connected, for example Figure 2.1,b. It will be shown in the third chapter that for such simply connected maps there always exists a sequence of edges forming a path between any two vertices. With this we can see that the vertices and boundaries of a connected map form a connected graph. It also follows, although we will not proye it, that a connected graph which forms a map on a plane or sphere forms a connected map, thus the two are equivaient on a plane or sphere.

A regular map is a connected map such that each vertex has muiti-m plicity exactiy three.

A connected map is a polyhedral map if and only if every region has more than two boundary edges and every boundary edge has two dietinct ends. Loops such as those in Figure 2.l,b and c are not present, by definition.

This polyhedral map as defined here is a generalization of the concept of a polyhedral graph as defined in [13]. A polyhedral graph does
not allow two nodes to be connected by more than one edge whereas the graph composed of the boundaries and vertices of our map may have two or more edges between the same two vertices. As a result, everything that is done with polyhedral maps is apolicable to polyhedral graphs.

If a convex polyhedron is enclosed in a sphere so that the center of the sphere is inside the polyhedron then it is apparent that the prom jection from the center of the sphere, of the vertices and edges of the polyhedron onto the sphere forms the boundaries and vertices of a polyhedral map. It is in fact a polyhedral graph on the sphere. However, a convex polyhedron cannot have two faces with more than one edge in common. Figure 2.3 shows a polyhedral map on the sphere and an equivaIent non-convex polyhedron.


Flgure 2.3

Certain polyhedra cannot be realized as a polyhedral map on the sphere. Figure 2.4 is an example of such a polyhedron.


Figure 2.4

An isthmus is a boundary line which separates a region from Itself. This situation cannot occur in a proper map. However, we use the term in discussing certain reduction processes which must be avoided since they can result in an isthmus.

A map is reducible for a specified number of colors if a coloration may be made to depend on a coloration, in the same number of colors of a reguiar map with fewer regions.

A set of regions in a map is said to be a reducible configuration if its presence in the map renders it reducible.

The chromatic number of a map on any surface is the minimum number of colors in which the map can be properly colored.

A graph consists of a set of discrete points called nodes or zerow cells with a set of arcs called edges or one-cells such that each endpoint of an arc is a node and two arcs intersect oniy at nodes. A zero-cell is also called a vertex or a zero-simplex.

The number of nodes in a graph is called the order of the graph. A graph of order $k$ is called a $k$-graph.

If the nodes and edges of a graph $G$ are also nodes and edges of a graph $G^{\prime}$ then $G$ is said to be a subgraph of $G^{\prime}$.

If the number of edges of a graph meeting at a vertex is the same for each vertex, counting each loop twice, then the graph is called regular. If that number is $N$, say, then it is called a regular graph of degree N .

A regular graph is said to be factorable if it can be obtained by superimposing the vertices but not the edges of two regular graphs of the same order but each of lower degree. A regular graph of third degree may be factorable into two factors, one of first degree and the other of second degree. If the second degree factor is also factorable then the third degree graph is factorable into three factors of first degree. A non-factorable graph is said to be primative [4]. Figure 2.5 shows a factorable graph with a set of factors and a primative graph.


Figure 2.5

If from one vertex of a graph to another, both vertices of order greater than two, there exists only one path, and that along a single edge, then this edge is called a bridge. If this edge is removed, the
graph is separated.
A graph is of genus zero if it is homeomorphic to a graph on a sphere.

A path that includes every edge of the graph once and only once is called an Euler path.

In a graph a path that includes each vertex of the graph once and only once is called a Hamiltonian path.

A leaf is a portion of a graph which is connected to the rest or the graph only by a single lmcell such that no proper part of the leaf has this property [36]. A node of degree one is a leaf; in a tree the leaves are all nodes.

A graph is said to be k-chromatic if its nodes can be properly colored (nodes on the same edge haring different colors) in $k$ colors and if for $j<k$ there exists no proper coloration of the graph in $j$ colors.

A graph with finite chromatic number is called critical if it has no subgraph of smaller order with the same chromatic number.

A surface is said to have connectivity if $h-1$, but not $h$, arcs can be found on it in a certain order that do noti separate the surface, where it is stipulated that the first arc is actually a aimple ciosed curve and that every subsequent arc connects two points lying on the preceding arc [47]. This means that for the sphere $h=1$, for the kine bottle $h=3$, torus $h=3$, and the projective plane $h=2$ 。

Three-dimentional models of surfaces of odd connectivity can be obtained, whereas surfaces of even connectivity can be realized only in a space of higher dimension. Also, there are surfaces of oda connectivity that cannot be realized in three space.

Consider a sphere with two holes in it. Suppose the boundaries
(the contours a, $a^{\prime}$ ) of the holes are oriented in opposite senses, Figure 2.6,a. If we consider several sets of points all as the same set of points, for example by stretching the figure homeomorphically until they coincide, we say we have made an identification of these sets. We shall call such an identification of a with $a^{1}$ as an identification of the first kind. If the sense of each contour is the same, e.g. Figure 2.6,b. We shall call this an identification of the second kind. We can then say that the identification of the first kind is the fitting of a and $a^{\prime}$ with a handle of the first kind; and an identification of the second kind is the fitting of a and $a^{\prime}$ with a handle of the second kind. This can be illustrated for the handle of the first kind by a cylinder


Figure 2.6
bent like an elbow macaroni and Its ends fitted on the contours a and $a^{\prime}$ (see Figure 8.2). The torus is equivalent to a sphere with one hardle of the first kind. A handje of the second kind cannot be realized in three space since the cylinder would have to pass through the surface of the sphere in order to link up with the contour $a^{0}$ with the proper orientation. This may be illustrated as in Figure 2.7; however, one
must keep in mind the apparent intersection of the handle with the surface does not actually occur.


Figure 2.7

It. seems that a bug walking along the surface would pass through the handle and be on the inside. It is for this reason the surface is said to be one-sided. If the bug were hitched to a triangle originaily at $A B C$ such that, as the bug moved, the triangle slid along the surface, the bug could pass through the handle and return to where it started but it would be impossible to rotate the triangle in the surfiace so that the vertices would fail in the same place they were before That is, the triangle would now be oriented ACB. It is for this reason the surface is called nonworientable. A sphere with handies of the first kind is two-sided and is called orientable since sliding the triangle around gives to the surface at each point a unique orientation.

A Mobius band is a one-sided, one-edged surface. A model of one can be made by putting a half twist in a rectangular piece of paper and pasteing the ends together. The Mobius band is aiso non-orlentable.

If a one-to-one continuous correspondence is made between the pointis on the edge of a Mobius band and the points on the edge of a hole in a sphere, the hole is said to be fitted with a crosscap, thus closing the hole. This of course cannot be done in three space. Another way of regarding a crosscap that is sometimes more meaningful, is to identify the diametrically opposite points of a hole. To visualize, this, stretch the edge of the hole as indicated in Figure 2.8.


Figure 2.8

In the words of H. S. M. Coxeter, "A crosscap is a hole in a sur" face with the magical property that a bug approaching the hole on one side would suddenly find himself at the diametrically opposite point and on the opposite side of the surface."

It can be shown that a sphere with two crosscaps is topologically equivalent to a sphere with a handle of the second kind. To see this consider two crosscaps as indicated by the two circles in Figure 2.9, with opposite points identified. If we pull a portion of the plane through the crosscap on the right until $B$ and $D$ fanl on the edge of thet crosscap we get Figure $2.9, b$. Note that points $H, G$ and $F$ are no longer


Figure 2.9
on a crosscap and the arc $B, D$ is reversed upon passing through a crosscap. By stretching the surface we can obtain the situation illustrated in Figure 2.9,c, which is equivalent to that in Figure 2.9.d. The situation illustrated in Figure 2.9,d is recognized as a handle of the second kind.


Figure 2.9


A handle of the first kind and a crosscap is equivalent to a hamdle of the second kind and a crosscap. This can be seen by passing one of the circles of the handle through the crosscap, thus reversing its sense and obtaining two circles of the same sense.

The Kline bottle is a sphere with two crosscaps, though it is usually pictured (Figure 2.7) as a sphere with a handle of the second kind.

The projective plane is a sphere with one crosscap.
The connectivity of the Kline bottle is the same as the torus. Note also that a surface of connectivity $k=2 s+r$ may be obtained from a sphere with s - i handies and r + 2i, crosscaps where i. is any integer such that these values are both nonnegative. The equivalence of these surfaces is stated in the following theorem, the proof of which can be found in [1].

Two closed surfaces are homeomorphic if and only if they are both orientable or both non-orientable and if they have the same connectivity.

For our purposes, we shall consider a closed surface, usually rea ferred to as the surface, to be a sphere with $m$ handles of the first kind and $n$ crosscaps where $m$ and $n$ are nomegative integers.

A region has been defined as a connected open set and in a connect. ed map these regions must be simply connected. A region is seid to be simply-connected if every simple closed curve lying entirely within the region can be continuously shrunk to a point. A simply-connected region is homeomorphic to the interior of the unit circle, $\left\{(x, y) \mid x^{2}+y^{2}=1\right\}$ on the coordinate plane. Such a region cannot pass completely around a handle (nor, equivalentiy, around the hole formed by a handile) nor can it contain a crosscap. If a region contains a crosscap, a simple ciosed curve can be in the region and encircle the crosscap; this curve cannot be continuously shrunk to a point. The presence of a crosscap aiso allows the existance of a simple closed curve lying entirely in the region and not separating it, Figure 2.10. This is contraxy to the Jordan Curve Theorem if the region is homeomorphic to the unit disk.

In Figure 2.8 one can aiso see that a ciosed curve cutting the Iine $A B ; C D$, does not separate the surface. Because of the Jowdan curve


Figure 2.10
property of a disk, for a connected map, any arc connecting two points (or a loop from a single point) or the boundary of a region and lying in the region, separates the region into two simply-connected regions and forms a new connected map.

These same properties of a simply-connected region give us the following theorem:

Theorem 2.1. The edges and vertices of a connected map form a connected graph.

This result is restated and proved as a lemma in the next chapter. Although the context restricts the readers attention to the sphere, the proof being based upon the simply-connectedness of the regions holds for more general surfaces.

We shall now consider a result proved by Leonhard Euler: If $V$ is the number of vertices of a convex polyhedron (in three space), such as a cube or tetrahedron, and $E$ the number of edges and $F$ the number of faces, then $V-E+F=2$.

Since the surface of a convex polyhedron is homeomorphic to the sphere with a map on its surface, with the same number of vertices, edge and faces, we will state the theorem as follows: If $M$ is a connected
map on the sphere with $V>0$ vertices, E edges and $F$ regions then $V-E+F=2$. The result has been generalized by more recent authors into the following:

Theorem 2.2. If $M$ is a connected map on a surface of connectivity with $V>0$ vertices, $E$ edges, and $F$ regions then $V-E+F=X$. Chi is called the Fuler-poincare characteristic of the surface and is equal to $3-h$, where $h$ is the connectivity of the surface. Furthermore, $x=2-2 p-q$ where $p$ is the number of handles and $q$ the number of crosscaps placed on a sphere to obtain the surface.

We shall use the following lemma to prove this result:

Lemma: If edges (and vertices) are added to a connected map $M$ with $E$ edges, $V$ vertices, and $F$ regions, so as to form a connected map $M^{1}$ of $V^{\prime}$ vertices, $E^{\prime}$ edges and $F^{\prime}$ regions, then $V-E+F=V^{\prime}-E^{\prime}+F^{\prime}$.

The edges can be added singly so as to obtain a connected map at each stage. In doing this one must have the edges of the map form a connected graph with each addition.

Consider first the addition of an edge between two existing vertices. This edge must lie entirely within a single region and therefore separates that region into two simply-connected regions. As a result $V^{\mathbf{t}}=\mathrm{V}, \mathrm{E}^{\mathbf{y}}=\mathrm{E}+\mathrm{I}$ and $\mathrm{F}^{\mathbf{z}}=\mathrm{F}+\mathrm{I}$ so that $\mathrm{V}-\mathrm{E}+\mathrm{F}=\mathrm{V}^{\mathbf{t}}-\mathrm{E}^{\mathrm{t}}+\mathrm{F}^{\mathbf{p}}$.

If a point of a boundary, which is not a vertex, is considered a vertex of multiplicity two, we see that one vertex is gained and one edge is created thus not changing the value of $V-E+F$. Also if a point interior to a region is connected by two arcs to two vertices (multiplicity $\geq 2$ ) of the map, the region is separated giving us a new
map with $V+I$ vertices and $E+2$ edges and $F+I$ regions. However, $(V+1)-(E+2)+(F+1)=V-E+F$ and the lemma follows.

Let $M$ and $M^{\prime}$ be two connected maps on a surface. Let $M$ have $V$ vertices, $E$ edges, and $F$ regions and let $M^{\prime}$ have $V^{\prime}$ vertices, $E$ edges, and $\mathrm{F}^{\prime}$ regions. Form a new map $\mathrm{M}^{\prime \prime}$ from $\mathrm{M}^{\prime}$ by adding new edges and vertices so that $M^{\prime \prime}$ contains a submap that is homeomorphic to $M$, allow . ing vertices of order two (which may be removed). To do this consider a submap of $\mathrm{M}^{\prime}$ that is homeomorphic to a submap of M ; it may be quite simple. (If such a submap is not readily apparent, edges and vertices may be added to $M$ and $M^{\prime}$ before constructing $M^{\prime \prime}$.) Add all the edges of $M$ that are not in this submap (or their homeomorphic equivalents) to $M^{\prime}$ as new edges forming $M^{\prime \prime}$. Since $M^{\prime \prime}$ was obtained from $M^{\prime}$ by the addition of new edges and since $M^{\prime \prime}$ can be obtained from $M$ by the addition of new edges, $V^{\prime}-E^{\prime}+F^{\prime}=V^{\prime \prime}-E^{\prime \prime}+F^{\prime \prime}=V-E+F=C$ where $C$ is a constant peculiar to the surface in question.

On a surface of connectivity $h>l$, consider a set of $h-I$ arcs meeting at one vertex and forming the boundary of one simply-connected region on the surface. Now if each arc is split, say, so that we have $2(h-I)$ arcs giving us a connected map of $I+(h-I)$ regions and one vertex, then we have $1-2(h-1)+1+(h-1)=C$. We see that for each surface of connectivity $h>1$ the constant is $3-h$.

In the case where $h=1$ we consider a map of 2 vertices and three edges, forming 3 simply-connected regions. This map yields a constant of 2 which is again 3-h.

## CHAPTER III

## A HISTORY OF THE PROBLEM

It was noticed by English cartographers that it had never been necessary to use more than four colors to properly color any map. In 1850, it occurred to Francis Guthrie, a student of mathematics at Edinburgh, that if this were really so, it would be an interesting mathematical theorem. He discussed this idea with his brother Frederick (later to become professor of chemistry and physics at the newly created School of Science, South Kensington), who communicated it to Augustus De Morgan, his teacher. De Morgan, Professor of Mathematics at University College, London, and founder of the London Mathematical Society, was in a position to make many capable mathematicians aware of the problem and did so when a solution proved evasive. It was through De Morgan that the famous mathematician Arthur Cayley learned of the problem.

Cayley is an important figure in the history of mathematics, and deserves more than a casual reference. The extensive and fruitful research of this indefatigable worker (whose collected mathematical papers comprise 13 large quarto volumes) attests to his versatility and energy. This is to be wondered at, because for many years his profes-sional interest was directed elsewhere. Arthur Cayley was born in 1821 in Surrey. He grew up in St. Petersburg, where his father was a merchant. In 1838 he went to Cambridge, where he took Firsts in Old English Usage; by the time he was 20 he began to publish in the field of mathematics.

From 1843-1863, he practiced law in London, and it is notable that it was during this time that he published his most significant mathematical papers. In addition to his papers on algebraic geometry, Cayley also published works on mechanics, astronomy, and many other subjects. His research on the theory of topological graphs deserves mention here because of its connection with the map-coloring problem. The theory of graphs is also important in other fields: in determining the number of possible isomers in organic chemistry, in Kirchoff's theory of networks, etc.

It was through Cayley that the bulk of the mathematical world became aware of the problem. He proposed it to the London Mathematical Society in an address published in the Proceedings of that Society in 1879. When the renowned Cayley confessed that with all his efforts he had been unable to prove the conjecture, he stimulated other mathematicians to attempt a solution. One of these was A. B. Kempe.

Kempe was born in Kensington on July 6, 1849. He was the third son of the Reverand John E. Kempe, Rector of St. James's Cathedral, Piccadilly. He received the M.A. degree with honors in mathematics from Trinity College, Cambridge. Although much of his interest and efforts were given to his church, he found time to cultivate his recreative interests in mathematics and music. In 1879 he published his first proof of the four-color theorem in the American Journal of Mathematics. W. E. Story, an editor for the journal, noted several errors in this proof that could be corrected, and he did so in a paper immediately following Kempe's. In Story's words, "Mr. Kempe has substantially proved the fundamental theorem which has been so long a desideratum, by a very ingenious method, but it seems desirable to make the proof absolutely rigorous, and

I have endeavoured to do this." [49] In 1880 Kempe published another proof of the theorem in Nature magazine, [50]. This proof used a different technique and contained none of the errors Story had noted in his first proof. In Chapter Four, these proofs will be given in reverse order; all the corrections in Kempe's first proof that were made by Story are made as the proof is presented. These proofs appear to have been accepted as valid by all concerned (including Felix Kline) until 1890, when they were refuted by Percy John Heawood in his first paper which was published in the Quarterly Journal of Pure and Applied Mathematics [39].

Heawood was born in September, 1861 at Newport, Shropshire, the eldest of four sons of the Reverend J. R. Heawood, who was rector of a church near Ipswick. In 1880 he went up to Oxford with an Open Scholarship from Exeter College. He stayed in Oxford until 1887 when he became Iecturer in mathematics at the Durham Colleges, Iater Durham University.

Heawood's mathematical career at Oxford was extremely distinguished. He obtained a First class in Mathematical Moderations in 1881 and a First class in Mathematical Finals in 1883. He was awarded the Junior Mathematical Scholarship of the University in 1882 and the Senior Mathematical Scholarship of the University and the Astronomical award in 1886. In addition, he Obtained a Second Class in Classics in 1885. He became a B.A. in 1883 and an M.A. in 1887. It was in this year he went to Durham.

His most prominent contributions to mathematics were those concerned with the coloring of maps; he was the chief architect of this branch, the central subject of which is the four-color problem.

Heawood's first paper was not just destructive in nature. It is undoubtedly the greatest contribution so far made to the mathematical theory of the coloring of maps. The paper gave several remarkable generalizations of the problem, as well as their rigorous proofs. The most noteworthy of these generalizations was that for $h>l$ the chromatic number of a map on a surface of connectivity $h$ is at most $N_{h}$, where $N_{h}=[1 / 2(7+\sqrt{24 h-23})] ;([x]$ denotes the integral part of $x).[27]$

In March, 1879, just after the publication of Kempe's proof, P. G. Tait gave a proof to the assembly of the Royal Society of Edinburgh; however, later that same year he published a retraction for he had noted his proof was not complete [55]. He briefly described how the proof could be corrected. He based his proof on the conjecture, which he felt he had show, that all the edges of any convex polyhedron with triple vertices could be traversed by one circuit. Tait's conjecture, as it is now called, would imply the four-color conjecture. Unfortunately, the four-color conjecture does not imply Tait's conjecture. In 1940, Franklin showed by non-convex example that if Tait's conjecture were true, then some condition implied by convexity is necessary. In 1946, W. T. Tutte of Cambridge gave a convex counter-example to Tait's conjecture; hence, it is false.

There is a bit of confusion about Tait's conjecture. The following statement, also proposed by Tait, is a result of Tait's conjecture, and has come to be known by the same name. Every bridge-less regular graph of degree three and genus zero separates into three factors. This statement is equivalent to the four-color conjecture and implies Petersen's theorem which we shall consider in Chapter Nine.

The general approach to the four-color problem has been that of trying to determine the character of a minimum irreducible map. Such a map, if it exists, is not colorable in four colors; and any other map not colorable in four colors has at least as many regions. These requirements mean the map cannot contain any reducible configurations. If one were to discover enough of the nature of minimum irreducible maps he might be able to conclude that they do not exist and thus conclude that the four-color conjecture is true.

With this in mind George David Birkhoff, Professor of Mathematics at Harvard, published an article in 1913 [6] in which he gave several reducible configurations. He showed that a minimum irreducible map had no regions of less than five sides, that each vertex had multiplicity three, and that each region was simply-connected.

In 1920 Philip Franklin, Professor of Mathematics at Massachusetts Institute of Technology, showed several more configurations were reducible and with these reductions managed to prove that every irreducible map had at least 26 regions [32]. Five years later C. N. Reynolds succeeded in replacing the number of 26 by 28 , and gave an example which showed that the number could not be raised further without additional reductions [53]. He was able to simplify his argument by employing certain reductions due to A. Errera.

In 1938 both Franklin and C. E. Winn came up with several new reductions which enabled Winn to show that any map of less than 36 regions was colorable in four colors $[34,65]$.

Franklin used a much simpler argument to show that any map of less
than 32 regions was colorable in four colors [34].

In the September 1960 issue of Scientific American, Martin Gardner stated that the four-color conjecture had been proven for all maps of 37 or fewer regions. Unfortunately he quoted no reference and an extensive search of the literature fails to turn up any verification of this statement.

There have been a multitude of fallacious proofs of the four-color conjecture, and many more will undoubtedly follow. The bulk of these have been honest attempts and have proved a result that is often confused with the four-color conjecture. This result states that there is possible no more than four mutually adjacent regions on the surface of a sphere. For an extensive discussion of this problem see Chapter 14 of [56].

In the past two decades there have been many contributions to the mathematical theory of coloring maps. Most of these were results in the more general field of graph theory. A highly significant result was published in 1956 by G. A. Dirac [26]. In this paper, he gave proofs of the following three theorems, the first of which we shall consider in detail in Chapter Seven.

For $h=3$ and for $h \geq 5$ a map on a surface of connectivity $h$ with chromatic number $N_{h}$ always contains $N_{h}$ mutually adjacent countries. As before $N_{h}$ is the number obtained from Heawood's color formula.

A 6-chromatic map on a surface of connectivity 2 (projective plane) contains 6 mutually adjacent countries, or a map containing 6 mutually adjacent countries can be obtained from it by deleting suitably chosen boundary lines and uniting those countries which they separate.

If a 7 -chromatic map is, on a surface of connectivity 4, either it contains 7 mutually adjacent countries or a map containing 7 mutually
adjacent countries can be obtained from it by deleting suitably chosen boundary lines and uniting those countries which they separate.

This relates the problem, on any surface but the plane or sphere, to the problem of determining the maximum number of neighboring domains possible for that surface. These numbers have been obtained for $h=3,5,7,9,11,13,15$ by L. Heffter [46], for $h=2$ by H. Tietze [56], for $h=4$ by I. N. Kagno [48], for $h=6$ by H. S. M. Coxeter [17], for $h=8$ by R. C. Bose [10] and for $h=10,12,14$ by Heffter [26]. In each of these cases the numbers agree with the number $N_{n}$, and the proofs in some cases are of a general enough nature to hint that the number $N_{h}$ is not only an upper bound for the chromatic numbers of maps on a surface of connectivity $h$ but that it is in fact the least upper bound. However, one exception is noted in Chapter Nine.

Since the four-color conjecture has not been established, in a mathematical sense it is not known whether it is true or not. However, practically all those who have worked on the problem are inclined to guess that it is true.

An admittedly crude probability argument was given by Heawood [35]. The argument indicates that the probability of being unable to color a map of $F$ regions and $V$ vertices with four colors is of the order of $\left(I-3^{-F}\right)^{2 V}$, or when $F$ is fairly large $e^{-(4 / 3) F}$, approximately. This is less than 1 in $10^{10,000}$ when $F$ exceeds 35 , so that if the probability argument were valid, and uncolorable maps exist, they should not be easy to find.

We have called the map coloring problem a topological problem. Although topology has developed enormously during the past few decades, when the original four-color problem was first proposed there was no
field of topology. There were isolated problems, but no discipline as such. Since then an extensive theory has been developed by many respected representatives of the field from all nations. Many difficult and far-reaching problems have been proposed and solved. Yet the modest problem of map-coloring has withstood all efforts at solution. We cannot tell at this time whether, when a solution is found, the methods used will have wider mathematical significance. If this should turn out to be so, then the significance of the map-coloring problem in the history of mathematics will be greater than it already is.

## CHAPTER IV

## IWO AND THREE COLOR MAPS

The question of what maps can and cannot be colored in two or three colors has been successfully answered. This chapter will present some of the more general theorems concerning maps in two or three colors.

Theorem 4.1. Let $n$ straight lines be drawn in the plane. The map of simple connected regions formed by these lines can be properly colored in two colors.

This can be shown by induction. It follows from plane geometry that one line drawn in the plane divides it into exactly two distinct regions, so such a map can be properly colored in two colors. Now suppose every map formed by $k$ straight lines in the plane can be properly colored in two colors and consider any map $M$ formed by $k+I$ straight lines. Choose one of these lines, 1 , and erase it. By hypothesis, the resulting map, $M^{*}$, can be properly colored in two colors. Now replace 1. The Iine I divides the plane into two half planes, each of which is properly colored in two colors. If the colors of the regions in one of these half planes are interchanged, the half plane is still properly colored In two cellors.

If two neighboring regions of map $M$ are in different half planes, they border each other along a segment of the Iine 1 , but of no other Iine. The new regions are formed by the disection of some region of the
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map $M^{*}$ by the line 1 , and are nade different colors. If two neighboring regions of map $M$ are in the same half plane, they must have different colors since the half planes are each properly colored. Thus, if every map formed by $k$ straight lines in the plane is properly colorable in two colors then every map formed by $k+1$ straight lines in the plane can be properly colored in two colors.

The following theorem is equivalent to the one just proven.

Theorem 4.2. Let $n$ circles be drawn on the sphere such that they all have a common point, $F$, of intersection. The map of aimply connected. regions thus formed is properly colorable in two colors.

The equivalence of this theorem to Theorem 4.1 can be seen if $P$ is used as the center of a stexeographic projection of the sphere onto a plane.

Theorem 4.3. Let $n$ circles be drawn in the plane. The map formed by these circles can be properly colored with two colors.

This theorem can be proved exactly as the preceeding theorem, since no two circles can have an arc in common. However, consider the following proof:

Let $g$ be a function defined on the regions of the map, such that $g(x)$ is the number of circles which region $x$ lies interior to. Now if $x_{1}$ and $x_{2}$ are neighboring regions, $\left|g\left(x_{1}\right)-g\left(x_{2}\right)\right|=1$. This follows since the boundary of $x_{1}$ and $x_{2}$ is part of some circle and if the circle were removed, then $g\left(x_{1}\right)=g\left(x_{2}\right)$ since $x_{1}$ and $x_{2}$ would be parts of the same region. (Note that there are at least four regions at a point of tangency of circles.)
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Now, if the circie is replaced, exactily one of the regions $x_{1}$ or $x_{2}$ lies on its interior and one on its exterior. ${ }^{l}$ Thus; one of these

[^0]regions will lie on the interior of exactly one more circle than does the other. Thus, it is sufficient to color regions whose $g$ value is even, one color, and those whose $g$ value is odd, another color. In this way no two neighboring regions have the same color and the map is properly colored.

Lemma: If all but one of the vertices of a map are of even multiplicity, then that one is also of even myltiplicity.

Suppose that vertices $V_{1}, V_{2}, V_{3}, \ldots, V_{n}$ have multiplicities $K_{1}$, $\mathrm{K}_{2}, \mathrm{~K}_{3}$, .., $\mathrm{K}_{\mathrm{n}}$ respectively. Each edge contributes l to the multiplicity of two, not necessarily distinct, vertices. Since there is an even number of ends of boundaries, (twice the number edges), $K_{1}+K_{2}$ $+K_{3}+\ldots+K_{n}$ is even. If we know all but one of the $K_{i}{ }^{\prime} s$ are even then it follows that that one is also even.

This lemma will be used in the next theorem to allow us to ignore the problem of the multiplicity of the ideal vertex. That is, the multiplicity of the ideal vertex is even if all the vertices of the finite plane are of even multiplicity.

The following is a considerably more general theorem concerning maps of two colors.

Theorem 4.4. A map of simply connected regions on the plane or sphere can be properly colored with two colors if and only if all of its vertices have an even multiplicity.

The "only if" part follows quite readily from the contrapositive and an argument typified by the following figure. That is, if a vertex is not of even multiplicity, the map cannot be properly colored in two
colors.

The converse, however, is not so simple. To prove this, pick an arbitrary vertex and suppose we travel over the boundaries and vertices
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of our map. In doing so we shall leave a vertex along a boundary different from that on which we arrived. Thus, having arrived ot a vertex (not already included), we can always leave since each vertex is of even multiplicity. We continue this process until we reach, for the first time, a vertex, A, which we have met before The bouradaries traversed between these two meetings of the vertex $A$, constitute a simple closed cirve or contour. Delete this curve from the map. Now the vertices that do not belong to the closed contour are of their previous multiplicities, and those that do are reduced in multiplicity by exactily two. It now becomes necessary to consider vertices of multiplicity 2 , in the graph of remaining edges. In any case, vertices are sti. 11 even and the process can be repeated. In this way, it can be seen that the map is made up of overlapping simple ciosed curves. Define a function $g$ as in Theorem 4.3. This function will assign a number to each region. This numbex will be the number of simple closed curves
(of our construction) on whose interior that region lies. Just as before, the function will dictate a proper coloration of the map in two colors. Once the map is colored, it can be seen that the evenness or oddness of each region is independent of the way the simple closed paths are chosen and is related to the color assigned a region whose function value is zero. However, the actual number assigned to each region does depend on the closed curves chosen as the following example illustrates.
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Region II may be given numbers o or 2 depending on whether we choose the two paths afgdcb and hfedji or the two paths afedcb and hfgdji.

Corollary 4.5. A map on the plane or sphere can be properly colored with two colors if and only iff all of its verticies are of even multiplicity.
$R$, such that all other regions of the map are simply connected and each vertex has even mul.tiplici.ty.
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The complement of this region is several disconnected portions of the plane. If all but one piece is erased, that piece, on the plane, forms a new map which satisfies the hypothesis of the theorem just proved, since no sides or vertices or multiplicity of vertices of this piece are affected by the erasure. Thus, it is colorable in two colors. The new map for each such piece is colorable in two colors, and, conversely, being colorable in two colors implies that each new map has vertices of even multiplicity. By merely interchanging the colors ift necessary, we can make the exterior region (that corresponding to the multiply-connected region) of each new map the same color. Now, if these maps are all placed with the original multiply-conected region, we obtain a proper coloration of the original map. By finduction on the number of multiply-connected regions in the map, the corollary is prowed.

The next theorem is based upon the concept of dual polyhedral maps, which we now define. A polyhedral map $M^{*}$ is said to be the dual of a polyhedral map $M$, on the same surface, if the two maps play completely
symmetric roles, one to the other under the following conditions:
I) Each edge of one map intersects exactly one edge of its dual in precisely one point.
2) In the interior of every region of one map, there is exactly one vertex of its dual.

Immediately following from the definition we get;
3) There is a one-to-one correspondence between the vertices of one map and the regions of its dual such that neighboring vertices correspond to contiguous regions.
4) If one of the vertices of one map has multiplicity, $K$, then the region in the dual map corresponding to this vertex has $K$ edges.

For every polyhedral map $M$ there exists a polyhedral map $M^{*}$, on the same surface, that is its dual. We must show that the graph formed by the dualizing process forms a polyhedral map. The process divides each region of $M$ into quadrilaterals. Regions of $M^{*}$ are formed by regrouping the quadrilaterials such that each group completely surrounds and shares a common vertex of M. The union of the quadrilaterials of each group yields a simply connected region. $\mathrm{M}^{*}$ contains no isthmus and each boundary edge has two ends, since each boundary edge of $M$ has two distinct ends and $M$ has no isthmus.

Let us also make note of the following definition:

Definition: If a polygon in the plane is partitioned into triangles in such a way that any two triangles efther have no point in common, or have a common vertex, or have a common side, such a partition is called a triangulation of that polygon.

It is possible to triangulate the entire plane by considering
infinite boundaries all meeting at an infinite vertex.
The following figures show that not all subdivisions of a polygon into triangles are triangulations of the polygon. The boundary $a, b$ in each case is not a side of the triangle $A B C$ but only a portion of a side.
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That is, there are two triangles in each case that have more than a vertex (i.e., have a boundary) in common but do not have a side in common. However, in a map $A B C$ would be considered a quadrilateral instead of a triangle.

Suppose that a map consists of a triangulated polygon in the plane and that the map is properly colored in two colors. We shall show that the dual map can be properly colored in three colors.

Lemma: There always exists a sequence of edges ox boundaries forming a path between any two vertices in a connected map.

For suppose there exist two vertices $A$ and $B$ such that there is no such path from $A$ to $B$. Consider $S_{v}$ to be the set of all vertices reachable from $A$ and $S_{e}$ to be the set of all edges that have an end in $S_{y}{ }^{\circ}$ Let $S_{r}$ be the set of regions of the map such that at least one edge of each is in $S_{e}$. Let $U$ be the union of all the regions in $S_{r}$. Consider $U^{\prime}$ (the complement of $U$ ) If $U^{\prime}$ is non-empty, $U$ borders $U^{p}$ along the
border of some region in $S_{r}$, and some edge of this region is in $S_{e}$. Thus some vertex of this same region is in $S_{v}$. Since all the vertices of this simply connected region are reachable from this vertex, then all are in $S_{v}$. This implies that each edge of this region is in $S_{e}$ and is a border of $U^{\prime}$. That is, a border of $U^{\prime}$ is in $S_{e}$. But this implies one region of $U^{\prime}$ is in $U$. Now (from the finiteness of the map) $U^{i} C U$, which implies $U^{\prime}=\varnothing$. Thus every region is in $U$ and each edge is in $S_{e}$, which implies all vertices are in $S_{V}$. Consequently, no such pair of vertices exists and there will always exist a path from any $A$ to any $B$ in a connected map.

Now mark each boundary of the properly colored triangulated-planepolygon map with an arrow, such that there will be one color (let us say black) always to the right of the arrow and the other color (white) to the left. It is possible to go from any one vertex to any other and always travel the boundaries in the direction of the arrows. To see this, take two arbitrary vertices $A$ and $B$. There exists a path from $A$ to B. If any segment of this path is traversed against the direction of the arrows, the path may be altered by going about the other two edges of either of the two regions that have that edge as a boundary. Such alteration yields a path meeting our requirements.
(Note: It has not been required that the path not intersect or reuse a side; there, is such a path possible by removing loops consisting of circuits of edges.)

Consider a path with $n$ sides that returns to where it started and does not retrace itself. If the path crosses itself at a vertex, it forms at least two loops, having $K_{1}$ and $K_{2}$ sides, respectively. Let us show that $K_{1}$ (and similarly $K_{2}$ ) is divisible by three. The loop has $p$
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triangular regions that lie on its interior. Not more than $K_{I}$ of these will have a side of our path as one of its boundaries. These regions will all be of the same color since they all lie to the right or the left of our path depending on whether our path is directed clockwise or counterclockwise. Now disregard all boundaries exterior to our path. The one new exterior region is bordered by regions of one color, and may be colored the opposite color. Now we have a new map with several triangular regions and one exterior region with $K$, sides. Suppose we have $S$ triangular regions with the same color as the exterior region with $\mathrm{K}_{1}$ edges; these regions have three boundaries each. Suppose also that we have $T$ regions of the color opposite of that of the exterior region; each of these regions has three boundaries. Each boundary beiongs to one black and one white region, so $K_{1}+3 S=3 T$. Hence, $K_{1}$ is divisible by three. A similar argument holds for any $K_{i}$ 。 Since $n$ is a sum of loops with $K_{1}, K_{2}, \ldots$ boundartes with no boundary used more than once, n is also divisible by 3.

If a path does retrace itself, we merely need to count the boundary
each time it is used. In this manner the foregoing proof still holds and a path of $n$ edges (not necessarily distinct) that returns to where it started will necessarily have $n$ divisible by three.

Now let A be an arbitrary vertex of our original map, assign it the number zero. Let $B$ be any other vertex in the map. There exists a path from $A$ to $B$ such that each boundary is traversed in the direction of the arrows. If this path contains $k$ boundaries, assign to $B$ the number $k$ $(\bmod 3)$.

Now let us show the number assigned to $B$ is independent of the path chosen. Let $p$ and $q$ be two distinct paths from $A$ to $B$, each following the arrows. Construct a path $r$ from $B$ to $A$, following the arrows. Now $p, r$ starts at $A$ and returns to $A$. The same for $q, r$. If $p$ has $n_{I}$ boundaries, if $q$ has $n_{2}$ boundaries and if $r$ has $n_{3}$ boundaries then $n_{1}+n_{3}$ as well as $n_{2}+n_{3}$ is divisible by three. Hence $\left(n_{1}+n_{3}\right)-\left(n_{2}+n_{3}\right)$ is divisible by three and $n_{1}-n_{2}=0(\bmod 3)$. Hence both paths will assign the same label to the point $B$. It is also clear that no two neighboring vertices of our map will have the same label.

To each vertex there is assigned one of the three numbers, 0, 1, 2; and these numbers are thus assigned to the corresponding regions of the dual map. Since no two neighboring regions of the dual map will have the same label, it can be colored in three colors.

The converse follows by reversing the above argument. Our original map can have its vertices properly labeled 0,1 or 2 corresponding to the three colors of its dual. The two possible orientations of the triangles either $0,1,2$ or $0,2,1$ give us the map colored in two colors. Since a boundary shared by two triangles and traversed clockwise with respect to one triangle and counterclockwise with respect to the
other, the map is properly colored in two colors.
The dual of a regular polyhedral map on a sphere is a triangulated polygon (triangle) so that the forgoing with corollary 4.5 is a proof of the following theorem.

Theorem 4.6. A reguiar polyhedral map on a sphere can be colored in three colors if and only if each region has an even number of edges.

The restriction of Theorem 4.6 to polyhedral maps can be removed. Consider a regular map $M_{9}$ on a sphere. A regular map on a sphere can have a region of two boundary edges, otherwise it is polyhedral. If M has three regions it is colorable in three colors. If $M$ hes more than three regions then a region of two boundary edges can be shrunk to a point (no longer a vertex) forming a new regular map $M^{*}$. $M^{*}$ is colorable in three colors if and only if $M$ is colorable in three colors. If $M^{*}$ has more than three regions then it is either polyhedral or it has a region of two edges which can be shrunk to a point producing another new map. Continuing in this feshion we will obtain a threewregion map or a polyhedral map which is colorable in three colors if and only if $M$ is colorable in three colors. Note that shrinking a two edged region to a point changes the number of edges of each contiguous region by two. That is, each region of $M$ has an even number of edges if and only if each region of $M^{*}$ has an even number of edges.

An alternate procedure would be to divide each two-edged region of $M$ into four quadralaterals, Figure 4.8 . This forms a new map $M^{*}$ that is colorable in three colors if and only if $M$ is colorable in three colors.

Thus we see that Theorem 4.6 holds for regular maps in general.
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The following question is yet to be considered: When are nonregular maps colorable in three colors?

If each vertex is trivalent (of multiplicity three) the hypothesis of simply-connected is unnecessary. For suppose a map M, with each region having an even number of edges, contained a multiply connected region $R$, of order $k$. More than one such region could be handled by induction. Consider the $k+1$ different maps $m_{1}, m_{2}, \cdots m_{k+1}$ each obtained from $M$ by erasing all but one of the disjoint sections of the complement of $R$. Now each of the maps $m_{1}, m_{2}, m_{3}, \ldots, m_{k+1}$ is simply connected and, being regular', is colorable in three colors. By proper permutation of the colors in each of the $k+1$ maps we can have, in each case, the region that corresponds to $R$ the same color. By superimposing these maps on one another we obtain map M properly colored in three colors. In obtaining the converse we need note that the original theorem holds for each map $m_{i}$ and thus each region of $m_{i}$ has an even number of edges. Hence eack region of $M$ has an even number of edges.

Thus the theorem may be restated as follows:

Theorem 4.7. A map on a sphere with each vertex of multiplicity three can be colored in three colors if and only if each region has an even number of edges.

That we cannot remove the restriction on the multiplicity of the vertices is apparent in the following examples:
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## CHAPTER V

## KEMPE'S PROOFS AND THE FIVE COLOR PROBLEM

Although Kempe's proof's are in error, it is worthwhile to consider them for their approach to the problem. The basic attack on the problem that has been used by many others was first outlined by Kempe in these proofs. Let us consider his second proof first since it has none of the curable errors found in the first proof. This proof was published in Nature magazine, London, in 1880 shortly after the first proof was pubIished in the American Journal of Mathematics in 1879. We shall then consider his first proof for sake of comparison of technique.

Lemma I. Every map of more than one region on a plane or sphere must have at least one pair of adjacent regions which have only one common edge.

Suppose this were not $s o_{\text {, }}$ then consider a pair of adjacent regions $a_{1}$ and $a^{\prime}{ }_{I}$. These two regions surround a set, $S_{1}$, of regions. If there were just one region in $S_{1}$ then it would have a simple boundary with $a_{1}$. Consider a pair of adjacent regions $a_{2} a_{2}$ of $S_{1}$. These regions surround a set, $S_{2}$, of regions. In fact we can consider an infinite sequence of pairs of regions each surrounding the next. But this is contrary to the finiteness of the map. Hence our supposition is false and the lemma is true.

Lemma II. In any map on a plane or sphere there exists at least one region of less than six edges.

If an edge whose ends lie at two different vertices is rubbed out, the multiplicity of each vertex is reduced by one, or if either vertex had multiplicity three it would no longer be a vertex of the map, further reducing the number of edges. The result is that. rubbing out a boundary consisting of a single edge may reduce the number ( $E$ ) of edges by three. It can; however, never cause a greater reduction, and may cause a smaller. This could happen when a loop is rubbed out or when the multiplicity of either vertex is greater than three.

Now, the obliteration of simple boundary, $B$, causes the two regions it separates to coalesce, thus reducing the number of regions $R$ in the map by one: This newly formed map has a pair of regions with common boundary consisting of one edge, according to our lemma. By obliteratm ing edges that are complete boundaries we finally get a single region, no boundaries and no vertices. Each such reduction of $R$ by one cannot involve a reduction of $E$ by more than three; thus $R-1 \geq 1 / 3 E$ which implies $6 R>25$. Since $6 R>2 E$ some region has less than six edges, and our lemma follows.

Suppose we have a map properiy colored in four colors, blue, yellow, red, green. Consider those regions calored red and green. They form ne or more noncontiguous connected sections of the map, each containing one or more regions colored red or green. These sections will surround and be surrounded by sections containing blue and yellow regions. If the colors of the regions in any arbitraxy section are interchanged, it will not affect the colors of other sections of the same two colors and the map is still properly colored.

We can reduce a map to a single region by successive operations of throwing two regions into one by rubbing out the edge or edges between two regions one of which has leas than six boundary edges. Conversely, we can develop a specified map, starting from a single region and adding boundaries, at each stage dividing a region into two, one of which bas less than six boundary edges. Suppose at some stage of its development by this process a map can be colored with four colors (red, green, blue, and yellow). Let these colors be indicated by colored wafers placed on the regions. Proceed to the next operation; this divides a wafered region into two regions. Shift its wafer onto the region of these two which is not the one which has less than six boundaries. If both have less than six boundaries, shift the wafer onto either. If the region (w) which is left without a wefer is touched by only three.colors it can be colored the fourth, but if it is touched by four colors we must take another step. This can be necessary oniy if whas four or five adjacent regions.

Consider the first case, in which four regions are adjacent to wo If $w$ surrounds at least one but not a,I, one of these regions it surrounds can surrender its wafer to $w$ and receive a wafer the color of one that $w$ does not surround. It may be necessary to permute the colors of the regions surrounded by before making the shift. To show this can be done, an argument may be used that is similar to the one in Chapter IV that shows the sufficiency of proof for simply connected maps. So consider the four regions to surround or to be surrounded by w. Label them clockwise $a, b, c, d$ and let a be red, b blue, c green, and d yellow. If the regions are not in a cycilcal arrangement then a coloration can be obtained by a simpler argument. If starting from a, we can get to $c_{s}$
going through red and green regions, and not passing through any vertices, we cannot, starting from $b$, get to $d$, going similarly only through blue and yellow regions, for otherwise two tracks which pass through different regions would cross. Thus $b$ belongs to a set, $G$, of blue and yellow regions which are cut off from the rest of the map by a chain (or chains) of red and green ones. We can accordingly interchange the blue and yellow wafers in $G$ without changing any other and the map remains properly colored. This makes $b$ yellow and we can put a blue wafer on wo Similarly, if we cannot pass from a to $c$, a belongs to a set of red and green regions not containing $c$. Interchanging the wafers in this set makes a green, b, c, and d remain unchanged; and a red wafer can be put on w. The map is now properly colored.

Similar reasoning appiies in the case of five surrounding or surrounded regions: Figure 5.1. Label the regions e, $\mathrm{f}_{\mathrm{g}} \mathrm{g}, \mathrm{h}, \mathrm{k}$ in a clockwise manner, making e green, $f$ blue, $g$ red, hiblue, (two must of course, have the same color) and $k$ yellow. If the regions are not in a cycilcal arrangement then one of them has at least two edges in contact with $w$. Such a situation would simplify the problem of finding a coloration which would permit a proper coloration of w.


Figure 5.1


If e belongs to a different redigreen section than does $g$, we can interchange the colors in that section to which e belongs, allowing a green wafer for $w$. Similarly, if $k$ belongs to a different yellow-red section than does $g$, we can interchange the color in that section allowing a yellow wafer for w. If neither of these is the case, then the red-green section to which e and g belong contains a red-green chain which separates the blue-yellow sections containing $k$ and $f$; ioe. they are in different blue-yellow sections. Also, the red-yellow section containing $k$ and $g$ separates the bluemgeen sections containing $e$ and $h$. Now interchanging the colors in the blue-yellow section to which $f$ bes longs and in the blue-green section to which $h$ belongs, makes $f$ become yellow and $h$ green, $e, k$, and $g$ remaining unchanged. In any case, the number of colors adjacent to $w$ is reduced to three and the map remains properly colored. We can place a wafer for the remaining color on w. Thus, if the map can be colored as developed at any stage, it can be colored at the next. Hence, since $\mathfrak{i t}$ can obviously be colored at the stage where it contains four regions, it can be colored at the last stage where we have our original map.

Since the map considered was arbitrary, it follows that any map on the plane or sphere can be colored in four colors.

Now let us examine Kempe's first proof.
First, consider a vertex of multiplicity three. The regions meeting there must be colored in exactiy three colors.

Next consider a yertex, $p$ of multipicity four with three regions. There can be only three colors at such a vertex. Next consider a vertex of multiplicity four with four distinct regions, labeled clockwise $a, b$, $c_{9} d$, meeting there. These regions may be colored in two three, or four
colors. If they are colored in four colors then two of the regions must belong to different sections in their colors; that is, if. $b$ and $d$ belong to the same red and green section but are not adjacent regions at the vertex, then that section surrounds a blue and yellow section containing either a or $c$ but not both; thus a and $c$ are in different blue and yellow sections. If we interchanged the colors in either one of these sections, we would have just three colors at the vertex $p$ and the map would be properly colored in four colors.

Next, consider the case of a vertex of multiplicity five. The regions meeting at this vertex may happen to be colored with three colors, but they may happen to be colored with four. Figure 5.2 shows the only form which the coloring can take place in that case, one color of course occuring twice.


If a and $c$ belong to different yellow and red sections, interchanging the colors in either makes a and $a$ become the same color. If a and c belong to the same yellow and red section, see if a and d belong to
the same green and red section. The two sections cut off b from e, so that the blue and green section to which $b$ belongs is different from that to which $d$ and e belong, and the blue and yellow section to which e belongs is different from that to which $b$ and $c$ belong. Thus, inter changing the colors in the blue and yellow section to which e belongs, and in the blue and green section to which $b$ belongs makes $b$ become green and e yellow, $a, c$, and d remaining unchanged. In each of the three cases, the number of colors at the vertex under consideration is reduced to three and the map remains properly colored.

What has been shown is that in any map properiy colored in four colors, for any selected vertex of multiplicity less than six there exists a proper coloration of the map such that only three colors appeax at that vertex.

Now consider the four-color theorem: Let $M$ be any man on the plane (or sphere). Let $r$ be a region of $M$ with less than six edges. Jake a piece of paper and cut it out the same shape as $r$, but rather laxger, so as Just to oyerlap the boundaries when laid on ro Fasten this patch to the surface and produce the boundmies which meet the patch, if there are any, to meet at a point, $p$, within the patch, making sure that any two boundaries that had met the region in the same vertex are joined in a vertex on the patch before they are joined to p. (If $x$ is not simply connected the patching process is still valid. We could of courseg se avoid the consideration of multiply connected regions as we did in Chapter IV.) If there are more than two boundaryes so produced then the point will be a vertex of the newly formed map M, rigure 5. 3 . M has one less region than $M_{9}$ for fewer if we consider a multiply connected region). $M_{1}$ has a region $x_{1}$, of less than six edges and that region

can be patched forming a map $M_{2}$. This patching process can be repeated as long as there is a region left to operate upon, the patches being in some cases stuck partially over others. The process will eventualiy result in a map of only one region, deyot of vertices and boundaries. This map can be properly colored in not more than four colors. Now reverse the patching process, and strip off the patches in reverse order, taking off first that which was put on last. As each patch is stripped off it disclosed a district of less than six edges. If map $M_{k}$ can be properly colored in four colors then it can be properiy colored in four colors such that only three colors meet on the patch next to come off. When that patch is then stripped offo the region it reveals will be surrounded by three colors and can be properly colored the fourth color. Thus, map $M_{k-1}$ can be properly colored in four colors. Consequently, if a map $M_{k}$ is colorable in four colors then map $M_{k-1}$ is colorable in four colors and, by induction, map is colorable in four colors.

As presented here, the corrections in this proof due to W. E. Story have been made.

Let us consider a third proof, which involves a technique used by Heawood in proving another theorem, making a revision of the proof we have just seen.

Suppose the four-color conjecture is false. Then there exists a map (or maps) that is not properly colorable in four colors. If this be the case then there is such a map, $M$, with a minimum number of regions, $k$. That is, any map not colorable in four colors has as many regions as M. Now, there exists a region $r$ of $M$ with less than six edges. If $r$ is patched, a new map $M^{3}$ is produced with $k-1$ (or fewer) regions. This map, according to hypothesis, is colorable in four colors. Furthermore, s. coloration exists, according to the foregoing proof, such that only three colors occur at the vertex on the patch. Now, if every region of $M$ is assigned the color that in assigned to the corresponding region of $M^{2}$ it is properly colored except for $r$. But only three colors surround $r$ so the fourth color can be assigned to $r$ producing a proper coloration of Mo Hence, $M$ is colorable, contradicting our assumption. Thus, our gssumption is false and the four color conjecture is true.

The region $r$ and its surrounding regions axe referred to as a reducible configuration making M reducible. Thus we see that the mini.. mum irreducible map (if it exists) does not contein a reducible configuration.

It should be evident by now that any error common to these proofs would hare to Ife in ettree pur Lemas or in the proof that a region of Less than six edges and its suryouning regione form a reducible configuration. Bach of these statements has been proven here essentialiy as Kempe proved them; but as Hewrood pointed out there is an exxor in the proof of the statement that a region of leas than six sides and its
surrounding regions form a reducible configuration.
The error lies in the proof for the case of a vertex of multiplicity five. Suppose, Figure 5.4, there is a green region $x$ in the blue and green section to which b belongs which borders a yellow region $y$ in the blue-yellow section to which e belongs and, furthermore, two yellow regions bordering $x$ and e are both contiguous to the same green region.


Figure 5.4

Interchanging the colors in the blue-yellow section to which e belongs will bring dinto the same blue-green chain to which b belongs. As a result, interchanging the color\& in the blue-green chain to which b belongs will make d blue and we stinl have four colors. As Heawood put Lt, "It is conceivable that though either transposition would remove a blue, both may not remove both blues."

Although the proof does not hold, the statement that for any vertex of multiplicity less than six there exists a proper colorstion of the map such that only three colors apear at that vertex, still may be true.

The Figure 5.4 is not a counterexample of the statement for there does exist a coloration of the figure such that no more than three colors meet at the vertex in question. If there did not exist such a coloration for Figure 5.4 a , then it would be impossible to color Figure 5.4 b in four colors and so the four color conjecture would be proven false. Let us now consider the five-color theorem due to Heawood.

Lemma: A region of less than six edges and its surrounding regions form a reducible configuration in five colors.

If the region, call it $r$, has less than five edges, the map produced by patching it has a vertex on the patch of multiplicity less than five. Coloring the reduced map dictates a coloration of the original. map since at most four colors are adacent to $r$, thus allowing a fifth color for it, producing a proper coloration of the map.

If the region $r$ has five edges, the map produced by patching $r$ has a vertex $p$ of multiplicity five on the patch. Suppose a coloration of this map. If the five regions around $x$ are not distinct, then a color for $r$ is available and the lemma follows. Furthermore, if all five colors do not appear at $p$, color for $r$ is available and the lemma follows. Label the regions contiguous to $x$ as $a_{2} b_{3}, c_{9} d_{9} e$ in a clockwise fashion, and suppose their colors are red, blue, green, yellow, and orange respectively.

If a and $c$ belong to different red-green sections, we can interchange the colors in the redugreen section containing a to yield a proper coloration with only four colors adjacent to $r$, thus showing the confliguration reducible.


If $a$ and $c$ belong to the same xed-gxeen chain, the chain cuts off the blue-orange section containing $b$ from the blueworange section containing e. Hence we can interchange the colors in the blue-orange section containing $e$, making e blue and leaving $a, b, c$, and $d$ unchanged, to yield a proper coloration of the map outside $x$. This transposition yields only four colors contiguous to $r$, making $r$ and its neighbors a reducible configuration. In any case, the lemme is true.

Theorem 5.2. Every map on the plane or sphere can be colored in five colors.

Suppose there exists maj not colormble in five colors. : Then there is one with a minimum number of regions; cail it Mo Must be irreducible in five colors. But $M$ contains a region of less than six edges. So M is reducible, this contradicts our assumption. Thus our assumption is false and the theorem is true.

We see that the problem of proving the four color conjecture is equivalent to showing that every map on the plane or sphere is reducible in four colors. That is, there exists no minimum irreducible map for four colors.

## CHAPTEER VI

## REDUCTIONS

In this chapter as in the last we shall confine ourselves to maps on the plane or sphere. If a map orea plane or sphere exists that is not colorable in four colors then there is one with as few regions as any other. Such a map must be free of any configurations reducible in four colors. We shall call such a map a minimum irreducible map. De Bruijn [26] showed that the number of regions in a minimum irreducible map would be finite. Reductions are usually considered with the hope of limiting the classes of maps that could contain a minimum irreducible map to the point of concluding that such a map could not exist.

Theorem 6.1. If more than three edges meet at any vertex of a map, the coloring of the map may be reduced to the coloring of a map of fewer regions.

From the Jordan Curye theorem, not every pair of regions meeting at such a vertex have an edge in common, as is the case when three edges meet at a vertex. Thus we may join two of these regions without a common edge by opening the vertex so as to form a map of one less region. When this map is colored, the original map is obtained, properly colored, by merely restoring the vertex to its original form.

Theorem 6.2. If any region of a map is multiply-connected, the coloring

Ef the map may be reduced to the coloring of maps of fewer regions.

For, we may color the partial maps which arise when all but one of the parts into which such a multiply-connected region separates the surface are exased, and afterward give the same color to this region in all the partial maps by a permutation of the colors. By assigning the colors of the regions of the partial maps to their corresponding regions of the original map, we obtain a coloring of the original map.

It is now evident that if the four color conjecture holds for regular maps then it holds for all maps on a sphere and we shall henceforth consider only regular maps.

The following new terms will prove useful. A major polygon in a map is one with more than six boundary edges whereas a minor polygon refers to a pentagon or a hexagon. A triad of regions is a set of three mutually contiguous regions, all appearing at the same vertex. A cap on a ring is a region in triad with two regions of the ring (See discussion following Theorem 6.4). We shall usually refer to a cap as being next to two particular regions of a ring by the following notation: $5(5) 765$ means a ring of a pentagon, a heptagon, a hexagon and another pentagon with a pentagon in triad with the first pentagon and the heptagon.

The following is a list of all the known significent reductions, giving credit to their discoverers, along with several results concerning irreducible maps.

Those marked * are generalized by a later result. Those marked ** involve a combination or generalization of several different previous results.

1. (Kempe) More than three regions at a vertex form a reducibie conflguration.
2. (Kempe) A multiply connected region forms reducible configuration.
3. (Kempe by Birkhoff) A region of less than five sides forms a reducible configuration.
4. (Birkhoff) If two or three regions form a multiply connected region the map is reaucible.
5. (Birkhoff) Four or five regions surrounding more than one region form a reducible configuration.
6. (Birkhoff) An edge having only pentagons at each vertex forms a reducible configuration.

7*。(Birkhoff) A region completely surrounded by pentagons is a reducible configuration.
8. (Birkhoff) An even edged region completely surrounded by hexagons is reducible.
9. (Kempe by Franklin) Every map containing no triangles or quadrilaterals and having three regions abutting on each vertex contains at least 12 pentagons.
10. (Franklin) A minimum irreducible map must contain a pentagon adjacent to two other minor polygons (a polygon of 5 or 6 sides).
11. (Franklin) An edge of a hexagon surrounded by this hexagon and three pentagons is a reducible configuration.

12** (Franklin) A pentagon in contact with three pentagons and a hexagon is a reducible configuration.
13. (Frankilin) A pentagon surrounded by two pentagons and three hexagons is a reducible configuration.
14. (Franklin) An even-edged region completely surrounded by hexagons and pairs of pentagons, the two of each pair being adjacent is
a reducible configuration.
15. (Frankiin) A hexagon surrounded by four pentagons and two hexagons is a reducible configuration.

16*. (Franklin) A region of $2 n$ edges surrounded by $2 n-2$ pentagons and the two remaining regions adjacent is a reducible configuration. 17*. (Franklin) A region of $2 n-1$ edges surrounded by $2 n-2$ pentagons and any other region is a reducible configuration.

18*. (Franklin) Every map of 25 or fewer regions can be colored in four colors.

19*. (Errera) Any map containing no major polygons is reducible.
20. (Winn) A heptagon flanked by four consecutive pentagons is a reducible configuration.
21. (Winn) An even polygon bounded by two even sequences of pentagons, a hexagon and another polygon is a reducible configuration. 22**. (Winn) Any configuration bounded by a ring of an even number of pentagons together with a) two other adjacent polygons or b) one other polygon is reducible.
23. (Ratib) A hexagon surrounded by a ring n55665 is a reducible configuration.

2h. (Errera) An irreducible map contains at least 6 major polygons.
25. (Wian) A hexagon surrounded by the ring ma5565 is reducible.
26. (Winn) A heptagon touching 4 pentagons and 3 hexagons in any order is reducible。
27. (Winn) An even polygon enclosed by the ring in it in which one hexagon is replaced by a pentagon, e.g. 55665666, is a reducible configuration.
28. (Winn) A pentagon flanked by 4 minor polygons of which the first and last minor polygons of the sequence are pentagons is a reducible configuration.
29. (Winn) A hexagon in contact with 5 minor polygons of which the first and last are pentagons is a reducible configuration.
30. (Winn) A hexagon touching two separate pairs of pentagons when each pair is in triad with another pentagon is a reducible configuration.
31. (Winn) In an irreducible map a minor polygon must touch a major polygon (a polygon of more than 6 sides).
32. (Winn) In an irreducible map a major polygon must touch either another major polygon or else 3 or more hexagons.
33. (Winn) A heptagon in contact with the chain 55655 is a reducible configuration. (The heptagon is contiguous to each region of the chain.)
34. (Winn) A pair of pentagons in triad with a heptagon and touching no other major polygon is reducible.
35. (Winn) A pair of hexagons in contact with 55655 or 556655 is reducible. (One of the pgir is contiguous to each region of the chain.)
36. (Franklin) An odd-edged region surrounded by hexagons and one external pentagon $6(5) 66 . . .66$, is a reducibie configuration. The (5) denotes a pentagonal cap on the ring.
37. (Franklin) Two adjacent pentagons, each touching the same heptagon which together with five hexagons surrounds the pentagons, is a reducible configuration.
38. (Frankiin) An odd-edged region surrounded by 5(5)66...6 is reducible.
39. (Frankin) A polygon surrounded by 5(5)76 . . . 6 is reducible.
40. (Franklin) In 39 one or more pairs of consecutive hexagons may be replaced by pairs of pentagons.
41. (Franklin) Every Irreducible map must contain at least 32 regions.
42. (Franklin) Any map containing at most one major polygon is colorable in four colors.

43**. (Winn) Every irreducible map must contain at least 36 regions.
44. (S. M. De Backer) A pentagon touching two other non. consecutive minor polygons is a reducible confliguration.

The most recent results found in this area are Winn's 43 in 2941 and De Backer's 44 in 1946. De Backer's results supercedes reductions 6, 7 and 11 through 40 except 18, 19, 24, 31. 32 and 36. Aithough his result is quite powerful, it came considerably later and was not significant in establishing the best result in connection with the number of regions in an irreducibie map.

To consider here the proofs of all the reductions of our list would tend to distract from rather than add to the main theme of this paper. Most of the proofs are quite long and involve considerable case making. The proofs of the first eleven are presented, not for the sake of rigor, but rather with the intent of giying the reader examples of the way in whith these proofs are made.

Theorem 6.3. If a mpo contains any $1,2,3$, or 4 edged regions, the coloring of the map may be reduced to the coloring of a map of fewer regions.

If a l- or 2 -edged region be present, the map would be reducible by Theorem 6.1 or 6.2. If a 3 medged region be present, we may shrink this region to a point, color the resulting map, then introduce the region again in a color different from the colors of the regions to which it is adjacent. If a 4-edged region be present, at least one of the pairs of regions which abut on opposite edges are separated by other regions, i.e., have no common edge. Let the two opposite regions of this kind coalesce with the 4 eedged region. If the resulting map in two fewer regions is colored, the original map may be colored by insertlng the 4 -edged region in a color different from that of the two or three colors of the regions adjacent to it.

Theorem 6.4. If two or three regions of a map form a multiply connected region, the coloring of the map may be reduced to. the coloring of maps of fewer regions.

In fact, theseregions separate the surface into two or more parts each with fewer regions (counting the two or three regions in common). If we color the partial maps which sxise when all but one of these paxts are erased, and by a permutation of the colors then make the colors of the two or three regions the aame on each of the partial maps, the ori.ginal map may be colored by a natural correspondence to the partial maps

Our quest for an irreducible map has now narrowed to the consideration of regular maps in which no two or three regions form a multiplyconnected region, and every region has at least five edges. Any map now under consideration is a polyhedral map.

Consider now in a regulax map a cyclical arrangement of a regions $r_{1}, r_{2^{\prime}} \cdot \circ r_{n}$ such that each of these regions has a boundary in
common with the one preceeding and che one following it in the cyolical order, but with no other region of the set. We shall call such a set of regions a ring of regions.

A ring $R$ of regions of this kind divides the maps into two sets of regions $M_{1}$ and $M_{2}$ which together with $R$ make up aill the regions of the map M.

The partial map $M_{1}+R$ consists of the regions in $M_{\perp}$ and the regions in $R$. $M+R$ and $M_{2}+R$ are bordered by the ring $R$ of $n$ regrons. If it is possible to color $M_{1}+R$ and $M_{2}+R$ so that the arrangement of colors on $R$ is the same in both cases, it is clearly possible through a natursl correspondence to assign the colorg to the $\operatorname{map} M=M_{1}+M_{2}+R$. If the arrangement of colors on $R$ ls the same except for a permutation of the colors, then the scheme of colors on $R$ is the same and through a permutation of colors it is again possible to color M.

Two colorations of $M+R$ are said to have the same scheme on if the regions of $R$ have the same colors or if the colors of the regions of $R$ can be made the same by permuting the colors of one of the colorations.

Now consider any pair of xegtons on the ring $R$ in the partian map $M_{2}+R$. Suppose one $i s$ colored a and the other colored efther a or $b$. If these two regions belong to the same amb "Kempe Chaixtin in $+\mathrm{R}_{\mathrm{H}}$ this fact may be indicated by foning the two regions by a ablines marked $a m$, lying within the chain. Note that being on the same abo Ine is a symetric and transitive relation (an equivalence relation for this pair of colors), and that either of two regions of $R$ on the same a-b line determine the same equivalence class of regions.

From a giwen coloring on M $+R$ we can derive a second coloring by
transposing a pair of colors on the entire partial map or on one or more chains in those two colors. In the first case the scheme on $R$ is unchanged. In the second case the scheme on $R$ may be changed.

Suppose that in $M$ we replace $M_{2}+R$ by a set of regions $M_{2}^{0}$ of not more than a certain number $k$ of regions but with the same peripheral boundary edge as $R$ has with $M_{2}$, such that $M_{1}+M_{2}^{\prime}$ is regular. Two edges of this boundary will be adjacent boundaries of the same region on the periphery of $M_{2}^{8}$ if and only if they are adjacent edges on the same region of $R$. As a result of this construction, a coloration for $M_{2}^{\prime}$ will dictate a coloration for $R$. In this manner we form a map $M_{1}+M_{2}^{1}$, which has fewer regions than $M$ if $k$ is smaller than the number of regions in $M_{2}+R$. We assume $M_{1}+M_{2}$ to be colorable for a particular choice of $M_{2}^{3}$ we get a fintte number of choices of colors on $R$ which are consistent with colorations for $M_{1}$, and hence a set of schemes for $M_{1}+R_{0}$

Likewise, under similar assumptions, by forming a partial map M0 and then $M_{2}+M$ we get a set of schemes for $M_{2}+R$.

If it can be shown that for suitably small $k$ there is a scheme in* common to both sets, the configuration is reducible. The coloring of $M_{1}+R$ and $M_{2}+R_{9}$ such that the $\operatorname{ling} R$ has the same colors in each coloring, dictates a coloring of in a natural way. since both $M_{1}+M_{2}$ and $M_{2}+M_{2}^{8}$ each have fewex regions than Me are justified in the word reducible.

We might have a similar situation in which we can show that a certain ring $R$ of $n$ regions is such that any possible set of sckemes deduced for $M_{2}+M_{1}^{3}$, where $M_{1}^{2}$ hss fewer regions than $M_{1}+R$, always contains at least one coloring for $R$ sultable for $M_{1}+R$ 。 In such a
case the ring $R$ will be called reducible with respect to $M_{1}$.
Since the partial map $M_{1}+R$ is regular, only three colors appear at a vertex and two regions are either adjacent or are separated by a region or regions. Thus two regions $x$ and $y$ of $R$ in one or both of any pair of colors are either joined by a line in these colors or eise separated by a chain of regions in the complementary pair of colors. That is, a pair of regions $u$ and $v$ of $R$, such that $x, u_{s} y, v$ occur in the cyclical order on $R$, are joined by a line in their colors or are separated by a line in the complementary pair of colors.

Theorem 6.5. If a map contains a ring of four or five regions about more than one region, it is reducible.

A xing of four regions about a single region is a reducible configuration since that region would be a quadrilateral.

Let us consider a ring of four regions $A_{1}, A_{2}, A_{3}, A_{4}$, wbout more than one region in a map not subject to any of the previounly proved. reductions. Let $R$ be the ring of regions $A_{1}, A_{2}, A_{3}$, and $A_{4}$, Consider the maps $M_{1}+M_{2}^{8}$ and $M_{2}+M_{2}^{3}$ where $M_{2}^{3}$ and $M_{1}^{p}$ are formed fron $M_{2}+R$ and $M_{I}+R$ by shrinking $M_{2}$ and $M_{2}$, respectively, to a point and by joining' $A_{1}$ and $A_{3}$. The possibilities for the colors are essentially either $a, b, a_{2} b$ or $a, b, a_{y}$, for $A_{2}, A_{2}, A_{3,} A_{4}$ respectively. If either scheme appears for both, we kive a coloring. Othervise we have $a, b, a, b$ for $M_{1}+R_{\text {, }}$ and $a_{2} b_{,} w_{2}$, for $M_{2}+R_{2}$ say. Now form a second choice for $M_{1}^{3}$ by shrinking $M_{2}$ to a point and joining $A_{2}$ to $A_{4}$, giving $a_{2} b_{g} a_{,} b$ or $\mathrm{a}_{3} \mathrm{~b}, \mathrm{c}, \mathrm{b}$ for $\mathrm{M}_{2}+\mathrm{R}$ 。

The only case necessary for us to consider is. teie second of these two since the first is listed for $M_{1}+\mathrm{R}_{\mathrm{o}}$ Thus we have the acheme
$a, b, a, b$ for $M+R$, and the schemes $a, b, a, c$ and $a, b, c, b$ for $M_{2}+R$.
In the scheme $a, b, a, b$ for $M_{1}+R$ either $a$ chain of regions in colors a, $\alpha$ connects the regions $\alpha_{1}, \alpha_{3}$ in which case we obtain $a, b, a, c$ by interchanging $c$ and $b$ in the Kempe Chain containing $\alpha_{4}$; or else a chain of colors $b, c$ connects the regions colored $b$, and we get $a, b, d, b$ by interchanging $a$ and $d$ in the Kempe Chain containing $\alpha_{3}$. In either case we get a scheme found in the set of schemes for $M_{2}+R$. Hence, the ring of four regions is reducible.

The proof for a ring of five regions uses partial maps $M_{1}$ and $M_{2}^{1}$ consisting of $R$ with a pentagon replacing $N_{1}$ and $M_{2}$ respectively. The scheme $c, a, b, a, b$ is then shown to be in both sets (that is, the oddcolored region $c$ at the same place on the ring). The odd-colored regions are first shown to be adjacent, by showing that otherwise the scheme $a, b, c, d, b$ is in both sets. Using transpositions on colorations obtained from different partial maps $M_{1}^{\text {no }}$ and $M_{2}^{\text {en }}$ which are formed by shrinking $M_{1}$ and $M_{2}$ respectively to a point and joining the two b-colored regions of $R$, the scheme in one set is rotited two regions on R. By three repititions, four such rotations are accomplished bringing the oddwcolored regions to the same place.

Theorem 6.6. An edge surrounded by four pentagons is reducible.

We may assume $M$ is not subject to any previously proved reductions. Let $B_{1}, B_{2}, B_{3}, B_{4}$ be the pentagonal regions, surrounded by the ring of regions $\alpha_{1}, \alpha_{2}, \alpha_{3}, \alpha_{4}, \alpha_{5}, \alpha_{6}$ as indicated in Figure 6.1. The cyclical order of $R$ ie assured by trivalence, and reduction 6.5 assures no two nonconfecutive regions of $R$ are adjacent.


Figure 6.1.

Let $B_{1}, B_{2}, B_{3}, B_{4}, \alpha_{3}, \alpha_{5}$ of $M_{1}+R$ coalesce to form $M_{1}^{2}$. With this choice of $M_{1}^{2}$ we obtain a coloring $b,{ }^{*}, a_{9}{ }^{*}, a_{2}{ }^{*}$ of $R$ in a scheme for $M_{2}+R$. The onily essentially different cases are:
b, $c, b_{,} b_{9} a_{9} c$
$b_{2} c_{2}, a_{2} c_{2}, c$
$b, c, a, a, a, c$
$b, a, a, b, a, d$.
$b, c, a, c, a, d$
$b, c_{2}, a, d, a, d$

Direct trial shows it is possible to color $M_{1}+R$ starting with any one of these except $b, c, a, c, a_{,} c$ which rust be considered.

A cod line in $M_{2}+R$ must comnett anl of the regions colored $c$ in b, c,a, $c, a, c$ for $1 f$ not we could txmepose $c$ and din some Kempe Chain and get a scheme previously acceptable. Hence any interchange of the colors $a, b$ in $R$ is permissibles one of these gives $b, c, b, c, a, c$ which is a suxtable arrangement for $M+R$.

Thus, in every case, we are led to a scheme for $M_{2}+R$ having a coloring on $R$ suitable for $M_{1}+R$, and the theorem is true.

Theorem 6.7. A region completely surrounded by pentagons is a reducible configuration.

Let M be a map not subject to my of the previously proved reductions. Let $M_{1}$ consist of the given region $V$ and the ring of pentagons around it. As before the set of regions $R$ surrounding $M_{1}$ is a ring by trivalence and Theorem 6.4. Let $\alpha_{1}, \alpha_{2}, \ldots, \alpha_{n}$ be the $n$ regions of $R$ in cyciical order, and let $B_{1}, B_{2}, \cdots \rho B_{n}$ be the pentagonal regions of $M_{1}$ that abut on $\left(\alpha_{1}, \alpha_{2}\right)\left(\alpha_{2}, \alpha_{3}\right), \ldots,\left(\alpha_{n}, \alpha_{1}\right)$ respectively. To form $M_{1}^{3}$, let alternate regions $\alpha_{I}, \alpha_{3}$, 。., $\alpha_{n-1}$ coalesce with a single region replacing $M_{1}$ if $n$ is even, and alternate regions $\alpha_{1}, \alpha_{z}, \ldots, \alpha_{n \ldots 2}$ if $n$ is odd. We thus obtain in a scheme for


In the first case if the *ocolors are all one color b we can color $B_{1}, \ldots, B_{n}$ in $c$ and $d$ and then $V$ in 0, If this is not so, by taking account of the chrcular symmetry we can assume that we bave $a_{9} c, 2, *$, - $0, a_{0,} j_{0} e_{0,}$ we may assume $\alpha_{2}$ and $\alpha_{n}$ are not the same color. Now color $B_{1}$ which sbuts on $\alpha_{1}, \alpha_{2}$ in $b_{,} B_{2}$ in $d_{9} B_{3}$ in a color different from that of $\alpha_{3}, B_{2}, \alpha_{4}$ and so on, untsin we reach $B_{n}$, which may be colored in a different color than that of $\alpha_{n}, B_{n-1}$ and $\alpha_{1}$ 。 But $\alpha_{n}$ and $B_{1}$ are both colored b, so that this is acceptable Having colored B1, - .., $B_{n}$ in the three colora different from $a_{2}$ we may color y in a

In the second case we cax employ a similar process as follows: Firest color $g_{n}$ in $b$. If then $c_{2}$ is also colored in $b$, we can without using colox a color $B_{n-1}$. . $\cdot, B_{\mathcal{I}}$ and use a for $W$ as in the first case. Otherwise $\alpha_{2}$ is in of $d_{y}$ and $B_{1}$ may be colored in $d$ or $c_{\text {, and }}$ $B_{2}$ in $b$. Here again, if $a_{4}$ fie colored in $b$, we may coior $B_{n-1}, \ldots$ $B_{3}$ as in the first case. Othemise $\alpha_{4}$ is in o or $\alpha_{9}$ so $B_{3}$ may be colored in $d$ or $c$, and $B_{4}$ in $b$. Repeat, untin $b$ is encountered as a color for $\alpha_{i}$, where i is evers this occurs with $\alpha_{n-1}$ if not before.

In this way we color $B_{1}, \ldots, B_{n}$ in $b, c, d$ and $V$ in $a$. Thus we have appropriate schemes.

Theorem 6.8. An even-edged region completely surrounded by hexagons is reducible.

Let $M_{1}$ consist of the set of $2 n$ hexagons about the single region V. As before we are assured that the regions surrounding $M_{1}$ form a ring. Let $R$ be that ring of $4 n$ regions. Let $\alpha_{1}, \alpha_{2}, \alpha_{3}, \ldots, \alpha_{4 n}$ be the regions of $R$, and $B_{1}, B_{2} \ldots B_{2 n}$ the hexagons, so that $\alpha_{1}, \ldots, \alpha_{4 n}$ abut on $B_{1},\left(B_{1}, B_{2}\right) B_{2},\left(B_{2}, B_{3}\right), \ldots B_{2 n},\left(B_{2 n}, B_{1}\right)$, respectively. To form $\mathrm{M}_{1}^{1}$ let $\alpha_{2}, \alpha_{4}, \ldots ., \alpha_{4 n}$ comlesce with a single region replacing $M_{1}$ and obtain a scheme *, $a_{9} *_{2} a_{9} *_{2} \ldots, a_{s}$ for $R+M_{2}$. The regions $B_{i}$ each touch two regions $\alpha_{21}$ and one *-region. If the *-regions are all in one color $b$, we may color the regions $B_{j}$ in $c$ and d, alternately, and the nusided region in $a$ or $b$. If this is not the case, we may assume that we have $c, a_{2} \ldots, b, a$ for $\alpha_{I}, \alpha_{2}, \ldots, \alpha_{4 n}$ and proceed to color $B_{1}$ (in $b$ ), $B_{2}, \ldots, B_{2 n}$, successively, and then $V$ just as we did in the preceding reduction.

The simplest application is to a hexagon surrounded by six hexagons.

Theorem 6.9. Every regular map of more than two regions containing no triangles, quadrilatersls, or two eedged regions contains at least twelve pentagons.

According to Euler's formula $V-E+F=2$, but since exactly three regions are at a vextex with no twomedged regions, triangles, or quadrilaterais, $2 \pi=3 V=\sum_{n \geq} n A_{n}$ where $A_{n}$ is the number of regions in
the map with $n$ edges. From this we get $2 E=6(F-2)=\Sigma n A_{n}$. But since $F=\Sigma A_{n}$, we have $6\left(\Sigma A_{n}-2\right)=\sum_{n>5} n A_{n}$ which may be written: $A_{5}=12+\sum_{n \geq 7}(n-6) A_{n}$ and since $\sum_{n \geq 7}(n-6) A_{n} \geq 0, A_{5}$ must be at least 12.

Corollary. Every irreducible map contains at least 12 more pentagons than major polygons.

The next theorem does not identify a reducible configuration. However, it does tell us something of the nature of the minimum irreducible map. The credit for it goes to P. Wernichke and Philip Frankiln.

Theorem 6.10. A minimum irreducible map must contain a pentagon adjacent to two other minor polygons.

Suppose this were not so. Let us count the number of vertices in the map which belong to hexagons and pentagons. We find that the number of vertices contributed by hexagons nowhere in contact with pentagons will be greater than twice the number of suck hexagons since each hexagon has six vertices and no vertex belongs to more than three hexagons. In a cluster of hexagons, the two vextices contributed by an exterior hexagon may be chosen so that only one is not in common with another hexagon. Pentagons isolated from hexagons or other pentagons will give five vertices each. Two pentagons adjacent to each other but to no other pentagons or hexagons give eight vertices together, and hence arexage four each. A pentagon adjacent to a hexagon gives at least four yertices while allowing the hexagon to account fox two. A pentagon adjacent to a cluster of hexagons can be adjacent to only
one of the cluster; thus it contributes four vertices and allows the hexagon to contribute two, one of which it may have in common with the pentagon. Thus the number of vertices would be at least $4 A_{5}+2 A_{6}$, where $A_{i}$ is the number of regions with i edges, and we would have to have: $\quad V \geq 4 A_{5}+2 A_{6}$. From the preceding proof and the obvious inequality $\sum_{n>7}(7-n) A_{n} \leq 0$ we get $\sum_{n>7} A_{n}+12 \leq A_{5}$ so $\sum_{n>5} A_{n}+12 \leq$ $2 A_{5}+A^{\circ}$ From Euler's formula, for a regular map, $\sum_{n>5} \bar{A}_{n}=F=\frac{V}{2}+2$ we have $\frac{V}{2}+14 \leq 2 A_{5}+A_{6}$, or $V+28 \leq 4 A_{5}+2 A_{6}$ which contradicts that $4 A_{5}+2 A_{6} \leq v_{9}$ and proves the theorem.

Theorem 6.11. An edge of a hexagon surrounded by this hexagon and three pentagons is a reducible configuration.

As before, the surrounding regions form a ring of seven regions. If we erase the lines that are dotted in Figure 6.2 , we would obtain a new map which would contain fewer regions than an irreducible map and hence be colorable.

From the way we selected the lines which were erased, regions 1 and 4 would have the same color, say $a$; while regions 5 and 7 would have a different common color, say b. Of the five essentially distinct colorations of $M$ (allowing for symmetry of the configuration), the three cases shown in (a), (b), and (c) permit immediate coloration, as indicated. In the case shown in (d), if 5 is joined to 7 by a $b-d$ chain in $M_{2}+R, 6$ may be changed to $c$ reducing the problem to case (a), while if 5 is joined to 3 by a $b-d$ chain, 4 may be changed to $c$, and the map colored as shown in (e). If neither of these chains exists, 5 may be changed to $d$, and the map colored as shown in (f). Finaily in the


Figure 6.2
case given in (g), either a bod chain joins 7 with 5 , and we reduce to (c) by changing 6 to a; or a chain joins 7 with 3, and we color as in ( $h$ ) after interchanging $a$ and $c$ in the ame chain including $l$ and 2 ; or 7 may be changed to $d$ and we color as in (i).

Theorem 6.12 follows from 6.6 and 6.11 .
Theorem 6.13 through 6.40 (except 18) use essentially the approaches which have been illustrated. Our next consideration will be a theorem on the minimum number of regions in an irreducible map.

Putting together reductions 6, 11, 16, 17, and 20 of our list we have:
A) A polygon of $5,6,7$, or $a>7$ edges is reducible when in contact with 3, 3, 4, or n-l adjacent pentagons.

For our next theorem we will have need of some new notation.
A shall denote a region of any map, $M$.
A shall denote a region of $n$ edges.
$a_{5}$ shall denote the number of pentagons, $A_{5}$, in $M$.
$j_{5 n}$ shall denote the number of contacts of the pentagons of $M$ with polygons $A_{n}$ where $n \geq 6$. Making use of this notation we have the following relation:

$$
10 a_{5} \geq j_{56}+2 \sum_{x=7} j_{5 n} \geq 4 a_{5}
$$

The left inequality is obvious. The right follows since the contribus tion of an $A_{5}$ to the center member when it touches one or no other pentagons is not less than four; when it touches exactly two other pentagons, it touches three other polygons at least one of which is major, thereby contributing at least four; when it touches three penta. gons, by 28 , the other contacts cannot be minor polygons, so that it contributes four.
$A_{5}(t)$ shall denote an $A_{5}$ contributing $4+t$ to the center expression of the relation just discussed. Let $a_{5}(t)$ be the number of such pentagons and we have:

$$
j_{56}+2 \sum_{n \sum 7} j_{5 n}=\sum_{t=0}^{6}(4+t) a_{5}(t)=4 a_{5}+\sum_{t=1}^{6} t a_{5}(t)
$$

Further, for $n>5$ let $A_{n}(r)$ be an $A_{n}$ rouching $r$ pentegons and $a_{n}(r)$ their number. It follows from A) that $j_{5 n}=\sum_{n=1}^{n-2} r a_{n}(x)$. Combining these two relations we have: $\sum_{r=1}^{4} r a_{6}(r)+2 \sum_{n} \sum_{7} \sum_{r=1}^{n-2} r a_{n}(r)=$ $4 a_{5}+\sum_{t=1}^{6} t a_{5}(t)$ and noting that $a_{n} \geq \sum_{x=1}^{n-2} a_{n}(x)$ we get $2 \sum_{n=6}(3 n-17) a_{n}+a_{6}(3)+2 a_{6}(4) \geq 4 a_{5}+\sum_{n=1}^{6} t a_{5}(t)+2 \sum_{n=7} \sum_{r=1}^{n-2}(3 n-r-17) a_{n}(x)$. Consequently if we show
B) $a_{6}(3)+2 a_{6}(4) \leq \sum_{t=1}^{6} t a_{5}(t)+2 \sum_{n \geq 7} \sum_{r=1}^{n-2}(3 n-r-17) a_{n}(r)$ it will follow that $\sum_{n \geq 6}(3 n-17) a_{n}=2 a_{5}$. This can be reduced to $a_{5}+\sum_{n=6} a_{n} \geq 3 a_{5}-3 \sum_{n} \sum_{7}(n-6) a_{n}$ and using Euler's relation we get $3 a_{5}-3 \sum_{n \geqslant 7}(n-6) a_{n}=-3 \sum_{n=5}(n-6) a_{n}=3\left(6 \Sigma a_{n}-\Sigma n a_{n}\right)=3(6 F-2 E)$. But for regular maps $3 V=3 E$ and $6 F-2 E=6 F-6 E+6 V=12$. Hence $a_{5}+{ }_{n} \sum_{6} a_{n} \geq 36$. Then establishing B) proves Theorem 43.

Theorem 6.43. Every irreducible map must have at least 36 regions.

The remainder of this chapter will be devoted to the tedious chore of establishing $B$ ), above. It is here one can note the tremendous effort that has gone into obtaining these results.

Before doing this we shall alter the statement by removing the only negative term, given by $n=7, r=5$, from the double sum on the right and transposing it to the left member so as to give the following
statement, where $n \frac{1}{f} 7$ when $r=5$ :

$$
a_{6}(3)+2 a_{6}(4)+2 a_{7}(5) \leq \sum_{t=1}^{6} t a_{5}(t)+2 \sum_{n=7} \sum_{r=1}^{n-2}(3 n-r-17) a_{n}(r)
$$

To establish $B$ ), we shall set against $A_{6}(3), A_{6}(4)$ respectively one or two polygons $A_{5}(t), A_{n}(r)$ adjacent to them as compensating elew ments which contribute to the right-hand side; and against $A_{7}(5)$ one or two elements $A_{5}(t)$. It will then be necessary to verify that the number of sources of a given element, after considexing twice the source $A_{7}$ (5) yielding a single element, is at most equal to the corresponding coefficient on the right of $B)$.

A hexagon in contact with the chain 5565 or 55665 is reducible by 25 and 29. From 29 we conclude that a hexagon of $M$ that makes nonadjacent contacts with 3 pentagons must touch at least two major polygons. Thus $A_{6}(3)$ is bounded by either 5 n 5 N 5 N , 55 N 5 Nn , or 5 N 5 nN 5 , where now and hereafter $\mathbb{N} \geq 7$ and $n \geq 6$. In the former two cases we take as our element a the last pentagon adjacent to $A_{6}(3)$, which is bounded by 6 NxxN .

In the last case let bode be the last four polygons about $A_{6}(3)$, and let $f$ be the outside polygon touching de. Then, if $c$ is a major polygon, we choose the element $b(6 N x x N)$, (i.e.e $b$ bounded by $6 N x x N)$. If $e=6$ and $f=5$, we choose $e$, which, on account of A.) or 1.1 , is bounded by 65 N 5 N . If c a 6 and f is a major polygon, we choose $e(65 \times N N)$. Finally, if $e=f=6$, our element is $d(66 \ldots .65)$; if $d$ is an $A_{7}(r)$, we infer by 26 that $x \leq 3$, so that neither $A_{7}(4)$ nor $A_{7}(5)$ is chosen as an element.

The contacts of $A_{6}(4)$ are 55 N 55 N in view of $A$ ) and 25. Moreover, we conclude from 30 that one of these pairs of pentagons g.g' are not
in triad with a third pentagon nor, by A), with another hexagon when g,g ${ }^{8}$ are in chain with a third pentagon. We here select two elements, namely $g, g{ }^{\circ}$ both ( 65 NxN ) or both ( 656 nN ).

On account of $A$ ) and 33 the ring around $A_{7}(5)$ is 555 N 55 N . If the fourth (or last) polygon is also an $A_{7}(5)$, we take the two pentagons $h, h^{\prime}$ touching both $A_{7}(5)^{\prime} s$. These are both $A_{5}(2)^{\prime} s$, their contacts being 75 N 57 by $A$ ). But, if there is no adjacent $A_{7}(5)$, we consider the center pentagon of the first three; by virtue of 28 it touches an outside major polygon; thus another of the first three, call it i, is also adjacent to this major polygon. We have then a single element bounded by $75 \mathrm{NXN}^{\mathrm{r}}$, where $\mathbb{N}^{1}$ is not an $\mathrm{A}_{7}(5)$.

In each of the above rings about an element we have placed first its source. A polygon wi.th such contacts might occur as an element as often as one of its adjacent polygons fits into the first place of the ring (allowing for a reversal). We have thus to examine the possible occurrences of $A_{5}(t)$, where $1 \leq t \leq 5$, and of $A_{n}(x)$, where $1 \leq x \leq n-2$ or 3, according as $n$ is greater than or equal to 7 .

The incidence of $A_{5}(I)$ is at $a, b(6 M 55 N) ; e, g, g{ }^{\circ}(65 N 5 N)$; e(655NN): g, g8 (6566N).

There is no repetition here since the two adjacent hexagons touching $g$ or $g$ ' cannot come first in any of the four rings.

The incidence of $A_{5}(2)$ is at $a ; b(6 M 56 N) ; e, g, g^{\circ}(656 N H) ; g, g '$ $(65 N 6 N): h, h^{8}(75 N 57) ; i\left(75 N 5 N^{9}\right)$.

We observe that this element occurs at most twice in the first three rings, which contain only two hexagons. These rings are also distinct from the last two. Now, by supposition, the last polygon in the fourth ring is an $A_{7}(5)$, whereas the last in the fifth is not.

Hence an element $A_{5}$ (2) can only appear twice in the fourth ring and once in the last, but not in both. This yields altogether a maximum of 2 occurrences, counting that at $i$ twice because only one element $i$ was selected to account for a coefficient 2 on the left side of $B$ ).

The incidence of $A_{5}(3)$ is at $a, b(6 N 5 N N)$ or (6N66N): e, g, $g^{\circ}(65 N N N) ; i\left(75 N 6 N^{!}\right)$.

This element occurs only once in the last ring since the third polygon being next to a hexagon is not an $A_{7}$ (5) with this as its element. It can then fall but once elsewhere, namely in the first ring. Thus the maximum amounts to 3 (twice for $i$ ), since none of the first three rings contain more than 3 hexagons.

The incidence of $A_{5}(4)$ is at $a, b(6$ NN $6 N) ; i\left(75 N_{N N}{ }^{\circ}\right)$.
The $N$ between $N$ and $N^{\prime}$ not being an $A_{7}$ (5) with this as its eleo ment, we infer that this element can only fall twice in the last ring, and not then in the first. Hence, as the first ring contains but two hexagons, the maximum here is four.

Lastly, an $A_{5}(5)$ is only to be found once, at $a, b(6 N N N N)$, while $A_{5}$ (6) does not occur at all. So altogether the number of pentagons compensating $A_{6}(3), A_{6}(4)$ and $A_{7}(5)$ is not in excess of the first sum on the right of $B$ )。

The number of occurrences of $A_{n}(r)$ at $d(66.0 .05)$, as an element for an $A_{6}(3)$, cannot exceed the number of hexagons touching $a_{\text {, }}$ which is at most $n=r$. But the coefficient of $a_{n}(x)$ in $\left.B\right)$ is $2(3 n-r-17)$, which is at least $n=r$ unless $n=7, r=2$ or 3 . Moreover, ir the last two cases the largest number of hexagons coming third in the sequence 6566 (or second in 6656 ) is found by inspection to be 4 or 2 respectively, ioe., not more than the coefficient of $a_{7}(x)$. This
concludes the demonstration of B) and of Theorem 6.43.

## CHAPTEER VII

## COLORIMG GRAFHS

It is the modern trend to consider the nodes of a graph rether than the regions of a map. Since we can limit the types of maps under consideration to those that axe regular, have no two region rings, and have no region of less than five edges, we are assured that these maps have unique duals. As a matter of fact all polyhedral maps have unique duals (see Chapter Four). Since there is a one to one correspondence between the regions of a map and the nodes of its dusl and since the nodes corresponding to contiguous regions are joined by an edge, we bave the equivalent problem of coloring the nodes of a graph in a surface such that no two nodes joined by an edge are the same color. Of course the graphs considered will have no node joined to itself by an edge; two nodes are joined by at most one edge (since a map conteining a ring of two regions is not under considexation); two edges meet in a node or not at all.

The term colored graph (coloring of graphs) ja somewhat ambiguous since it is also used to describe the situation in which the locells of a first degree factor of a third degree graph are colored one color (usually red) and those of the second degree factox blue. Note there are two blue edges and one sed edge at each wertex. However, the ambiguity is removed by the context. In this chapter we shall consider both types of coloring, but our first almost trivial theorem deals with
simple graphs.
A simple graph is a connected regular graph of third degree without leaves. It is easy to see that a connected third degree graph is simple when and only when every lacell is on a closed circuit, a circuit being a finite path in which the initial node coincidem with the terminal node and all other nodes are distinct. The order of such a graph is necessarily even as seen in Chapter Four. Note alao that in a third degree graph a loop with a vertex is a leaf.

Theorem 7ol. Given a simple graph of order greater than two, we can always obtain from it a simple graph of lower order by removing any l-cell and properly joining the four incident l-cells in pairs.


Figure 7.1.

One of two alterations will give us the desired graph. The first shown in Figure 7.1b, is obtained by deleting $x$ and joining $I$ to 3 and 2 to 4. The second, shown in Figure 7.le, is obtained by deleting $x$ and joining 1 to 4 and 2 to 3 . Note it is not necessary to consider the grapk on a surface.

The results of the first alteration will be a simple graph uniess
a bridge results or the graph becomes disconnected. If either of these be the case, there must be in the original graph a path from 1 to 3 and a path from 2 to 4, besides $x ;$ furthermore, these two paths do not intersect. For example, if there were no path from 1 to 3 besides $x$ then either 1 or 3 would be the stem of a leaf, or a bridge. If the first alteration did not produce a simple graph, the second one will. To prove this it is sufficient to show that the closed circuits through Locells, $1,2,3$ and 4 have been (in the second alteration) replaced. by new ones containing all the ares.

The circuits through I and 3 have been Iengthened (except for the obvious combination of ares), the 1 ceell $x$ having been replaced by the path we proved to exist from 2 to 4 . Note, this path is contained entirely in that part of the graph containing 2 and 4 that $2 s$ connected by at most one I-cell to the part containing 1 and 3. Circuits through 2 and 4 are replaced in $\&$ similar manner. As for oixcuits through 1 and 2; if the first alteration disconnected the graph these must con tain 3 and 4 and hence the second altergtion would restore them as circuits. If the finst alteration resulted in a bridge, howewer, a circuit through 1 and 2 need not contain 3 and 4 if it contained the bridge. In this case, the second alteration produces two new circuits through the bridge which together will contain all the arcs of the oxiginal circuit through i and 2. The same argument agplies in the case of circuits through 3 and 4. The circults through I and 4 and through 2 and 3 hare not been ${ }^{2} i, b t u r b e d$ by the second alteration.

If there exists in a colored graph a closed path consisting of an even number of l-cells colored alternately red and olue (a redmblue path) we can interchange colons along this path and obtain a new
coloration and hence a new factorization of the graph.

Theorem 7,2. Every I-cell of a colorable simple graph is on a closed red-blue path and hence can have its color changed.

For the simple graph of order two, Theorem 7.I (which we will use) would not apply, but the conciusion is then obvious. Suppose the theorem were false. Then, there would exist a colored simple graph of lowest order containing a, l-cell not on a closed red-blue patin. If this lacell is red then none of the four blue l-cells adjacent to it is on a redablue path. Consider sucb a blue locell, call it $x$, not on any closed red - blue path. Take a blue i-cell adjacent to $x$, call it $y$, and delete the red lmeell incident with the other end of $y$ joining loose ends as allowed by Theorem 7.I to obtain a new simple graph of lower order. In the new graph which is also colored, there must axist a closed redoblue path through $x$, which cannot contain $y$. But such a path exists in the original graph, because its redoblue character is not destroyed by restoring the deleted red l-cell. It is possible that a closed redubiue path containing y might be disturibed by this restoration, but $x$ and $y$, being adjacent blue lacells, cannot be on the same redwlue path. Thus, we obtain a contradiction and the theorem follows.

Theorem 7.3. Every simple graph is colorable.

Here again, the theorem is obvious for a graph of order two. If the theorem were false there would exist a non-colorable simple graph of lowest ordex. Lower its order as allowed by Theorem 7.I and color it. Three casem arise. Case Io If both new luceils are colored blue, restore the deleted Incelil colored red. Case II. If one is colored
blue and the othier red, restore the deleted l-cell colored blue. Case III. If both new locells are colored red, change the color of one of them as allowed by Theorem 7.2. If this changes the color of the other also, we have Case I; if not, Case II. In any case we have a coloration of the original graph.

The following proof of Heawood's formula is due to G. A. Dirac, [24].

Suppose $G$ is a graph drawn on a surface of connectivity h which divides the surface into polygonal regions (simply connected regions of 3 or more sides). Let $N$ denote the number of nodes, $E$ the number of edges and $F$ the number of polygonal regions into which the surface is divided, then Euler ${ }^{8} s$ Theorem states that $N+F-E=3-h$.

If there are regions on the surface which are bounded by more than three edges, it is possible to add new edges until a gragh is obtained, which divides the surface into polygons bounded by three edges. The number of nodes of the new graph is still N. Let the number of edges be $E^{\prime}$ and the number of trianginar faces $F^{\prime}$, then $E^{3} \geq E$ end $F^{3}>P$ 。 Now eqexy triangle is bounded by three edges and every edge separatea two triangles, hence $3 F^{4}=2 E^{1}$. By Euler ${ }^{3}$ s Theorem, $3 N+3 F^{8}-3 E^{8}=$ $9-3 h:$ hence $3 N-E^{3}=9-3 h$ and so $2 E^{1} / N=6(1+(h-3) / N)$. Since $E^{8} \geq E$ for the original graph $2 E / N \leq 6(1+(h-3) / N)$. Let us cail this relation $A$ ) so we can easily refer to it.

A connected graph drawn on the surfece which does not divide it into polygonal regions can be drawn on a surface with smailer connectio vity, or can be made to divide the surface into polygonal regions by the addition of edges. Thus, A) holds for all connected graphs drawn on a surface of connectivity $h$.

Let $k$ be the chromatic number of a graph drawn on a surface of connectivity ho If this graph is infinite, De Bruijn showed that it contains a finite $k$-chromatic subgraph. If this subgraph is not critical, it has a node" $a$, which is not critical, and the deletion of this node yields a $k$ cochromatic graph which if not critical has a noncritical node b. By successively deleting nonocritical nodes in this way, after a finite number of steps we obtain a critical kochromatic subgraph. Let this subgraph have $\mathbb{N}$ nodes and $E$ edges. Then clearly $N \geq k$. The degree of each node is at least $k=I$, so that $2 E / N \geq k-I$. Since $A$ ) holds, if $b \geq 3, k \infty 1 \leq 6(1+(h-z) / k)$. It follows that: if $h \geq 3$, every graph drawn on a surface of connectivity $h$ can be colored using at most $N_{h}$ colors, where $N_{n}$ is the greatest integer satisfying $\left.\mathbb{N}_{h}-1 \leq 6\left(1+h_{h}-3\right) / N_{h}\right)$. If $h=2$ we have from $A$ ) that $k-1<6$, that ing $k \leq 6$. The value of $N_{h}$ explicitiy is $\left[\frac{1}{2}(7+\sqrt{24 h} \div 23)\right]$ where [] stands for the greatest integer in the enclosed real number. When $h=2$, this expression gives the correct value 6. Thus we have a proof of the theorem by Heawood:

Theorem 7.4. The chromatic number of a map on a surfece of connectivity $h \leq 2$ is at most $N_{h}$, where $N_{h}=\left[\frac{1}{2}(7+\sqrt{24 h-23})\right]$.

If $N$ denotes the number of nodes and $E$ the number of edges of $a$ critical kochromatic graph, the degree of every node is at least $k$ - 1 , and $2 E / N \geq k-1$. Brooks established (for $k \leq 4$ ) that a kochromatic graph either contains a complete kograph as a subgraph or contains a node of degree $k$. Hence, if $N>k$ then it does not contain a complete kograph ; so it contains a node of degree $\geq k$ and $2 E / \mathbb{N}>k$ - 1 . Let us call this relation B). Using the same notation we shall establish our
next result in the form of a lemma．

Lemma I．If $k \geq 5$ and $N=k+2$ for a critical graph，then $2 E / N>$ $k+1-12 / k+2$ 。

From a result established by Dirac，see［24］，it follows that a critical $k$－chromatic graph of order $k+2$ contains a complete（ $k-1$ ）－ graph as a subgraph．Let $k \geq 5$ and let the nodes of such a graph be denoted by $a_{1}, a_{2}, \ldots, a_{k=1}, b_{1}, b_{2}, b_{3}$ ，where every pair of $a_{1}, a_{2}$ ， ．．．$a_{k-I}$ is joined by an edge．Because the graph is criticad，$b_{1}$ ， $b_{2}$ ，and $b_{3}$ are each joined to at least $k$－I nodes．The number of edges in the graph，consistent with this requirement，would be least （i．e．，the most economical distribution of edges is obtained）if each of $b_{1}, b_{2}$ ，and $b_{3}$ is joined to the other two and to $k-3$ of the nodes $a_{1}, a_{2}, \ldots, a_{k-1}$ ．In this case the graph would contain $\frac{1}{2}(k-1)(k-2)+3(k-3)+3$ edges with any other distribution of edges it contains more．Hence，for such a graph， $2 \pi / \mathrm{N} \geq \mathrm{k}+1-12 /(\mathrm{k}+\mathrm{a})_{0}$ But with the distribution described above，unless $b_{1}, b_{2}$ and $b_{3}$ are all joined to the same $k-3$ nodes from among $a_{1}, a_{2}, \ldots, a_{k-1}$ ，the graph can be colored with $k$ a lcolors．If $b_{1}, b_{2}$ ，and $b_{y}$ are all joined to the same $k-3$ nodes from among $a_{1}, a_{2}, \ldots \ldots a_{k-1}$ then these nodes together with $b_{1}, b_{2}$ ，and $b_{3}$ form a set of $k$ nodes of which each pair is yoined by an edge，so that the graph contains a complete k－graph as a subgraph and is not critical．This most economacal dis－ tribution is therefore not permissible，and so，for a critical k－ chromatic graph of order $k+2,2 \pi / N>k+1-12 / k+2$ 。

Lemma II。 If $0 \leq n \leq k-I_{2}$ a kochromatic graph either contains a complete $(k-n)$ maph as a subgraph or it has at least $k+n+2$ nodes．

If we let $n=0$, we get the special statement, a $k$-chromatic graph which does not contain a complete kugraph as a subgraph contains at least $k+2$ nodes. For proof of Lemma $I I_{s}$ see [23].

Lemma III. In the notation of $B$ ), if $k \geq 5$ and $N=k+3$ for a critical graph, then $2 \mathrm{E} / \mathrm{N}>\mathrm{k}+2-24 /(\mathrm{k}+\mathrm{B})$.

The proof of this lema is similar to the proof of Lemma I. These procfs were presented by Dirac see [24]. The following theorem is also from the same article.

Theorem 7.5. Fox $h=3$ and $h \geq 5$, a graph of chromatic number $N_{h}$ on a surface of connectivity $h_{\text {, }}$ when it exists, always contains $N_{h}$ mutuaily adjacent nodes.

Existance will be considered in the next chapter.
To prove Theorem 7.5 it is to be shown that for $h=3$ and $h \geq 5$ the only critical $N_{h}$-chromatic graph which can be drawn on a surface of connectivity $h$ is the complete $N_{n}$-graph. To do this we shall prove it for $h=3$ and for $h \geq 5$ first prove that no critical $N_{h}$-chromatic graph of order $N_{h}+4$ can be drawn on a surface of connectivity $k$. Then it will be proved that no cxitical N h -chromatic graph of order, $N_{h}+2$ or $N+3$ can be drawn on such a surface. Theorem 7.5 win then follow from the special case of Lemm II.

Case $h=3$. In this case $N_{h}=7 \cdot$ By $B$ ) for $N>k$ with $k=7$, $2 \mathrm{E} / \mathrm{N}>6$ and by A ) with $h=3,2 E / N \leq 6$. This is a contradiction. So $N=k$ and we have completed the proof of Theorem 7.5 for the case $h=3$ and exciuded $\mathbb{N}_{h}=7$ from further consideration.

Suppose a critical $N_{h}$ chromatic graph of order $\geq N_{h}+4$ is drawn on a surface of connectivity h. If $E$ denotes the number of edges and
$N$ the number of nodes then, by $B), 2 E / N>N_{h}-1$; and by $A$ ), since $h \geq 5,2 E / N \leq 6\left(1+(h-3)\left(N_{h}+4\right)\right)$. Hence, $N_{h}-1<6\left(I+(h-3)\left(N_{h}+4\right)\right.$ while $N_{h}$ satisfies the inequalities: $N_{h}-1 \leq 6\left(14(h-3) / N_{h}\right), N_{h}>6\left(1+(h-3)\left(N_{h}+1\right)\right)$ From these we get the following two relations. $N_{h}^{2}-3 N_{h} \leq 6 h+9$ and $N_{n}^{2}-5 N_{h} \geq 6 h-11$; hence, $N_{h} \leq 10$. It remains to examine those cases where $\mathbb{N}_{h} \leq 10$ and $h \geq 5$.

Case $N_{h}=8$. If $N_{h}=8$ then $h=5$. By B) with $k=8,2 E / N>7$ 。 By $A$ ) with $h=5$ and $N \geq N_{h}+4=12,2 E / N \leq 6(1+2 / 12)=7$. This is a contradiction.

Case $N_{h}=9$. If $N_{h}=9$ then $h=6$ or $h=7$. Consider first the case $h=7$. By $B$ ) with $k=9,2 E / N>8$. By $A)$ with $h=7$ and $N \geq N_{h}$ $+4=13,2 \mathrm{E} / \mathrm{N} \leq 6(1+4 / 23)=711 / 13$. This is a contradiction. In a similar fashion the case $h=6$ would lead to a contradiction.

Case $N_{h}=10$. If $N_{h}=10$ then $h=8$ or $h=9$ or $h=10$. Consider first the case $h=10$. By $B$ ) with $k=10,2 E / N>9$. By A) with $h=10$ and $N \geq N_{h}+4=14,2 E / N \leq 6(1+7 / 14)=9$. This is a contradiction and cases 8 and 9 also lead to a contradiction.

These contradictions prove that for $h \geq 5$ no critical $N_{h}$ chromatic graph of order $\geq N_{h}+4$ can be drawn on a surface of connectivity $h$. It remaine to be seen whether an ${ }_{n}$ chromatic graph of order $N_{L_{3}}+2$ or $N_{h}+3$ can be drawn. These cases will be considered in turn.

Grephs of order $\mathrm{N}_{h}+2$. Suppose a critical $\mathrm{N}_{\mathrm{h}}$ chromatic graph of order $N_{h}+2$ is drawn on a surface of connectivity $h \geq 5$. By Lema $I$ for such a graph $2 E / N>N_{h}+1-12 /\left(W_{h}+2\right)$. By A), $2 E / N \leq 6\left(1+(h-3) / N_{h}\right.$ +2) hence $N_{h}+1-12 / N_{h}+2<6\left(1+(h-3)\left(N_{h}+2\right)\right.$ that is, $N_{n}{ }^{2}-3 N_{h} \leq 6 h+3$. But from the definition of $\prod_{h}$ for $k \geq 5 s N_{b}>6\left(1+(b-3)\left(N_{k}+I\right)\right)$ that is $N_{h}^{2}-5 N_{h} \geq 6 h-11$, and so $2 N_{h} \leq 14$, or $N_{h} \leq 7$. But we bave aiready
disposed of the case $N_{h}=7$.
Graph of order $N_{h}+3$. Suppose a critical $N_{h}$ chromatic graph of order $M_{h}+3$ is drawn on a surface of connectivity $h$. By Lemma III, for such a graph, $2 E / N>N_{h}+2-24 / N_{h}+3 \cdot$ By $\left.A\right), 2 E / N \leq 6(1+(\operatorname{san})(N H+D)$ hence $N_{h}+2-24 / N_{h}+3<6\left(1+(h-3) /\left(N_{h}+3\right)\right)_{9}$ that is, $N_{h}^{2}-N_{h} \leq 6 h+27$. But by the definition of $N_{h}, N_{h}>6\left(1+(h-3)\left(N_{h}+1\right)\right)_{9}$ that $1 s, N_{h}^{2}-5 N_{h} \geq$ $6 \mathrm{~h}-11$, and so $4 \mathrm{~N}_{\mathrm{h}} \leq 28$, or $\mathrm{N}_{\mathrm{h}} \leq 7$ 。 But we have already disposed of this one. This completes the proof of Theorem 7.5 .

By this theorem one can see that the problem of determining the Least upper bound of the chrometic numbers of maps on surfaces is directiy related to the problem of determining the maximam number of mutualiy adjacent regions. Certainly, the maximum number of mutually adjecent regions, $A_{h}$ could not exceed. $N_{h}$ for the chromatio number of any map must be at least as large as the largest muber of mutualy adjacent regions in the map. Howevew, if $\mathrm{N}_{\mathrm{h}}>\mathrm{A}_{\mathrm{h}}$ for any surface, where $h=3$ or $h \geq 5$, this theorem shows that Heawood ${ }^{n} s$ number is not the least upper bound. There has been one examole of this given. Frankin showed, [33] that any map on a Kline bottle can be colored in six collors wherees $M_{3}=7$.

Theorem 7.5 was supplemented by Dixac [24] with two weaker theorems, one for surfaces of comectivity 2 and one for suriaces of connectivity 4. For their statement see Chapter Three. Surfaces of connectivity 2 and 4 are exceptions to the proof of theorem 6.5 but are not necessarily exceptions to the theorem itself. Dirac felt that the theorem beld even for 2 and 4.

## WEMERAT TZATTOMS

It would seem, since the chromatic number of the sphere has remained undetermined, that the problem of determining the chromatic number for surfaces of higher genus would be difficult indeed. However this is not the case.

The following table shows the values of $N_{k}$ corresponding to the values of $h(u p$ to 16$)$ and $X(t h e$ Euler-Poincare characteristic).

| $x$ | 2 | 1 | 0 | -1 | -2 | -3 | -4 | -5 | -6 | -7 | -8 | -9 | -10 | -11 | -12 | -13 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $h$ | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 | 15 | 16 |
| $N_{h}$ | 4 | 6 | 7 | 7 | 8 | 9 | 9 | 10 | 10 | 10 | 11 | 11 | 12 | 12 | 12 | 13 |

Heawood's color formin. (Theorem 7.4) places an upper bound on the chromatic numbers of maps on a suriace of connectivity ho When Heawood advanced the theorem, he was thinking only of orientable surfaces. More recent authors have shown that his theorem applies equaly well to non-orientable surfaces.

Heawood?s color formula also applies to surfaces that are not closed such as the Mobius strip. The Mobius strip being homeomorphic to a crosscap will have connectivity 2 and therefore any map on its surface can be colored in 6 colors. An example demanding 6 colors is easy to find. This is of course assuming that coloring a region on a surface is analogous to dying a portion of a cloth: that is, the color
penetrates and both sides in the local sense are the same color. If on the contrary, you painted the region on a surface (that is to say the color does not penetrate the surface) then the questions involving chromatic numbers seem quite different, at least in the case of nonorientable surfaces.

There is a noteworthy construction by deRham [51] associated with the question of orientability. He shows that for each non-orientable surface there is an orientable surfece that can be mapped onto that non-orientable surface in a two-to-one fashion. This means that our pending question on painting a non-orientable surface is closely related to the question of dying the regions. That is, with the establishment of the proper orientable manifold for each non-orientable one, we have avoided the question of whether we are dying or painting.

To give this more meaning, consider the Mobius strip where two regions back to back along an edge could be considered contiguous along that edge. Considering the map as a graph, we have merely added the segments of the edge of the strip to the graph as edges of the graph. If we imagine a sort of inflation to separate the two surfaces lying back to back we would in effect obtain a torus.

Heawood [39] himself established by example that for an oxfentable surface where $h=3$ his formula actualy gave the best value. That is, $N_{3}$ colors are necessary and sufficient to color every map on the surface of a torus, see Figure 8.1. In 1891, Heffter [46] showed for orfentable surfaces where $k=5,7,9,11,13$, and 25 , that the number determined by Heawood's formula was best. For $h=5$ see Figure 8.2. Ho Tietze [17] showed that the projective plane (non-orientable with $h=2$ ) needed the funl number of colors. I. N. Kagne [48] gave


Figure 8.1


Figure 8.2
exemples of maps on non-orientable surfaces where $h=4,5$ and 7 that needed the full number of colors. Coxeter [17] filled the gap by showing a non-orientable surface where $h=6$ needed the full number of colors. R. C. Bose $[17,9]$ extended it to $\mathrm{h}=8$ in 1939. Cases where $h=10,12$, and It follow [24] since tke connectivities of the surfaces obtalned from the sphere and from the projective plane by attacking n handies are $2 n+1$ and $2 n+2$ respectively. Any map drawn on a sphere with $n$ handles attached can also be drawn on a projective plane with $n$ handes attached. It follows that $K_{2 n+2} \geq K_{2 n+1}$ where $K_{i n}$ is the maximum chromatic number of map on a suxface of connectivity $h$. Hence, by Heffter's results, quoted above, and by the table of values of $h$ and $N_{h}$, Heawood's result is best for $h=10,12$, and 14 .

It should be noted that although the proof of Heawood's foxmula does not hold for $h=1$ (the sphere) the formula still yields the con jectured value 4. Mhis is thought-provoking in itself without considering all the forgoing cases where Heawood's forming gave the best result. However, amidst all this evidence there is the result, given by Pranklin in an excelleat arwicle published in 1934, which established that six colors were necessary and sufficient to color any map on a non orientable surface of connectivity 3 , whereas $N_{3}=7$. Hence, if the four color theorem is false, it is not a unique exceptional case.

In 1959 . Ringel proved that Kiein bottle $(h=3)$ is the oniy non-orientable surface not needing ma many as $\mathrm{N}_{\mathrm{m}}$ colors. Me also showed that the chromatic number of a map on an orlentable surface could not differ from $N_{h}$ by more than 2 。

Theorem 8.1. Seven colors are always sufficient and sometimes necessary to color any map on a torus

The proof follows from Figure 8.1 since $N_{3}=7$.
A simple map was given by John Leach in 1953. It is shown in Figure 8.3 draw first on a rectangle and then as it would look if the rectangle were made into a torue by first joining the top and bottom edges to form a cylinder and then bending the cylinder around to form a torus.

niture 8.3

Theorera 8.2. Eight colors are always sufficient and sometimes necessary to color, any on sphere with two handles of the first kind.

The proof follows from Figure 8.2 gince $H_{5}=8$ 。
Up to now our witention has been focused on surfaces that existed In three space, whereas the Klein botbie sad the projective piane do not. These surfaces do exist 3 n four space as well as space where H $\geq 4$. The question maturally arises whethex these reaults hold for
surfaces even though they are located in a space of dimension higher than that necessary for their existence. That is, does the embedding of these surfaces in a space of higher dimension add properties to them that would disturb the results of our theorems. Although no rigorous answer will be given here, it seems that since the property of "being a neighbor of is an intrinsic ome that the results would be undisturbed by the surfaces ${ }^{\text {b }}$ extending into another dimensiong just as they are already two-dimensional extending into the third dimension.

Theorem 8. 3. Six coiors are necessary and sufficient to color any map on the projective plane.

We could argue the surficiency from an exteasion of the five-color theorem for surfaces of connectivity two, that is, a region of five sides is reducible in six colong sud ewery map bas a rexion of less than six pides. However, Hearood' formula gives us the upper bound of 6 and it is atwaned by the maw in Figure 8.4. The map is obtained by


Flgure 8.4
projecting the dodechearon lying on the projective plane from its center. This produces six pentagonal regions such that each region touches every other region, necessitating six colors to properly color the map.

Theorem 8.4. Six is the least number of colors needed to color all maps on a non-orientable surface of comectivity three.

Suppose there exists map on the Klefn bottle that cannot be colored in 6 colors; then there exiets one with fewest regions. If this map contains multiply-connected regions then make it simplyconnected by altering one of the boundaries of each multiply-connected region as shown in Figure 8.5. Whe altered map has the same number of regions, with corresponding pairs of contfguous regions, thus it is colorable if and only if the originel map is colorable; call the simply connected minimum irreducible map Mo

Now M contains no region of lesa than six edges since it camot be reducible in six colors. Now $37 \leq 2 E=a F$, where $V$ is the namber of wertices of $M$, the muber of edges, $F$ the number of regions and a the average nuber of edges per ingong and since $m y+F=x$ we bue $E \leq 3(E-V)=3(F-x)$. Thus $a=\frac{2 E}{F} \leq 6\left(2-\frac{X}{F}\right)$ and when $x=0,2<6$. It follows that all regions of must be hexagongl; with a 6. Mow
 $=0$. Consequentiy, $3 V=2 E$ and it follows that each wextex is trivalent ( $M$ is regular). Hence, is \& network of hexagons ith three hexagons at each yertex. Let one of the hexagons be labeled 7 , surrounded by hexagons labeled $1,2,3,4,5,6$ as shown in Figure 8,6 . The regions $1,2,3,4,5,6$ must be distinct sinee a contrafion of 7
to a point would show $M$ to be reducible.


Figuxe 8.5
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Ageing region 1 must hewe a common edge with 3. For if they do not the configuretion is reducibue in $s i x$ colors by a coelition of regions 1,7, and 3 . By a similor argument, the regions 1, 3, 3, 4, 5, 6 are mutually contiguous.

We shail now show that such a map is possible only on an orientable surface. This will mean that a minimum irredwcible mag (in six colors) cannot exist on the klein botwe and that each map on the Klein bottie is colorabie in 6 colore.

If, in migure 8.7, the center hexagon is 7 and those adjacent to it are 1, 2, 3, 4, 5, 6, the outer hexagons, which are the last six repeated, must each be one of the numbers placed in the tow of the respective bexagons. Since hexagon $Y$ mat be 2,3 , or 4 (because it touches 6 which touches $1,7,5$, and $2.803,4$, or 5 (because it touches 1), we see that $Y$ mast be 3 or 4 . If $Y$ is 3 , them 2 must be 4 or 5 . Suppose 2 is 4: tzen must be 5: and $V$ must be 6 (not 4 since $Z$ also contacta $w$; but then $W$ cannot be 5 or 6 , as it should be. It follows


Figure 8.7
that $Z$ camot be 4 and must therefore be 5 when $Y$ is 3. But with $Z$ 5, we get a unique representation given by the numbers on the left edges of the outer hexagons. Similariys if $\Psi=4$, one finds trat we get the unique representation given by the numbers on the right edges of the outer hexagons. We have reached the conclusion that if $M$ exists on the Klein bottle then it mast be one of the two represented by figure 8.8.



Figure 8.8

But it cannot be these for each of these forms a torus, instead of a. Klein bottle. Consequentiy M does not exist on the Klein bottle and six colors are sufficient to color any map on the Klein bottle.

We shall show by example that six may be necessary. Consider the map in Figure 8.9 to be on the projective plane.


Figure 8.9

This map can be colored in no leas than 6 colors. But this map can be drawn on the Klein bottle. To see thin, insert a cross cap in the hexagonai region in the center of figure 8.9. This changes the projective plane into the Klein bottle without destroying the pairs of contiguous regions. Thus 6 colors are necessary and the theorem follows.

Theorem 8.5. The maximun chromatic number of a map on a nonorientable surface of connectivity 4 is 7.

Here again, by Heawood's color formula, the 7 -point graph in

Figure 8.10 a , proves the theorem. The free edges of the figure are identified as indicated. Figure 8.10b is the same graph using the illustrative technique of Coxeter, by constructing the dual of this graph we obtain a map of seven mutually contiguous hexagons, Figure 8.10c. The dual map given by Kagno is shown in Figure 7.10d, the free edges being identified as indicated. $X$ and $X^{\prime}$ are joined through a crosscap, similarly for $Z$ and $\Psi\}$ and for $Z$ and $Z^{\prime}$. The three cross. caps raise the connectivity to 4 .

(a)

(c)

(b)

(d)


Figure 8.12

Theorem 8.6. The maximum chromatic number of a map on a surface of connectivity 5 is 8 。

The graph of a complete eight point on such a surface is shown in Figure 8.11. The free edges, identified as indicated, have the order ( $a, a^{\prime}, b, b^{\prime}, c_{,} c^{\prime}, a, d^{\prime}$ ) from whick we see that the surface is nonorientable and of connectivity 5. By constructing the dual of this graph we obtain a map of eight mutually touching heptagons. This map is shown in Figure 8.12, the free edges being identified as indicated. Theorem B.2 provides for the orientable case.


Figura 8.12

Theorem 8.7. The maximum chromatic number for maps on a surface of connectivity 6 is 9 。

A complete 9 point graph and a map of 9 mutually touching octagons on a surface of connectivity 6 are given in Figure 8.13.


Figure 8.13

Theorem 8.8. The maximum chromatic number of a map on a non-orientable surface of connectivity 7 is 9 。

This theorem follows from Theorem 7.7 since any map on a surface of connectivity 6 can be drawn on a surface of connectivity T. This can be seen by placing a crosscap in the interior of regions 9 of Figure 8.13 b , raising the connectivity of the surface to 7o Kagnos however, proved this theoren by giving the example in Figure 8.14, several years before Coxeter proved Theorem 8.7 .

Theorem 8.9. The maximum ctromatic number of maps drawn on a surface of connectivity $8 \pm 10$.

This map is given in Figure 8.15.


Figure 8.14


Figure 8.25

Theorem 8.10. The maximum chromatic number of maps drawn on a nonorientable surface of connectivity 9 is 10 .

Any map that can be drawn on a surface of non-orientable surface of connectivity 8 can be drawn on a non-orientable surface of connectivity 9. Thus the map used to establish the necessity of 10 colors in Theorem 8.9 accomplishes the same purpose here.

From remarks made earlier in the choper and Heffter ${ }^{\circ} \mathrm{s}$ examples we have:

Theorem 8.11. The maximum chromatic number for maps on non-orientable surfaces of connectivity 10,12 , and 14 are 10,11 , and 12 respectively.

Similarly, any map draw on a surface of connectivity 13 can be drawn on a non-orientable surface of connectivity 14 or 15 by the addition of 1 or 2 cross caps interior to any region of the map. With the establishment of Heffter ${ }^{\prime}$ s result we have the following:

The maximum chromatic number of maps on 2 non orientable surface of connectivity 14 or 15 is 12 。

There is a gap in these theorems presented thus fex. For a nonorientable surface of connectivity eleven no map requiring eleven colors is known to have been presented. However, Ringel proved that the Heawood number is correct for all non-orieatable surfaces, except the Klien bottie, thus, filling the gap and solving the remaining problems of a similar nature.

Theorem 8.12. The maximum chromatic number of maps on non-orientable surface of connectivity $h>3$ is $\mathrm{N}_{\mathrm{h}}$ 。

The question of whether the Heawood number is correct for all orientable surfaces of connectivity $h>15$ has not yet been determined. However, Ringel proved the following.

Theorem 8.13. If $K_{h}$ is the maximum chromatic number of maps on an orientable surface of connectivity $h$ then $K_{h} \geq N_{h}-2$ 。

The problem may be extended in another direction. In actual maps the countries sometimes consist of several detached portions forming an empire, with the further stipulation that a mother country and its colonies be similarly colored. If there is no limit to the number of colonies in each empire, the number of colors needed may be anioitrarily large. If no empire consists of more than $r$ separate pieces, not only is the problem tangible but in 1891 Heawood gave a formula for an upper bound on the number of colors necessary to color such maps.

In the case of regular maps Eulex ${ }^{0}$ formula says $V-E+F=X$ and $3 V=2 E$ so that $\frac{2 E}{F}=6\left(1-\frac{X}{F}\right)$. If we consider a regular map of $n$ regions ( $n=F$ ) we have the average number of contacts per region as $A_{n}=\frac{2 E}{F}=6\left(1-\frac{X}{n}\right)$. If a map is not trivalent the value of $A_{n}$ is lower since a trivalent map can be obtained by adding new edges and vertices at each of the original wertices with multiplicity greater than three, and this map has all the contacts of the old map with new contacts added; consequentily, the mverage for the new trivalent msp is higher. If the map contains a multiply connected region, form a new map by altering the boundaries on each such region indicated in Figure 8.5. The new map is simply-connected and the awerage will again be roised by making it trivalent. It follows that if $A_{n}^{0}$ is the maximum of $A_{n}$ over all maps of $n$ regions then the maps to which $A_{n}^{\prime}$ corresponds must be reqular

Consider first maps of empires on a sphere and further suppose that each empire consists of exactly two distinct portions. Then the average number of contacts per empire in a given map of $\frac{n}{2}$ empires is $C=2 A_{n} \leq 2 A_{n}^{\prime}$. If we let $X=\left[2 A_{n}^{\prime}\right]+1$ then $X$ colors are sufficient to color a map of $\frac{n}{2}$ empires. For, some empire of that map does not have more than $X$ - 1 contacts and hence is a reducible configuration in $X$ colors. That is, if that empire were removed and the surrounding regions closed up in any fashion we would have a map of $n^{\prime}<n$ regions and since $2 A_{n} \leq 2 A_{n}^{\prime},=12\left(1-\frac{2}{n}\right)<12\left(1-\frac{2}{n}\right)=2 A_{n}^{\prime}<X$ we again are assured of an empire of less than $X$ contacts; and the process can be repeated eventually giving us a map of $X$ or fewer empires, which can certainly be colored in $X$ colors. This in turn dictates a coloring of our original map. Hence, $\left[12\left(1-\frac{2}{n}\right)\right]+1$ colors are sufficient to color any map of $\frac{n}{2}$ two-region empires on the sphere.

Now if $n$ is as large as 24 then this number is 12 . If $n$ is smallo er, 12 colors are still sufficient so that 12 colors are sufficient to color any map of two-regions empires on the sphere. For a map with each empire consisting of at most two regions, 12 colors are still sufficient since for each single region empire, a new region can be added as a circular patch on an edge that is not an edge of that expire. The resulting map can be colored in 12 colors and the patches then removed revealing the original map properly colored in 12 colors.

At least as many colors are neeessary as the largest number of mutually contiguous empires, y . In a map of $k$ mutually contiguous empires, $C$ is not less than $k=1$ since each empire touches $k-1$ others at least once. T could not be greater than $Y$, the greatest integer $y$ such that in a map of precisely $y$ twowregion empires
$c \leq 12\left(1-\frac{2}{2 y}\right)$ so $y-1 \leq 12-\frac{12}{y}$ and $y \leq 12$. Therefore $T$ could not be more than l2, which we hope can be attained. However an example must be found showing that le can be realized.

Since $12-\frac{12}{y}=y-1$ when $y=12$ there are just enough contacts available for 12 mutuglly contiguous empires. With each of 12 empires in two regions the chance of duplicate contacts between some pair of empires is greatly increased, and this would necessitate that some other pair of empires would fail to touch. This difficulty seems to occur with any symmetrical arrangement of 24 regions, and no general principle seems to lead to the discovery of a suitable arrangement. However, one example is sufficient to complete the proof; and that given in Figure 8.16 is an instance of 12 pairs of regions, which have the desired contacts, once and only onee with a region of evexy other pair. Figure 8.16 then proves that 12 is the number of colors
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necessary and sufficient to color any arrangement of empires of at most two regions on the sphere. When we proceed to empires which may consist of 3 or more colonies, up to $r$ say, we have $c \leq r A_{n} \leq 6 r\left(1-\frac{2}{n}\right)$. If the map is regular, $r A_{n}=6 r\left(1-\frac{2}{n}\right)$, so it follows that $r A_{n}^{\prime}=6 r\left(1-\frac{2}{n}\right)$ and the largest $X=\left[r A_{n}^{\prime}\right]+1$ could be is $6 r$. As before, $6 r$ colors are sufficient. Also $r A^{\prime}{ }_{r Y}=6 r\left(1-\frac{2}{r Y}\right)=\frac{6 r}{Y}\left(Y-\frac{2}{r}\right)$ which is greater than $Y$-I when $Y=6 r$, provided $r>2$. In this case then there are more than enough contacts for 6 empires. The verification examples, to show that proper distribution of contacts could be realized, would then determine $6 r$ as the number of colors necessary and sufficient to color maps of empires, consisting of no more than $r$ regions, on the sphere. The only such map found in the literature is the one given in Figure 8.16. Although Heawood was not concerned with non-orientable surfaces, we can note that the map is also an example on the projective plane if we place a crosscap interior to some region of the map on the sphere. Later we shall see that la is also an upper bound on the projective piane.

Moreover, extending the proposition to the case of the torus, where $A_{n} \leq 6\left(1-\frac{0}{n}\right)=6$, we have $C \leq x A_{n} \leq r A_{n}^{\prime}=6 r$, and the Largest $X$ could be is $6 r+1$. Also, $r A A^{\prime}=6 r$, which is exactly $Y$ ol when $Y=6 r+1$; and here again $X=Y$. There are just enough contacts for $6 r+1$ empires and an example showing proper distribution of these contacts would complete the proof. The example for the case where $r=1$ was given earlier in this chapter.

Consider next maps with empires of exactly regions on a surface of characteristic $\chi<0$. We have $A_{n} \leq A_{n}^{\prime}=6\left(1-\frac{x}{n}\right)$. Let $Z$ be the greatest value of $w$ such that $6 r\left(1-\frac{\chi}{T W}\right) \geq w-1$; then for $w>z$,
$6 r\left(1-\frac{X}{r W}\right)<w-1$. Mow if we let $X=[z]$ then $6 r\left(1-\frac{X}{r Z}\right)=Z-1<X$. Any map of not more than $X$ empires is colorable in $X$ colors. A map of $m>X$ empires is also colorable in $X$ colors since the average number of contacts per empire, $G_{m} \leq r A_{\operatorname{mr}} \leq r A_{m r}^{\prime}=6 r\left(1-\frac{X}{\operatorname{mr}}\right) \leq 6 r\left(1-\frac{X}{r(X+1)}\right)<$ $(x+1)-1=x$ 。

Now since $X$ is the greatest integer such that $6 r\left(1-\frac{X}{r X}\right) \geq X-I$ we have enough contacts for $X$ empires (but not for more). From $z^{2}-(6 r+1) z=-6 x$ we get $z=\frac{1}{2}\left(6 r+1+\sqrt{(6 r+1)^{2}-24 x}\right)$ so that $x=\left[\frac{1}{2}\left(6 r+1+\sqrt{(6 r+1)^{2}-24 x}\right)\right]$.

For maps with empires of not more then $r$ regions, we could show $X$ colors sufficient by adding regions as before.

If $x=0$ then $\frac{1}{2}\left(6 r+1+\sqrt{(6 r+1)^{2}}\right)=6 r+1=X$ as we previously showed. The reader should show that for $r \geq 2,6 r \leq \frac{1}{2}(6 r+1+$ $\sqrt{(6 r+1)^{2}-24(2)}<6 r+1$ to establish the more general expression for $X$ in the ease of the sphere. Heawood was concerned with orientable surfaces only, and our development thus far has been essentially his [39]. However, his result applies directly to non-orientable surfaces with one exception, the projective plane. This exception ean be included with the verification that a similar argument applies for $y=1$ and gives the value $6 x$. We see then that the exemples for the sphere also work for the projective plane.

The more general expression for $X$ then gives an upper bound for the number of colors necessary to color a map of empires each containing not more than $x$ regions on a surface of characteristic $x$, except where $X=2$ and $x=1$ which is of course the four mroblem problem.

We have thus far considered only regions which are two-dimensiond on a surface in a space of $\mathbb{N}$ dimensions where $\mathbb{N}$ is sufficientiy large
to allow the actual existence of the surface under consideration. According to the following, [63], fivemspace is sufficiently large for any surface thus far considered: Suppose $X$ is a compact space and the dimension of $X$ is $\leq n, n$ finite; then $X$ is homeomorphic to a subset of the cross product of $[0,1]$ with itself $2 n \div 1$ times. Since all of the surfaces thus far considered are compact 2 manifolds they cam be embedded in 5aspace.

Let us now oonsider solid regions in three space. That is, what is the minimam number of colors neeessary to color an arbitrary number of solids such that no two contiguous solids are of the same color. It can be seen that this number can be made arbitrarily large. For given any positive integer $N$ we shall construct a situation in which $N$ colors are needed. Consider 2 N rectangular prisms of dimension 1 by 1 by $N$. Lay $N$ of these side by side and number them 1 through $N$ suda that numbers $i$ and $i \neq 1$ toueh along a side of dimension 1 by $N$. Fhis forms a constructed solid, 1 by $\mathbb{N}$ by $M$. Similarly lay the remaimimg $\mathrm{H}_{\mathrm{H}}$, numbered 1 through $N$, rectangular prisms an top of these with their edges of $M$ length pexpendicular to those of the first M. This is illustrated for $M=6$ in Figure 8.17 . This forms a constructea solia
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of dimension 2 by $\mathbb{N}$ by $\mathbb{N}$. Now consider solid $l$ and $l^{\prime}$ to be the same (weld them together). Do the same for solid i and i', i ranging from 1 to N. Thus we see that solid 1 touches all the rest as does each of the others. As a result the minimum number of colors necessary to color all such configurations is infinite.

Paul Stacked; University of Heidelberg, gave the same result using only convex domains, [56 page 78] a particularly complicated and significant result.

We would certainly expect the problem of coloring $\mathbb{N}$ dimensional regions in $N$ space to have the same solution as three in threespace. Also we could express the same confidence for M-dimensional regions M 23 in $\mathbb{N}$ space since threedimensional regions in $\mathbb{N}$ space yield the same result as they do in 3 -space.

## EQUIVALENT PROBLEMS

In this chapter we shall consider some problems that are implied by the four-color proble, some that imply the four-color problem, and some that do both. We shall restrict our attention to the plane or sphere; however, some of the results generalize readily to other surfaces.

Theorem 9.1. A regular map can be properly colored in four colors if and only if its boundaries can be properly numbered with three numbers.

First let us consider the "only if" part mo if a regular map can be properly colored in four colors, then its boundaries can be properly numbered with three numbers: Given a regular map colored with four colors, call them ( 0,0 ); $(0,1) ;(1,0) ;(1,1)$. Then assign to each boundary the sum of the labels of the two regions that it borders, (by the sum of $(m, n)$ and $(p, q)$ we mean $((m+p) \bmod 2,(n+q) \bmod 2)$ 。 Now there are only three possible sums; ( 0,1 ); ( 1,0 ); ( 1,1 ) since $a+b=(0,0) \Rightarrow a=b$ 。

Since exactly three regions are mutually contiguous at each vertex we get exactly three boundaries and the labels of these boundaries must be different. For, consider one of the regions to have color a, and the other two $b$ and $c$. Now, $a+b, a+c$ and $b+c$ must all be differa ent since $a+b=a+c \Rightarrow b=c$. Thus, the two boundaries of the region of color $a$, that are at this vertex, must have different numbers.

This holds for any two boundaries with a comon vertex. Thus, the numbering is proper.

Conversely, if the edges of a regular map can be properly numbered with three digits then the map can be properly colored in four colors: First let us show that any closed path on the surface of the map that intersects each of any number of edges exactly once in a point that is not a vertex, will do so such that the sum of the labels of these edges is ( 0,0 ). It is sufficient to show this for a simple closed path. For, suppose a path can be broken into $k$ loops. Then, the sum of the labels of the edges crossed in each loop is $(0,0)$ and $k(0,0)=(0,0)$, thus the entire path yields ( 0,0 ). Consider an arbitrary simple closed path $U$, that intersects several edges of the map each at a point that is not a vertex. Consider the vertices $V_{1}, V_{2}, V_{3}, V_{4}, \ldots, V_{n}$ that lie inside the simple closed curve. At each vertex we find the three edges $(0,1),(1,0),(1,1)$ and the sum of these three is $(0,0)$. Now, the edges may be placed in two classes, those that have both endpoints interior to our simple closed path $U$ and those with only one inside 0 . Let $x$ be the sum of those in the first class and $y$ the sum of those in the second. Now the sum of the labels of the edges that lie at each of these vertices is $2 x+y$ since each edge in the first class is counted twice and each in the second, just once. But $2 x+y=(0,0)$ and since $2 x=(0,0)$ it follows that $y=(0,0)$. Thus the sum of the labels of the edges crossed by our simple closed carve is ( 0,0 ).

In a closed path that crosses some edge more than once, a multiple crossing can be reduced to one or no crossing since an odd number of crossings contributes the edge label to the sum and an even number of
crossings contributes ( 0,0 ) to the sum.
Now, to show that a map with its boundaries properly numbered in three digits can be properly colored in four colors, consider an arbitrary region, label it ( 0,0 ). Consider a path that intersects some edge of each region at least once, and does not pass through any vertex. Assign to each region that label that is the sum of the labels of the edges crossed by the path while reaching the region. This labeling process is consistent for suppose a region can be reached by two paths. The label given by the first is a and the second is b. The two paths form a closed curve, so $a+b=(0,0)$. But this implies $a=b$ 。 Furthermore, two neighboring regions have different labels since the label of the edge between them is not ( 0,0 ) and the sum of either region label and the edge must be the label for the other region.

This result may also be stated in the following form: The goloring of the regions of a regular map in four colors is equivalent to the coloring of its edges in three colors. In fact, in place of the edges, we may use an edge map, all of whose regions are fourmided. Such a map may be obtained from a regular map by joining a point, or capital, of each region to the vertices of that region, and then erasing all the edges of the original map. We note that such edge maps are not regular. For this reason their coloration does not follow from Theorem 4.7. Every map with all its regions four-sided is not an edge map, and it is not easy to characterize those maps which are edge maps. Theorem 9.1 is not restricted to the sphere, however you will note that our proof of it is.

Since each map has a region of less than 6 edges, a regular map with each region of $3 N$ edges must contain a traingle, and hence, is
reducible. In fact, such a map is colorable in four colors. According to the previous theorem it is sufficient to show that the boundaries can be numbered with three numbers. To achieve this, consider a path along the edges of a regular map that includes each edge at least once. Choose an arbitrary edge of the map, which we number 1 , and number from there on as follows. After an edge is traversed and assigned the number a we assign $a+1$ to the next edge if we went to the left at the vertex and a - 1 if we went to the right at the vertex, Figure 9.1.
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In general, an edge may receive several distinct ixtegers as labels. However, it is our intention to shov thet the labels any one edge receives are all comgaent modulo three. In this sense we hove only three distinct labels, and no two neighboring labels are alike.

The first edge to be retraced by a path is retraced in either the same or opposite direction.

First suppose that an edge e, Figure 9.1b, is the first to be retraced and that it is trwversed in the same dixection. Suppose the first label e receives is $p$ and the second is $q$. Suppose further that the simple closed path is traversed in a clockwise fashion and contains
$b^{\prime}$ edges, where it goes to the left $b_{1}$ times and to the right $b_{2}$ times; $b^{\prime}=b_{1}+b_{2}$ and $q=p+b_{1}-b_{2}$. All edges not belonging to the path but having vertices on the path belong to two classes, those lying on the right with respect to the direction of the path (there are $b_{1}$ of them) and those lying on the left (there are $b_{2}$ of them). An edge, both of whose ends lie on the path, is counted twice. Let $G$ be the domain inside the path. The edges of the first type lie inside $G$ and those of the second type lie outside G. Let $V$ be the number of vertices that lie inside $G$, and $N_{1}, N_{2}$, . . ., $N_{r}$ the number of edges of the regions lying inside $G$. Since the map is regulax, we have $3 V=2\left(b_{3}+b^{2}\right)+b_{2}$ also $\mathbb{N}_{1}+N_{2}+\ldots \mathbb{N}_{r}=2 b_{3}+b^{\prime}$. Together these imply $b^{n}+b_{2}=$ $3 \mathrm{~V}=\left(\mathrm{N}_{1}+\mathrm{H}_{2}+\ldots \mathbb{N}_{\mathrm{r}}\right)$. By hypothesis $\mathbb{N}_{\mathrm{i}}$ is divisible by 3 so $b^{\prime}+b_{2} \equiv 0(\bmod 3)$. But $b^{\prime}=b_{1}+b_{2}$; hence $b_{1}+2 b_{2}-3 b_{2}=b_{1}-b_{2}$ $\equiv 0(\bmod 3)$ and $p \equiv q(\bmod 3)$. If the rotation were counteralockwise, we need to interchange roles of $b_{1}$ and $b_{2}$ to have a proof for that case. Next suppose that the first edge to be traversed a second time is $e_{1}$, as in Figure 9.1b. In the case of a clockwise rotation $e_{1}$ would have label $p=1$ and $e_{2}$ would have label $(p+1) \bmod 3$.

Then the second label applied to $e_{1}$ would be $p+2 \equiv p-1(\bmod 3)$. Also note that if several consecutive edges were retraced in the opposite direction the labeling stays consistent since right becomes left and left becomes right reversing the addition and subtraction processes. In the second case, if the edge $e_{1}$ is inside the simple closed curve, the labels will change accordingly but the argument is esseno tially the same. Counterwelockwise rotation of the simple elosed eurve can also be similarly handled.

Since any closed path can be broken up into sections consisting of
simple closed paths and retraced (either direction) sections, it follows that the second label given after traversing a closed path is congruent mod 3 to the first label.

Thus, we can see that if we reduce our labels mod 3, each edge will receive a unique label and no two edges with a vertex in coramon have the same label. Consequently, if each region of a regular map has $3 \mathbb{N}$ edges then the boundaries can be properly labeled with three digits or equivalently:

Theorem 9.2. A regular map with each region having its number of edges a multiple of 3 can be colored in four colors.

Once the edge marks used in the proof of this theorem have been established they can be replaced by the edge marks of Theorem 9.1. Note that all three labels will occur at each vertex in the same clockwise (counterclockwise) order about the vertex.

If we draw a small circle about a vertex of a regular map, and regard it as an added region, we obtain a new regular map. We refer to this process as triangulating vertex. Now, suppose that, for a given regular map, we select certain vertices, $V$, which we leave unchanged, and that we triangulate the remaining vertices, $V$ '. If the triangulated map is colorable, so is the originel map, since we have merely to omit the triangles about vertices $V$, and leave the coloring of the other regions as they were.

In particular, if the map can be triangulated in such a way that each region of the new map has $3 n$ edges, it will be colorable by the last theorem. The aded triangular regions have three edges. Any other region of the triangulated map will correspond to a region of the
original map, and will have one vertex for each vertex $V$ and two vertices for each vertex $V^{\prime}$ in the original region. Thus, our problem is to select the vertices $V^{\prime}$ such that, when we put $l$ at vertices $V$ and -l (or 2 modulo 3) at vertices $V^{\prime}$, the sum taken around any region will be divisible by 3 , (that is, $0(\bmod 3)$ ).

On the other hand, if our map is colorable in four colors, then edge marks exist according to Theorem 9.1. Each vertex has its edges labeled ( 0,1 ) ( 1,0 ) ( 1,1 ) in a clockwise or counterclockwise fashion. Labeling the first set 1 and the second set -1 we can see that trian gulation of one of the sets, -1 say, will give a new map with all clockwise vertices. Substituting the labels of Theorem 9.2 and revers. ing the argument used there, we can see that each region of our triangulated map has $3 n$ edges so that the sum of the vertex labels about each region is zero (mod 3). Since, by triangulation each ol vertex contributes two to the sum of each region to which it belongs and since $-1 \equiv 2(\bmod 3)$, the sum taken about each region of our original map is $0(\bmod 3)$, as prescribed, and we have the following theorem.

Theorem 9.3. The problem of coloring regular maps in four colors is equivalent to the problem of placing 1 or at each vertex in such a way that the sum, taken about each region, is divisible by 3.

It is interesting to note that a set of vertex marks and its dual set (the set obtained by interchanging 1 and -l) each correspond to three sets of edge marks that are all related through the permutations of the three edge marks (there being 6 permutations). Also, each set of edge marks corresponds to a set of 4 colorings (e.g. from the choices
of $(0,0)(0,1)(1,0)$ or $(1,1)$ for an arbitrary region); these colorings are all related through a permutation of colors. Each set of vertex marks (and its dual set) then corresponds to a unique coloration (24 colorings that are related through permutation of colors). In a non-simply connected trivalent map the partition of the vertices gives a unique coloration in each partial map but not in the entire map.

Theorem 9.3 gives a theoretical method of coloring any colorable map. The marks for the vertices may be taken as variables, and the conditions then lead to a system of homogeneous linear congruences modulo 3. Any solution with no variable zero gives a coloration, and if no such solution exists, there is no coloration.

This method is not practical even for simple maps. For example, the dodecahedron may be easily colored empirically but the present method leads to a system of 12 dependent equations in 20 variables. Nevertheless, Heawood spent considerable time and effort in the investigation of these equations, which he called map-congruences. His publication of five papers, totaling 69 pages, dealing primarily with map-congruences, attests to his efforts. As he put it, "the analytical method of treatment seems to bring the problem still more into connection with other mathematical questions, and to give a clearer grasp of the conditions on which it depends."

In 1891 Petersen showed that a third degree linear graph, containing fewer than three leaves, contained a set of edges having exactly one end point at each vertex. His proof was simplified by Brahana and Erreza. The proof we shall consider is due to O. Frink and is simpler still. The restriction of fewer than three leaves in a regular map is implied by the restriction that no region border itself, that is, the
graph of a map has no leaves. Under this condition, the theorem of Petersen asserts that it is always possible to color the edges in two colors such that one end of the first color and two ends of the second color abut at each vertex.

Theorem 9.4. (Petersen's Theorem) A regular graph of the third degree with fewer than three leaves is colorable (in two colors).

According to Theorem 7.3, a simple graph is colorable. A graph with one leaf is impossible, To color one with two leaves create a new vertex in a l-cell of each leaf, and join the new vertices by new l-cell. The resulting graph is simple and may be colored. If the new lmeell is red, delete it. If it is blue, change its color according to Theorem 7.2 and delete it. This restores the original graph, which is now colored.

If on decomposing a graph of third degree by Petersen's theorem, the circuits (blue) are all even, they may be broken up further to give a coloring of the edges of the graph in three colors. The difficulty comes when there is one or more pairs of odd circuits, as in the case of the pair of pentagons in Figure 9.2.
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However, if the fourwcolor conjecture is true then Petersen's theorem on a sphere is a consequence since the edges would be colorable in three colors.

Sir William Hamilton noticed that the vertices of a dodecahedron could all be traversed by one circuit (along the edges) and made a puzzle based on this fact. Tait conjectured that this held for any convex polyhedron with triple vertices (his "true polyhedron"). This result, if correct, would imply the four-color theorem. However, W. T. Tutte gave the following counterexample.

Consider a pentagonal prism. The edges and vertices constitute a cubical network $\mathbb{N}$ (regular third degree graph). Let the five edges which join a vertex of one pentagon to a vertex of the orther be, in their cyclic order, $\mathrm{AF}, \mathrm{BG}, \mathrm{CH}, \mathrm{DI}$, and EJ .


Figure 9.3

In the network $N_{1}$ of Figure 9.3 , the operation of shrinking each triangle to a point and taking these points as new osimplexes preserves Hamiltonian circuits since, for example, a Hamiltonian circuit in this
network must contain just two of the losimplexes $N G, O C$, and PI. As the operation gives a network equivalent to that of the pentagonal prism, it follows that no Hamiltonian circuit in Figure 9.3 contains OC and LA since there is no Hamiltonian circuit in $N$ containing AF and HC.

Now if a Hamiltonian circuit in $N_{l}$ contains NP, then it contains one but not both of $O N$ and $O P$, and therefore, it contains $O C$. Similar ly, if it contains KM, it contains IA. Hence, no Hamiltonian circuit in $N$ contains both $K M$ and $N P$.

Let $Q$ be the mid-point of $\mathbb{N P}$ and $R$ the midopoint of $K M$. Let us now treat $Q$ and $R$ as 0 osimplexes, replacing $N P$ by l-simplexes $N Q$ and $Q P$ and replacing KM by l-simplexes $K R$ and $R M$. Let us introduce a new l-simplex joining $Q$ and $R$. The cubical network $N_{2}$ thus constructed has the same structure as the network $\mathrm{N}_{3}$ which is obtained by taking the part of $\mathrm{N}_{4}$ (Figure 9.4) contained in the triangle UVX with its interior, and adding three other losimplexes joining $U, V$, and $X$ to some point $S$. This correspondence is most easily traced by noting the three quadri? laterals in each figure. Let $M, K, Q$ and $R$ correspond to $U, V, X$, and S.

Clearly any Hamiltonian circuit in $N_{2}$ must contain $Q R$. Otherwise, it would be a Hamiltonian circuit of $N_{1}$ containing both $N P$ and $K M$, which we have seen to be impossible. Hence, by the correspondence between $\mathbb{N}_{2}$ and $\mathbb{N}_{3}$ any Hamiltonian circuit in $\mathbb{N}_{3}$ must contain XS. Now any Hamiltonian circuit in $\mathbb{N}_{4}$ defines one in $\mathbb{N}_{3}$ in an obvious way; thus we can deduce that any Hamiltonian circuit in $\mathrm{N}_{4}$ must contain XW. Hence, by symmetry, it must contain all three of the l-simplexes WX, WY, and WZ, which is absurd.


Figure 9.4

Tait also proposed the following which remains unproven: Every bridgeless regular graph of degree three and genus mero can be façtored into three factors. The edges of a trivalent map on a sphere form a collection of disjoint simple graphs and is just such a graph. Such a graph also forms a trivalent map. If we generalize Theorem 9.l to apply to all trivalent maps, the problem of numbering the boundaries is that of factoring the corresponding graph into, three factors.
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## APPENDIX

## Joxdan Curve Theorem

The unit circle is a subspace of the coordinate plare consisting of a,11 points $(x, y)$ that satisfy the equation $x^{2}+y^{2}=1$.

A space $C$ is said to be a simple closed curve if and only if it is homeomorphic to the unit circle. A homeomorphism, between a space $S$ and a space $T$, as you recall, is a one-to-one, open, continuous mapping of $S$ onto T. $S$ and $T$ are said to be homeomorphic.

The Jordan curve theorem is an important and frequentiy used result in topology. It states roughly, that there is an inside and an outside of a simple ciosed curve in a plane. More exactiy, if a simple closed curve $C$ lies in a plane and if the points of $C$ are removed from the plane, the remainder of the plane is composed of exactly two connected pieces (components) and the curve $C$ is the boundary of each of these pheces. Intuitively it is impossible to get from one of these pieces to the other in the plane without crossing the curve $C$.

Let $S$ be a topological space. A subset $X$ of $S$ is said to be a component of $S$ if and only if it satisiies the following conditions:
i) $X$ is non-empty
ii) X.is connected
iii) If $Y$ is any connected subset of $S$ satisfying $Y \cap X \neq \notin$ then $Y \subset X$ 。

With this definition and the following notation we can state the Jordan

Curve Theorem. We shall write $E^{2}$ for the Euclidean plane with its usual topology and $\bar{A}$ for the union of $A$ with its set of limit points.
(The Jordan Curve Theorem) Let $C$ be a simple closed curve in $E^{2}$. Then E - C consists of exactly two components A and B. Moreover, $C=\bar{A}-A=\bar{B}-B$.

For a rigorous development and proof of this theorem see [38]. For a more elementary discussion and a simple proof for the case of a polygon see [2].

The stereographic projection of the extended plane onto the sphere that was considered in Chapter II is a homeomorphism. The one-to-one and onto properties follow from the geometry of the transformation. That the transformation maps open sets into open sets can be seen from an analytical point of view. To prove this it is sufficient to Rhow that circles on the plane transform into circles on the sphere and circles on the sphere, not having $\mathbb{N}$ as a point, map into circles on the plane.

Let $x$ and $y$ be coordinates on the plane such that the coordinates of $T$ are $(0,0)$ and let $a, b$, and $c$ be coordinates in space such that the coordinates of $T$ are $(0,0,0)$ and of $N$ are $(0,0,1)$ and such that ( $x, y$ ) is ( $x, y, 0$ ). We have the following relationship:

$$
a=\frac{x}{1+r^{2}} \quad b=\frac{y}{1+r^{2}} \quad c=\frac{r^{2}}{1+r^{2}} \quad r^{2}=x^{2}+y^{2}
$$

and conversely:

$$
x=\frac{a}{1-c} \quad y=\frac{b}{I-c} \quad r^{2}=\frac{c}{1-c}
$$

A circle on the sphere is the intersection of the sphere with a plane $P a+Q b+R c=W$ with $P^{2}+Q^{2}>4 W(W-R)$ to ensure actual intersection in a circle. Using the formulas for the transformation we get the
equation for the corresponding points on the plane to be; $(R-W)\left(x^{2}+y^{2}\right)+P x+Q y=W$. This is a real circle in the plane unless $R=W$, when it is a straight line. But if $R=W$ then the circle on the sphere must pass through $N$. In any case the sphere is cut into two disjoint open sets one mapping inside a circle on the plane and the other outside unless the circle on the siphere maps into a straight line in which case one open set will map into the set on one side of this line and the other set maps on the other side of this line. In any case open sets map onto open sets. This argument can be easily reversed to show that a circle on the pilane maps into the intersection of the sphere with a plane. Thus, the mapping is inverse open and thus continuous. Consequently, the transformation is a homeomorphism.
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