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ABSTRACT

Wireless channel characterization is important for determining both the requirements
for a wireless system and its resulting reliability. Wireless systems are becoming
ever more pervasive and thus are expected to operate in increasingly more cluttered
environments. While these devices may be fixed in location, the channel is still far
from ideal due to multipath. Under such conditions, it is desirable to have a means
of taking wireless channel measurements in a low-cost and distributed manner, which
is not always possible using typical channel measurement equipment.

This thesis leverages a software-defined radio (SDR) platform to perform wide-
band wireless channel measurements. Specifically, the system can characterize the
scalar frequency response of a wireless channel in a distributed manner and provides
measurements with an average mean-squared error of 0.018 % ¢ and a median error
not exceeding 0.631 dB when compared to measurements taken with a Vector Network
Analyzer. This accuracy holds true in a highly multipath environment, with a mea-
surement range of ~ 40 dB. The system is also capable of scaling to multiple wireless
links which will be measured simultaneously (up to three links are demonstrated). Af-
ter validating the measurement system, a measurement campaign is undertook using
the system in a highly multipath environment to demonstrate a possible application
of the system.
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CHAPTER 1

INTRODUCTION

1.1 MOTIVATION

In recent years, the Internet of Things (IoT) has become a popular buzzword in the
electronics field, specifically in communications. IoT refers to the wireless connection
of everyday electronic devices to each other and to the Internet [1]. An early example
of an ToT system is the Wireless Sensor Network (WSN). As its name suggests, a
WSN is a network of wirelessly connected sensors deployed to collect data on an
environment in a distributed fashion. WSN have many benefits over their wired
counterparts, but problems arise in trying to operate these networks in some harsh
communications environments.

Such environments are the cluttered and reflective ones present in Machine-to-
Machine (M2M) communication scenarios. The M2M communications market, which
includes applications such as vehicular communications for self driving cars and traf-
fic control, is expected to grow from $47.9B in 2017 to $199.6B by 2022 [2]. The

reflective environments expected for these applications have been shown to exhibit
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Figure 1.1: Flow graph of a generic wireless channel.

severe frequency selective fading which is difficult to operate a wireless device in.
Other highly reflective cluttered environments will be seen by systems operating on
factory floors and in air-frames (e.g., transport helicopters [3] and commercial air-
planes [4]). Due to the difficulty of operating wireless devices in these environments,
signal propagation measurements to be used to characterize the channels can be very

useful.

1.2 PROBLEM STATEMENT

The motivation of this work stems from a desire to characterize wireless channels,
displayed in Fig. 1.1, for new IoT applications. Wireless channel characterization al-
lows one to gain insight into the types of wireless devices that may operate effectively
in that environment and the resulting reliability of their operations. Measurement
campaigns have been undertook in the past attempting to characterize these environ-
ments [3, 4, 5, 6] and work has also been done on emulating these environments in
a laboratory setting [7, 8] but the methods used to measure these channels is often
pricey and difficult.

One can obtain the characteristics of a wireless channel in either the time or
frequency domain and methods exist for obtaining both the impulse response (time-
domain information) and frequency response of a wireless channel. Typically the im-
pulse response is obtained through direct RF pulse measurements or spread spectrum

sliding correlator systems [9] (these systems will be discussed in Section 2.3.1). These
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Figure 1.2: An example So1 plot for a measurement in a highly reflective wireless channel
over the 2.4 GHz ISM Band (2.40 GHz - 2.48 GHz).

methods usually employ non-coherent transmitter and receiver systems and transmit
wide-band pulses. These wide-band pulses require a measurement system with a large
bandwidth and can therefore sometimes be very expensive. In order to obtain the
frequency domain information from the impulse response through an inverse Fourier
transform, the system must be coherent (i.e. the transmitter and receiver must have
synchronized clocks) which can be difficult to implement in practice.

In some applications, the frequency response can be more valuable than time
domain information (this argument is made for highly reflective environments in Sec-
tion 2.3.2). This measurement is typically obtained using a Vector Network Analyzer
(VNA) which provides a measurement known as an Sp; measurement which gives
the magnitude and phase of the received signal relative to a transmitted signal at
incremental frequencies (an example in Fig. 1.2). VNAs are extremely expensive
and are coherent measurement systems, meaning the transmitter and receiver must

be connected to the main system. This can cause issues when measuring wireless



links as cables need to be run across the environment, causing difficulty in set-up and
possible interference with the measurement.

Relatively recently, SDR has been proposed as a way of providing these channel
measurements at a fraction of the cost as traditional means (prior work discussed
in Section 3.4), but even these systems have some shortcomings for this application.
This thesis presents a SDR based channel measurement system developed specifically
for the distributed measurement of the scalar frequency response of wireless links in

highly reflective environments.

1.3 CONTRIBUTIONS

The work in this thesis proposes a channel measurement system based entirely in

software-defined radio (SDR). The main contributions of this work are three-fold:

1. Development of a novel distributed channel measurement technique based in
software defined radio.
This measurement system utilizes software defined radios, and a “chirped” tone,
to measure the scalar frequency response of a wireless channel. The system is

detailed in Section 4.1.1.

2. Development of a algorithm capable of synchronizing multiple software-defined
radios over a bandwidth larger than their operational bandwidth for multiple dis-
tributed measurement links.

The system utilizes radios with an operational bandwidth (10 MHz) smaller

than the measurement bandwidth (80 MHz) in order to reduce the cost of



the system. Because of this smaller operational bandwidth, the operating fre-
quencies of the SDRs needs to be changed over the course of a measurement.
Furthermore, these operating frequencies must be changed between distributed
“ends” of the system simultaneously. A novel algorithm is developed to achieve
this and presented in Section 4.1.2. In Section 4.1.5, this algorithm is extended
from a single measurement link to N measurement links using Time Division

Multiple Access (TDMA) techniques.

3. Demonstration of channel measurement system to validate system accuracy.
Measurements are taken using the proposed measurement system in a highly
reflective environment and compared to measurements taken using a Vector Net-
work Analyzer (VNA) in Section 4.2. It is found that the system is able to mea-
sure with a mean-squared error of 0.018% o and a median error which does not
exceed 0.631 dB when compared to VNA measurements. These measurements
are taken over a 80 MHz bandwidth on channels whose signal strength extends

~40 dB; both single link and multi-link measurements are demonstrated.

There exists limited prior work in SDR based channel measurement systems, a
summary of which is presented in Section 3.4, but the proposed system significantly
extends any existing systems developed for similar uses as per the contributions above.
In addition to the contributions of the system itself, a measurement campaign is
undertook in Chapter 5 which presents a realistic application of the system as well
as adding to the literature on wireless channel measurements in highly cluttered

environments.



1.4 THESIS OUTLINE

This thesis is organized as follows. First, models to mathematically describe wireless
channels and existing methods of empirically measuring channels are both discussed
in Chapter 2. Chapter 3 gives an introduction to what software-defined radio is,
how it works, and details the existing work on software-defined radio based channel
measurement devices. Chapter 4 introduces the system being proposed by this thesis
and provides validating measurements comparing the system’s measurements to that
of a Vector Network Analyzer. Lastly, in Chapter 5 a possible application of the
proposed system is discussed and Chapter 6 concludes this thesis with a discussion

of future work and some final words.



CHAPTER 2

WIRELESS PROPAGATION

As this thesis aims to develop novel approaches for channel characterization, it is
worthwhile to examine the existing mathematical models used to describe wireless
channels. Modeling wireless channels mathematically allows for the easy compar-
ison of one channel to another, and for the computation of signal propagation loss
“severity”. In this chapter, mathematical models of wireless signal propagation will be
examined by first introducing the propagation phenomenon and exploring large-scale
propagation, followed by more closely looking at small-scale fading models. Finally
we will look at existing methods of collecting the data needed to characterize wireless

channels.

2.1 LARGE-SCALE PROPAGATION

Wireless signal propagation is broken into two categories for analysis: large-scale
signal propagation and small-scale signal propagation. As the name implies, large-

scale signal propagation models concern propagation effects due to large changes in



position, frequency or time, while small-scale propagation models concern propagation
effects due to small changes. In other words, large-scale models characterize changes
in average signal strength, while small-scale models characterize deviations from this
average [9]. This thesis is concerned more with propagation on a small-scale than
a large-scale, but large-scale propagation models are presented in this section for
completeness.

Large scale propagation in its simplest form occurs in free space (e.g., satellite-to-

satellite communications), and can be modeled by the Friis free space equation:

_ RGG.NL

Pr(d) - (47T)2d2 (21)

where P, is transmitted power, P, is the received power, GG; and G, are the gains
on the transmit and receive antenna respectively, d is the distance from transmitter
to receiver, \ is the signal wavelength, and L (0 < L < 1) is the system loss factor
(not related to propagation, a value of L=1 indicates no loss in system hardware). In

practice, path loss (PL) is often expressed in dB, as shown below:

P, GG\
PL(dB) = 10log— = —10l
(dB) =10 ngr 0log (1m)2d2

(2.2)

Using Eq. 2.2, average signal power loss can be calculated in free space scenarios.
The Friis equation (2.1) shows us that received power decreases as the square of the
distance from receiver to transmitter. It is worth noting that these equations are only

valid for values of d which are within the far-field of the transmitting antenna, or the

Fraunhofer distance (dy), displayed below:



dy = = (2.3)

where D is the largest linear dimension of the antenna.
Eq. 2.2 gives insight into path loss relative to transmitter receiver separation in

free space. From [9], the mean path loss is expressed by the following proportion:

PL(d) (;) (2.4)

where n is the path loss exponent, and d, is the “close-in reference distance” (often
set to Im for convenience). Eq. 2.4 expressed in dB, with the addition of a random

variable is known as the log-normal shadowing model, shown below:

PL(d) = PL(d) + X, — PL(d,) + 10nl0g(j) L X, (2.5)

where X, ~ N(0,0) (note: o is expressed in dB). The log-normal shadowing model
will accurately measure the average signal strength of a signal transmitted over a
distance. The values of n and ¢ will vary from one environment to the next, and

must be estimated based on empirical data from similar environments when using

this model.

2.2 SMALL-SCALE PROPAGATION

Of more interest to this thesis is the variations around the average path loss value that
occurs as a result of small changes in either frequency, position or time. Historically,

small-scale propagation pertained to changes in time as these models were originally



developed for mobile systems, such as those present in cellular telephone networks
[10]. With the rising interest in the internet of things (IoT) and machine-to-machine
communications (M2M), it is worth considering temporally static environments where
small changes in position and frequency can cause large changes in signal strength.
For example, > 30 dB variations have been demonstrated for positional changes less
than /10 in the 5.7 GHz ISM band [5] and similar variations were found for small
changes in frequency in the 2.4 GHz ISM band [3]. Both of the aforementioned
measurement campaigns took place in highly reflective cluttered environments which
exhibited severe multipath, and therefore extreme frequency selective fading.

In this section, the statistical distributions used to model this behavior will be
introduced as they model environments that may be similar to those that Internet-of-
Things (IoT) and machine-to-machine (M2M) systems will be deployed in. Namely
the Ricean, Rayleigh, and hyper-Rayleigh models used to model small-scale fading are
discussed. These models are introduced now as they are referenced heavily throughout
this thesis.

Small-scale fading is a result of multipath components in the communication chan-
nel adding together at the receiver. The multipath components travel along different
paths to the receiver than the line-of-sight (LOS) signal component and as such reach
the receiver at different times (i.e., phases). When these signal components add to-
gether at the receiver out of phase, they will sometimes add constructively and other
times add deconstructively, causing these quick variations in signal strength. In these
cases, it is often more practical to consider statistical models based on empirical data,
as opposed to physical deterministic models, as the environmental reflections can be

quite complex and relatively random.

10
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Figure 2.1: A sketch of a Ricean communication channel. The dominant LOS component
s evident as the darker signal component extending directly from TX to RX.

In general, the following derivations are based on the mathematical description
of the summation of constant-amplitude waves with “N” independently identically

distributed (I.I.D.) phases:

N
V=3 Vel (2.6)

i=1
where V is the complex baseband voltage, the V;’s are the amplitudes of the multipath
waves and the ¢’s are the phases of the multipath phases. It is also worth noting that
Re{V;} ~ N(0,0) and Im{V;} ~ N(0, o) due to the central limit theorem [11]. Unless

otherwise noted this result as well as the following derivations come from [12].

2.2.1 RICEAN FADING

The Ricean distribution is used to model communication scenarios with a dominant
line-of-sight (LOS) signal component, interacting with multiple multipath compo-
nents. This model is used in multipath environments where the LOS component is
relatively strong compared to multipath components, as seen in Fig. 2.1. In this case,
the summation from Eq. 2.6 is used to sum the multipath components, and this is

added to the LOS signal component to compute the received signal:

11
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VRX = Viqubl -+ Z Viej‘m (27)

=2

where Vix is the complex valued received signal voltage, V; is the amplitude of
the complex valued dominant (typically LOS) signal component with phase ¢;, and
there are L multipath components with amplitude V; and phase ¢;. The multipath
components in this lumped term are commonly referred to as the diffuse components.
The probability density function (PDF) of the Ricean case (derived in [12]) is:

2 1,2
T -tV

Fr(r) = 726( 752 )]0(7“‘/1

o o2

) (2.8)

where r is the envelope amplitude, o is the standard deviation of envelope voltage, and
Iy(+) is the zeroth-order modified Bessel function. A common metric for determining
the severity of various Ricean fading channels is through the Ricean K-factor. The
K-factor is the ratio of the power of the dominant component to the power of the

diffuse multipath components:

_w

202

K (2.9)

It can be seen from Eq. 2.9 that an increase in the K-factor would indicate a

stronger dominant component. In practice the K-factor is often expressed in dB (i.e.

10logo of Eq. 2.9).
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Figure 2.2: A sketch of a Rayleigh communication channel. The dominant LOS component
18 no longer discernible from the multipath components.

2.2.2 RAYLEIGH FADING

The Rayleigh distribution is used as a worst-case model in cellular communications
in which there is no single dominant signal component (i.e., the LOS is either missing
or not distinguishable from the multipath). In other words, K = 0 (-oo dB) in the
Rayleigh distribution (an example Rayleigh channel is provided in Fig. 2.2).

While this type of fading physically exhibits more deep fades than the Ricean, it
is simpler mathematically as the lumped diffuse component can be treated as a single

random variable.

N
‘N/RX = Z%€j¢i (210)
=1

As in the Ricean case, the lumped component is a sum of I.I.D. complex variables
that are normally distributed. From the central limit theory [11] it is known that
the sum of I.I.D. random variables approach the Gaussian distribution. Furthermore,
the joint probability of two random Gaussian variables (i.e., the real and imaginary
parts of the diffuse component) yields a Rayleigh probability density function of the

signal’s envelope [11], displayed below:
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Figure 2.3: A sketch of a hyper-Rayleigh communication channel. There is more than one
dominant component present.

"

fr(r) = —gea? (2.11)

where r is the envelope amplitude, and o is the standard deviation of envelope voltage.
This Rayleigh PDF is often used as a benchmark when examining empirical data
because it can be inferred that when data exhibits this distribution, the line-of-sight
component has been lost. This condition was thought to be the worse case scenario

in a typical multipath communication channel.

2.2.3 HYPER-RAYLEIGH FADING

Up until about a decade ago, fading which was more statistically severe than Rayleigh
had been theorized but not measured empirically. In [6], channels exhibiting fading
more statistically severe than Rayleigh were measured, and hyper-Rayleigh fading
was a term proposed to include any fading more severe than Rayleigh. In this sce-
nario, displayed in Fig. 2.3, multiple signal components of near equal strength are
present at the receiver and they can no longer be lumped together into a single dif-
fuse component. This only happens in extremely reflective environments which are

capable of producing these severe signal reflections (e.g., a metallic air frame).
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In this case the received signal may look more like:

N
‘N/RX = V1€j¢1 + Vgej‘” + Z ‘/iej¢i (212)

=3
where there are multiple dominant (called secular) components summed with the
usual lumped diffuse component (in Eq. 2.12 there are two secular components, but
there could in theory be more). There exist rather mathematically involved models,
and accompanying PDFs, such as a the two-wave with diffuse power (TWDP) and
three-wave fading scenarios [12], to model these channels. But for our purposes it
suffices to refer to any channel which exhibits fading more statistically severe than

Rayleigh as “hyper-Rayleigh”.

2.3 WIRELESS CHANNEL MEASUREMENT TECH-

NIQUES

The models presented so far in this chapter give scientists and engineers intuition
into the behavior of wireless signals, but they are especially useful when they can
be used to describe signal propagation in a physical environment. Typically this
is done by empirically measuring a wireless channel, and then using this data to
determine the behavior of the wireless signals in the channel (i.e., if the channel
exhibits Ricean/Rayleigh /hyper-Rayleigh small-scale fading). This is important not
only for determining the requirements of a wireless system operating in such a channel,
but also for determining the resulting reliability of the system. As the aim of this

thesis is to propose a novel method for empirically collecting channel data, this section
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Figure 2.4: An example power delay profile (PDP) for a non-line of sight (NLOS) multipath
channel. The received signal components (labeled as MPC' for multipath components) are
labeled.

presents existing methods of wireless channel measurement. Channel measurement

can be done either in the time domain, or the frequency domain; both of these methods

will be discussed.

2.3.1 TIME DOMAIN CHANNEL SOUNDING

Channel measurement in the time domain is typically called channel sounding. The
goal of channel sounding is to obtain the channel impulse response (CIR) or power de-
lay profile (PDP). As per the basic principles of system theory, obtaining the impulse
response of a channel would allow one to calculate the out response of that channel to
any input signal, which can be very useful. An example PDP for a non-line of sight
measurement in a highly multipath wireless channel is displayed in Fig. 2.4. The
multipath components can be seen as delayed spikes in the PDP. The direct radio-

frequency (RF) pulse system is the simplest form of measuring the channel impulse

16



response.

The direct RF pulse channel sounding method is presented in detail in [9], and
demonstrated in [13] and [14]. It is a relatively simple channel sounding method,
and involves transmitting a narrow pulse, of width 7, s, and filtering the channel
response with a bandpass filter, with bandwidth %b Hz. This filtered response is
measured and saved using an oscilloscope, and the saved measurement is known to
be the convolution of the CIR and the transmitted pulse. This measurement is as
close as one can come to directly measuring the impulse response of a channel.

The resolution of the system is equal to the width of the transmitted pulse; in
other words multipath components received within time periods shorter than this
transmitted pulse will not be detected. Due to this constraint, narrow pulses are pre-
ferred for a higher temporal resolution (i.e., a wide bandwidth system is needed). A
major problem with this approach is that the system relies heavily on the oscilloscope
to trigger with the arrival of the first signal (typically the LOS component of most
power). This can cause the system to sometimes not trigger properly when operat-
ing in highly multipath environments, or environments where the LOS component is
blocked (such as the environments relevant to this work [5], [3]). An advantage of
the system is that it can be constructed using off the shelf hardware present in most
wireless communications laboratories, assuming the desired bandwidth requirements
are met. There exist other methods of time domain channel sounding, such as spread
spectrum sliding correlator presented in [15], and orthogonal frequency division mul-
tiplexing (OFDM) based channel estimation methods [16], but the rest of this section

will focus on channel characterization in the frequency domain.
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Figure 2.5: An example So1 plot for a measurement in a highly multipath wireless channel
over the 2.4 GHz ISM Band (2.40 GHz - 2.48 GHz). Note the sharp transition in signal
strength at around 2.47 GHz labeled on the figure.

2.3.2 FREQUENCY DOMAIN CHANNEL MEASUREMENTS

Channel measurement in the frequency domain typically involves transmitting tones
at incremental frequencies and measuring the magnitude and phase of these tones at
the receiver. The goal of frequency domain channel characterization is to obtain the
frequency response of the channel, and is typically measured using a Vector Network
Analyzer (VNA). The measurement produced by the VNA is called a Sy measure-
ment, and this measurement gives information on the path loss over the channel over
frequency.

An example S9; plot is displayed in Fig. 2.5, magnitude displayed on top and
phase on the bottom. The data presented in Fig. 2.5 was captured using a VNA
within a test chamber at the University of Vermont, referred to as the Compact
Re-configurable Channel Emulator (CRCE). This chamber is designed to mimic the

channel conditions present in emerging IoT applications (e.g., a metallic air frame, a
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Figure 2.6: The magnitude of the So1 plot from Fig. 2.5 with the IEEE 802.15.4 channels
superimposed for clarification. The channel numbers are the numbers along the top of the
plot. Channel 14 exhibits the most benign fading and Channel 16 the most severe.

factory floor, machine-to-machine communications, etc.). The chamber was originally
presented in [7] and was recently updated in [8]; it will be used throughout this thesis
as a testing environment for multipath channel conditions.

It can be seen from the magnitude plot in Fig. 2.5 that there is a drop in signal
strength of ~ 35 dB between ~ 2.470 GHz and ~ 2.477 GHz. That is a significant
change in signal strength (> three orders of magnitude) over a relatively small change
in frequency (~ 7 MHz). Changes in signal strength that are frequency dependent
are referred to as frequency selective fading [17], and significant changes such as this
would be considered severe frequency selective fading.

This information would not be evident from the time domain channel impulse
response, and these insights into the performance of individual channels can be very
useful in determining the reliability of a wireless system in an environment. In other
words, while the time domain channel sounding methods give a “tangible” channel
model (i.e., information on the times at which the multipath components reach the
receiver), the frequency domain channel measurements can give intuition into system
performance and constraints.

As an example, the IEEE 802.15.4 wireless standard [18] is a common wireless

19



standard in low data rate, low power wireless sensor networks, and is what ZigBee
[19] and other similar protocols are based on. This standard utilizes the 2.4 GHz
Industrial Scientific and Medical (ISM) band, which is 80 MHz wide and extends
from 2.40 GHz to 2.48 GHz. Inside of this 80 MHz band, 802.15.4 assigns 16 channels
of operation of width 5 MHz. These channels are superimposed onto the magnitude
response from Fig. 2.5 in Fig. 2.6. From this figure it can seen that this frequency
selective fading would cause channel 16 to be virtually inoperable while channel 14,
and possibly even channel 15 would allow for reasonable data transfer. Based on this
measurement, decisions can easily be made about which channels would be better
to operate over in this environment. This is but one example of why the frequency
domain response of a wireless channel can be useful.

A limitation of these measurements are that the costly VNA is typically a coherent
system, meaning that the transmitting and receiving antenna need to be connected
to the same device (the VNA). This means that characterization over large channels
using this method is difficult, and requires the use of very long cables. It would
therefore be desirable to have a distributed, portable, and low cost measurement system
that would provide reliable frequency response measurements, which is what this work

aims to do.

2.4 (CONCLUSION

In this chapter, the basic theory underlying signal propagation was presented. The
differences between large and small scale fading, as well as their respective mathe-

matical models were examined and discussed in detail. Lastly, existing methods of
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empirically collecting channel data to be used to characterize wireless channels using
the aforementioned mathematical models were explored. Both time and frequency
domain methods for empirical channel data collection were presented, as well as the
potential benefits and drawbacks of each method. As mentioned prior, the work con-
ducted in the Wireless Communications Lab at the University of Vermont is mostly
interested in small-scale propagation effects and typically involves frequency domain
channel measurements (i.e. using a VNA). This thesis work aims to develop a system
which can measure the scalar frequency response of a channel, in a distributed man-
ner. Ideally this system would be low cost and portable. A recent topic of research
and of interest to hobbyist is the software-defined radio (SDR), which this thesis uti-
lizes to perform the frequency domain measurements, and which will be introduced

in the next chapter.
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CHAPTER 3

SOFTWARE-DEFINED RADIO

A software-defined radio (SDR) is a radio which implements all signal processing tasks
involved in wireless communication (e.g., modulation, demodulation, pulse shaping,
filtering, etc.) in digital signal processing (DSP) as opposed to analog circuitry. The
major benefit of implementing a radio in such a way is the ease of reconfigurability of
software versus hardware; this opens the door for radios which can quickly reconfigure
in real-time as well as for rapid prototyping in development. In this thesis, a novel
wireless channel measurement system is developed which uses SDR. This chapter
will first examine the history and motivation of software-defined radios, followed by
discussing the specific hardware and software used in this work. The last section will

introduce prior work done using SDR for wireless channel measurements.

3.1 HISTORY AND MOTIVATION

The origins of software-defined radio come from the desire for a reconfigurable radio.

Such a radio would in theory be able to perform the tasks of multiple hardware radios
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in one device, and this was originally desired for military applications. According to
[20], the term "software radio" was first used in a company newsletter issued inter-
nally by Raytheon (then E-Systems) referring to a prototype digital receiver which
implemented adaptive filtering using an array of processors [21]. In the early 1990’s,
the Defense Advanced Research Projects Agency (DARPA) also led a program called
SpeakEASY which aimed to “use programmable processing to emulate more than 15
existing military radios” [22]. While this DARPA project did not explicitly mention
the term software defined radio, it is clear that their vision was of a radio based in
software.

The first time the term is used in academic literature is in Joseph Mitola’s paper
(23] published in IEEE in April 1993. This paper defined the software radio in its

present form as follows:

A software radio is a set of Digital Signal Processing (DSP) primitives, a met-
alevel system for combining the primitives into communications systems functions
(transmitter, channel model, receiver ... ) and a set of target processors on which the

software radio is hosted for real-time communications. - J. Mitola [23]

From Mitola’s definition, it can seen that the software radio encompasses both the
software (the DSP primitives) and the hardware (the target processors) needed for a
functional system. Because the E-Systems software radio was really only a receiver
Mitola is credited with defining the software radio in how it is viewed today, as a fully
functional radio defined in software. He is also responsible for bridging the interest
gap into the field of traditional academia (and not solely military applications).

Along the way, the term software radio evolved into software-defined radio (SDR)
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as it is known today. These early examples of research into software-defined radio
(namely the Speakeasy project) are not always considered successful as the technology
at the time sometimes fell short of the necessary hardware requirements (e.g., most
notably speed and timing limitations of the analog-to-digital and digital-to-analog
converters). But as the hardware technology has improved over the last two decades,
this has caused a resurgence in interest into research related to software-defined radios.

The next section will take a look at this hardware more closely.

3.2 HARDWARE

The ideal software-defined radio would consist of only a select few hardware compo-
nents. Namely an antenna and analog-to-digital converter (ADC) on the receive side,
and an antenna and digital-to-analog converter (DAC) on the transmit side. The
conversion between the analog and digital signal domains is crucial to the operation

of SDRs and will be examined in the following subsection.

3.2.1 DIGITAL PROCESSING OF ANALOG SIGNALS

Often times, it is desirable to approximate an analog signal by a digital signal so that
one can utilize digital signal processing (DSP) techniques, which can have benefits
over analog processing in some scenarios (e.g., higher order filters can be simpler to
implement, easier to reconfigure filter, device tolerances not as much of an issue, etc.).

The block diagram of a typical analog-to-digital converter is displayed in Fig. 3.1.
The analog signal z,(t) enters the system, is lowpass filtered by an anti-aliasing filter

F,(€2), is sampled by an ideal sampler of period T}, and lastly is amplitude quantized
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Figure 3.1: Block diagram of an analog-to-digital converter [25].

Q[] before the new digital signal z4(n) is output from the system. Sampling is the
core process underlying analog-to-digital conversion, and information is inherently
lost in the process. In general to sufficiently sample a signal, the sampling frequency

Qs must be higher than the Nyquist rate Qy, as defined below [24]:

QN > QQb (31)

Where €, is the bandwidth of the signal to be sampled. Note, Q, = 27 f, = Tj

radians

e, Js 1s in Hz, and T is in seconds. When the sampling rate is

where €), is in
not high enough (i.e., Qs < Qp), the signal will be under sampled and aliasing will
occur. Aliasing (also called spectral folding [24]) will cause higher frequency content
to appear at lower frequencies in the sampled signal, and will severely distort the
signal. The anti-aliasing filter F,({2) aims to prevent this from occurring by filtering
out any unnecessary higher frequency components (f > f?) of the signal. After
the signal is sampled, it is quantized to discrete amplitude values so that it can be
represented in binary form.

The dual of analog-to-digital conversion is digital-to-analog conversion, and a

block diagram of this process is displayed in Fig. 3.2. In this process, the digital

signal y4(n) enters the system, goes through a digital compensating filter I'4(e/%), is
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Figure 3.2: Block diagram of a digital-to-analog converter [25].

reconstructed in g¢,(t), and lastly goes through an analog compensating filter I',(€2)
before the analog signal y, () is output from the system. The core process underlying
digital-to-analog conversion is the reconstruction process, which aims to interpolate

the signal between samples. The ideal reconstructor is displayed below [24]:

sin(Zh) T Qf < &
ga(t) = TTS <~ Ga(Q) = (32)
Ts 0 else

The ideal reconstructor is an ideal low-pass filter, whose pass-band is equal to
the sampling frequency. In the time domain this becomes a series of sinc functions
centered around each sample. Mathematically this reconstruction works in the ideal
case of a perfectly band-limited signal, but in reality no signals are perfectly band-
limited and ideal low-pass filters are not realizable. For this reason, a more common
method of reconstruction is the zero-order hold (ZOH) reconstructor, displayed below

[24]:

1 0<t<Ty Sm(QTs)

0 else
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The ZOH reconstructor is essentially the opposite of the ideal reconstructor, with
a rect function in the time domain, and sinc function in frequency. In this case,
the reconstructor holds each sampled value until the subsequent sample, keeping
ya(n) at a constant value between samples. These sharp transitions between samples
introduce high frequency content to the signal which must be compensated for. This
compensation can be done in the digital domain (I'y(e’)), the analog domain (T',(2)),
or some combination of the two.

Unlike the ideal reconstructor, this method works reasonably well in practice.
There exist other interpolation methods (e.g., first-order hold, second-order hold,
etc.) but for the sake of this thesis these are enough to understand the digital-to-

analog conversion theory.

3.2.2 HARDWARE IMPLEMENTATION IN SDR

In order for modern day SDRs to be relatively low-cost, accurate, and still operate
at RF frequencies, an analog intermediate frequency (IF) signal is typically used in
between the digital and RF domains. The method of converting an RF signal to IF
for processing is referred to as a superheterodyne receiver. At the receiver the analog
RF signal is down-converted to an IF before ADC conversion, and likewise at the
transmitter the digital signal is converted to an IF before being up-converted to RF
for transmission.

A flow graph for a typical superheterodyne analog home radio system is displayed
in Fig. 3.3. The wireless RF signal enters the device through the antenna, is amplified
by the RF amplifier and converted to a lower frequency (IF) by the analog mixer.

The local oscillator frequency is typically set by the radio tuner to select which radio
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Figure 3.3: Flow graph of an analog receiver [26].
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Figure 3.4: Flow graph of a typical SDR receiver [26].

station to tune into. After down-conversion, the IF signal is amplified and then
demodulated to recover the baseband signal. In the radio in Fig. 3.3, the baseband
signal is output through a speaker.

The software-defined alternative to the radio in Fig. 3.3 is displayed in Fig. 3.4.
In Fig. 3.4, the analog mixer, RF amplifier, and IF amplifier are contained within
the RF tuner. In the SDR, the signal is converted from analog to digital at this
point using an ADC. This IF digital signal is converted to baseband digitally using a
Digital Down-Converter (DDC). The DSP (digital signal processing) block represents
any processing that is done to the baseband signal (i.e., demodulation, decoding, etc.)

The typical transmitting SDR has a similar structure, which is displayed in Fig.

28



Analog Signal Analog Signal

at RadioFrequencies at RF Antenna
DUC Y
DSP __Interpolalion ___| Dignal | J | DA | | RF J Power
Filter | Mixer Conv. Conv. Amplifier

T ) g Diwgital

2 Components
Samples at Digital | Digital Samples
Baseband Osc. at Intermediate Frequencies n A"Ialog

Components

Figure 3.5: Flow graph of a typical SDR transmitter [26].

3.5, also taken from [26]. In this case, the signal is first processed digitally before
being sent to a digital-up-converter (DUC) to convert to IF. An interpolation filter
is needed to increase the sample rate of the signal before the digital mixing. After
the DUC, the digital signal is now at a higher frequency (IF). The digital IF signal
is then converted to analog IF through a DAC, and then up-converted to RF. Due
to high-loss at RF' frequencies in wireless environments, the RF signal is amplified

before transmission.

3.2.3 SDR HARDWARE EXAMPLES

There are many commercially available software-defined radios with a wide range of
performance specs and price points, and a few examples are displayed below in Table
3.1. While a hobbyist may wish to use the RTL2832 USB Dongle to listen to FM
radio stations, a research group may need the performance of the USRP X310 to test
novel communication protocols. When choosing the best SDR to use in this work
there were a few things to consider.

As mentioned in a prior section, this work aims to develop a novel channel mea-
surement system using software-defined radio. The small-scale channel effects men-

tioned in Section II are especially applicable in wireless sensor networks, which tend
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Radio Price Frequency Bandwidth | Transceiver? ADC.
Range Resolution
RTL2832 24 MHz - .
USB Dongle $22.50 1766 Mz 3.2 MHz | No (only RX) 8-bits
HackRF One | $299.95 16MGPII-IZZ_ 20 MHz half-duplex 8-bits
300 MHz - .
BladeRF x40 | $420.00 3.8 GHz 28 MHz full-duplex 16-bits
USRP X310 | $5,290.00 DCG (ggzz) ~ | 160 MHz full-duplex 16-bits

Table 3.1: Various software-defined radio hardware packages available for purchase and their
respective performance specs.

to operate in the 2.4 GHz Industrial, Scientific, and Medical (ISM) band. This band
extends from 2.40 GHz to 2.48 GHz and is the frequency range that this system will
operate over. So, a SDR which can operate at these frequencies is necessary for this
work.

Ideally the system will also be low-cost, but a trade-off among these devices is
that lower-cost devices tend to have smaller operational bandwidths. Most prior
work implementing channel measurement systems using SDR (to be discussed further
Section 3.4) use radios whose operational bandwidth exceeds the bandwidth over
which they would like to measure. One of the contributions this work makes is using
a radio with a smaller operational bandwidth than the band to be measured over,
and subsequent synchronization algorithms. Considering these factors on frequency
range, operational bandwidth, and cost, the HackRF and BladeRF radios were chosen
as the radios to be used in this work. Now that the hardware behind SDRs has been

presented, the accompanying software will be examined next.
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Figure 3.6: The many SDR software frameworks and the years they were active [26].

3.3 GNURADIO

Many software frameworks have been developed for use with software-defined radios
since their inception in the 1980’s, as shown in Fig. 3.6. GNURadio is one of the
most popular frameworks used in present time, as it is an open source software with
an extensive well documented API [31]. GNURadio allows program creation in either
Python or C++, and includes a flow-graph based SDR workbench called GNURadio
Companion (GRC). GNURadio also supports most popular SDRs on the market
today, including the HackRF and BladeRF. GNURadio was the software chosen for
this work due to its high degree of customizability, and its open-source nature.

Fig. 3.7 displays a screen shot of a basic program created in GNURadio Com-
panion which will transmit a tone at 2.401 GHz through the SDR connected to the

computer running the program. The osmocom sink block is the block used to trans-
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Figure 3.7: A basic transmitting program in GNURadio Companion. A signal source block
and osmocom sink block are used in this program.

mit through the HackRF and BladeRF radios. The signal source block generates a
cosine wave of 10 MHz in its displayed configuration, and the osmocom sink block
transmits the signal through the affiliated radio with a center frequency of 2.4 GHz.
In GNURadio, when a 10 MHz tone is transmitted with a center frequency of 2.4 GHz,
it is up-converted to 2.401 GHz. The RF Gain, I[F Gain, and BB Gain parameters
set the various gain settings for the radios.

There are two ways to develop custom functionality in GNURadio. One way
is to create custom blocks in either Python or C4++ to be used in GRC. This can
be helpful when writing a custom filter, demodulator, or some other kind of DSP
functionality that will run the same way on incoming data throughout the duration
of the program. A limitation of GRC is that there is no straight forward way to
implement loops, either graphically or in custom blocks. This is due to the nature of

the protocol the GNURadio developers use for streaming data from one block to the
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next.

The other way to develop custom functionality is to write Python scripts using
the GNURadio functional libraries. In this manner, one can still use the included
function blocks in GNURadio (as programming objects) without the limitations of
the GRC GUI environment (e.g., the lack of loops). Whenever a block diagram is
run in GRC a Python script is automatically generated. Therefore the most straight
forward approach to writing custom scripts using these libraries is to create a basic
block diagram in GRC, run the program to generate the Python script, and then edit
this script to add in whatever custom functionality is needed. This is the method

used in this work.

3.4 SDR BASED CHANNEL CHARACTERIZA-

TION

Developing systems for wireless channel measurements using software-defined radio is
a topic of recent research, and this section will detail the existing work on this topic.
The advantage of measuring wireless channels with software-defined radios is evident
both in price and portability. For the most part, even the more expensive SDRs
are significantly cheaper than the devices needed for traditional channel sounding
methods. SDR based systems also allow for easy transfer of technology. For example,
the algorithms which enable a pair of SDRs to measure a wireless channel can be saved
and loaded onto two other SDRs which now also become a measurement system.
The majority of prior work on this subject has focused on time domain measure-

ments (i.e., measurements to obtain the channel impulse response (CIR) or power
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delay profile (PDP)). In [32] a channel sounder was created in which one software
defined radio transmitted a chirp signal, and another put the received signal through
a matched filter. Using the output from the matched filter the algorithm was able to
estimate the CIR. This system focused on time-domain information and had a mea-
surement bandwidth of 25 MHz, not very useful when considering devices operating
in the 2.4 GHz ISM band.

A second time-domain sounding method proposed in the literature is to transmit
orthogonal frequency division multiplexing (OFDM) symbols with periodic pilot sym-
bols and use OFDM channel estimation techniques [33, 34, 35]. Though this technique
works very well for SDRs with large instantaneous bandwidths, these techniques are
harder to apply to lower bandwidth devices. These measurements are also focused on
time domain information, although it is worth noting that if the measurement system
is coherent, as in [35], the frequency response of the channel can be obtained through
a Fourier transform.

For the cases relevant to this work, the frequency response over a bandwidth wider
than the bandwidth of the SDRs being used is desired, and this is not the case in
any of aforementioned systems. The system in [36] comes the closest to achieving
the desired measurement. This system uses two BladeRF SDRs to obtain frequency
response measurements over 43.5 MHz bandwidth by utilizing what the author calls
over-lapping tone and power detection algorithm. Essentially a collection of eight
tones are transmitted over a 2.4 MHz band (yielding 300 kHz resolution). After a
period of time the transmitting radio increments its center frequency by 2.4 MHz Hz,
and when the receiving radio detects that the received power has dropped (because

the tones have moved) it also moves its center frequency. To the author’s knowledge,
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Time or System Measurement Center Distribited?
Frequency | Bandwidth | Bandwidth Frequency ’
J. Liet. al 4.9 GHz -
35] Both 20 MHz 200 MHz 5.9 GHy No
H. Boeglen 2.3 GHz and
ot. al [33) Both 160 MHz 50 MHz 5.8 GHy No
T.
Srisooksai Both 2.4 MHz 43.5 MHz 2.45 GHz No
et. al [36]
N. Hosseini .
Time 100 MHz 25 MHz 2.42 GHz No
et. al [32]
This System | Frequency 10 MHz 80 MHz 2.44 GHz Yes

Table 3.2: A summary of the significant prior works listed in chronological order.

this is the only instance in the literature of a channel measurement system based in
software-defined radios, that directly measures the frequency response. This thesis
uses the work presented in [36] as inspiration and significantly extends it. Table
3.2 provides a chronological summary of the prior works discussed along with the

specifications of the system proposed by this thesis.

3.5 CONCLUSION

In this chapter, software-defined radio was introduced. First the history and motiva-
tion behind radios based in software was discussed, before getting into the hardware
and software behind their operation. Lastly, existing channel measurement systems
based in SDR were examined. The next chapter will detail the operation of the system
being proposed by this thesis, and its improvements from the previously mentioned

systems for measurements in static highly multipath environments.
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CHAPTER 4

PROPOSED MEASUREMENT SYSTEM

As stated in prior chapters, this thesis aims to develop a system which can measure the
frequency response of a wireless channel using software-defined radio. The developed
system is able to measure the scalar frequency response of a 80 MHz channel to within
0.018 % o of measurements taken with a VNA in highly multipath environments were
the signal strength can vary ~ 40 dB over the 80 MHz bandwidth of interest and it
does this all in a distributed manner (i.e., the transmitting and receiving “ends” of
the system are not physically connected in any way). Furthermore, the system is
capable of scaling to measuring multiple links simultaneously. The operation of the
system as well as some verifying proof-of-concept measurements are presented in this

chapter.

4.1 MEASUREMENT METHODOLOGY

For purposes relevant to this work, the scalar frequency response is the information

desired about the channel, and as discussed in Section 2.3.2, frequency response mea-
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surements are typically obtained using a Vector Network Analyzer (VNA). To make
a measurement, the VNA transmits tones at incremental frequencies and records the
magnitude and phase of the received tones, before interpolating the areas between
the measurements to obtain the frequency response of the channel. In other words,
a VNA samples the frequency response at various frequencies throughout a band.
This method of sampling the frequency response of the channel is uses in the pro-
posed system as well. Since a VNA is a coherent measurement system, the system
is capable of measuring both the magnitude and phase of the signal (i.e. it takes a
vector measurement). As mentioned in Section 2.3.2, oftentimes in highly multipath
environments the magnitude of the frequency response is more useful than the phase.
Thus for our purposes we will focus on a scalar measurement system which measures

the magnitude of the frequency response.

4.1.1 MEASUREMENTS USING “CHIRPED” SIGNALS

In order to transmit tones at incremental frequencies, a Linearly Frequency Modulated
(LFM) signal is used. The LFM signal, also called a “chirp” signal, is a sinusoidal

tone whose instantaneous frequency (f(t)) varies linearly with time.

x(t) = Acos(2m f(t)t + @)

k

f(t):§t+fo

(4.1)

The equation of a LFM signal, whose frequency sweeps from fy to f; at a rate
of k = % is displayed above in Eq. 4.1. Similar signals are commonly used in

radar and sonar applications were information is needed at incremental frequencies in
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order to identify target distances. By using this type of signal, the frequency response
can be sampled at incremental frequencies. Since the operational bandwidth of the
radios being used is 20 MHz (28 MHz for BladeRF), it is evident that the center
frequency of the SDR will need to be stepped intermittently throughout an 80 MHz
wide measurement. In theory if repeatable measurements can be taken over the entire
20 MHz, the center frequency would need to be stepped four times.

To test if measurements taken over 20 MHz of bandwidth were repeatable, an
experiment was run where a chirp signal was transmitted from a HackRF, through a
20 dB attenuator, and fed directly (via cabling) to the receiving port of a BladeRF.
In this way, the “channel” under test was completely hardwired and constant. The
chirp signal varied from 2.4 GHz, to 2.42 GHz and stepped in 78.125 kHz increments.
The increment size was chosen such that there were 256 steps over the 20 MHz band,
so that at the receiver a 256 point FF'T could be used to measure the magnitude of
each “step” of the chirp, with each FF'T bin corresponding to a unique frequency of
the chirp. Technically this is not a true LFM signal, since the frequency is not swept
from one point to another continuously, but is rather stepped from one increment to
the next discretely.

The transmitting and receiving programs were run on separate computers. One
computer ran a script which generated the tones and transmitted these tones from
the HackRF, and a second computer ran a script which would sample the received
signal at the BladeRF and save the raw samples to a file. The center frequency of
both the transmitting and receiving SDRs was kept constant at 2.41 GHz. A third
script was written to compute the frequency response from this sampled data, using a

256-point FFT in post processing (it was found that computing the FFT in real-time
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Figure 4.1: “Through” measurement testing the repeatability of frequency response measure-
ments using a chirp signal, and a BladeRF / HackRF combination. Full 20 MHz possible
bandwidth (top), the inner 10 MHz (bottom,).

led to CPU overflow, resulting in dropped samples).

This measurement was conducted four consecutive times and the results of each
sweep are provided in Fig. 4.1. The top plot displays the measured frequency response
over the full measurement (20 MHz) and it can be seen that as the measurements
extend further from the center frequency, they become much less repeatable. The
bottom plot shows the inner 10 MHz (from 2.405 GHz - 2.415 GHz) of the measure-
ment, and it can be seen that this inner range is much more repeatable. Between
the four sweeps, the maximum deviation between sweeps over this 10 MHz is 0.26
dB, and the average deviation is a mere 0.06 dB. Since these measurements are re-
peatable over this bandwidth, it would be possible to calibrate out the slope of this
“through” measurement over the inner 10 MHz of the measurement. In short, while
the hardware is capable of 20 MHz of measurable bandwidth we find using only 10

MHz of bandwidth is significantly more repeatable thus will be used as the limit for
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Data link to establish synchronization
between measurement ends: 300 MHz GFSK
waveform

n T

‘ Synchronization |

RX

Link SMA ports to connect to external antenna
Measurzment for environmental characterization:
Link o operates in 2.4 GHz ISM band.

Figure 4.2: A schematic of the one-link measurement system. On the transmitting (TX)
end two HackRFs are stacked on top of one another, one for the synchronization link and
another for the measurement link. One the receiving (RX) end, one BladeRF' is used for

both links.

any single measurement in our system.

4.1.2 ESTABLISHING SYNCHRONIZATION

With 10 MHz of repeatable measurement bandwidth, the system will need to switch
its center frequency eight times in order to measure over the desired 80 MHz. Due
to the distributed nature of the system, some sort of communication link needs to
exist between the two measurement ends so that messages can be sent to synchronize
these center frequency steps. Since the BladeRF is a full-duplex transceiver with
separate transmit and receive ports, the radio is capable of sending messages while
simultaneously taking measurements. As for the HackRF, only one port exists for
both transmitting and receiving, therefore two HackRF need to be used to achieve
full duplex communications. For these reasons one BladeRF is used at the receiving
end of the measurement system, and two HackRF are used at the transmitting end
of the measurement system, this is displayed in Fig. 4.2. The synchronization link is
established using an antenna directly connected to the devices, while the measurement
link is established through external antenna connected through the SMA ports at each

measurement end.
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For the synchronization link, Gaussian frequency shift keying (GFSK) was used
as the data modulation scheme. Traditional frequency shift keying (FSK) modula-
tion involves transmitting a signal which changes frequency based on the data to be
transmitted [17]. These quick changes in frequency can cause spectral content to ap-
pear outside of the intended transmission frequencies, which could cause issues when
this is occurring in a measurement system. GFSK modulation involves passing the
digital data through a Gaussian filter before being FSK modulated [37] to reduce the
magnitude of this extraneous spectral content. GNURadio has built-in functions for
GFSK modulation and demodulation which were used to accomplish this.

This data link was established at 300 MHz so as not to interfere with the measure-
ments taking place at higher frequencies and because lower frequencies tend to be less
affected by the multipath environments this system aims to characterize. As longer
wavelengths are less susceptible to scattering effects [9], lower frequencies should be
effected less by the multipath allowing the system to have a reliable synchronization

link. The packet structure used for this data link is displayed below:

Preamble: || Payload Length || Payload || XOR Checksum

OxAA 8 - bits 16 - bits | key: OxFAFA

For this work, the payload is always 16-bits long (thus payload length bits are
always 0x10) and contains the serial address of the radio transmitting the message.
This is especially important when characterizing over multiple links, so the transmit-
ter can differentiate between messages received from different radios. The preamble
and XOR checksum key are also always the values displayed above. Python programs

were written to control the radios while taking measurements over 10 MHz of band-
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Figure 4.3: Flow charts displaying the program flow of the transmitting and receiving Python
programs called by the shell scripts in Fig. 4.4. fs is the frequency increment between
tones in the chirp (78.125 kHz), and the end of the band is determined when k = 128 (for
128 78.125 kHz steps over the 10 MHz band). Source code available in Appendiz A.1.2
(transmitting) and A.2.2 (receiving).

Signal
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Figure 4.4: Flow charts representing the program flow of the shell scripts used to call the
transmitting and receiving Python programs in Fig. 4.3. Source code available in Appendiz
A.1.1 (transmitting) and A.2.1 (receiving).

width, while shell scripts were written to call these programs with intermittent center
frequencies. This approach allowed for the entire 80 MHz to be swept over.

The program flow of these shell scripts are displayed in Fig. 4.4, while the program
flow of the Python programs are displayed in Fig. 4.3. The transmitting and receiv-
ing programs correspond to completely separate ends of the measurement system (i.e.
control different radios and are run from different computers in a distributed fash-
ion). From Fig. 4.4 it is seen that the shell script calls the Python program at eight
incremental center frequencies (2.405 GHz, 2.415 GHz, 2.425 GHz, ... , 2.475 GHz).
At each step, the transmitting Python program transmits a chirp, and the receiving
Python program saves the sampled versions of the signals it receives to a file, until
it determines that the chirp has ended. This point is determined by detecting the
first point that a signal is present, and then waiting the approximate time it takes for

the chirp to run (15 seconds). After this 15 seconds, the program begins sending ac-
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call magcalc.py to
» operate on
sweep_ibin

L
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Figure 4.5: Flow chart displaying the program flow of the shell script which calculates the
channel frequency response from the saved .bin files. Source code available in Appendiz
A.3.1.

knowledgement messages to the transmitter indicating the measurement is complete.
Once the transmitter receives one of these messages, it sets the signal amplitude to
zero and exits to the shell script (where the center frequency will be incremented).

Once the receiving program detects that the signal amplitude has been set to zero, it

also returns to the shell script, for its center frequency to be incremented as well.

4.1.3 FREQUENCY RESPONSE CALCULATION

When the full shell script has completed running, there will be eight .bin files saved
to the PC of raw 1Q sampled data, one corresponding to each frequency step. The
frequency response needs to be calculated from this data in post-processing and a
Python script was written for this purpose. In a similar manner to the programs
presented in Fig. 4.4 and Fig. 4.3, a Python script is written which computes the

frequency response over 10 MHz from a single .bin file, and a shell script is written
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Figure 4.6: Flow charts displaying the program flow of the Python program called by the
shell script in Fig. 4.5. Source code available in Appendixz A.3.2.
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to call this Python script eight times for each .bin file and successfully computing the
scalar frequency response over the entire 80 MHz bandwidth.

The program flow of the shell script used to calculate the frequency response is
displayed in Fig. 4.5. This script successively calls the Python program displayed
in Fig. 4.6 eight times, specifying which file to operate on each call. Each run the
Python program opens a file and attempts to track the chirp signal as it moves across
the band using an FFT. The FFT used is a 256-point FF'T and is calculated every 256
data points. Since the wireless signal is sampled every 50 ns (fs = 20 MHz) a 256-
point FFT run in real-time is calculated every 12.8 us. Trying to do this calculation
in real-time leads to CPU overflows, so all calculations are done in post-processing. A
256-point FFT is used so that each step of the chirped signal corresponds to a bin in
the FFT, and so that the temporal resolution is sufficiently small enough that there
will be few cases were an FFT is calculated when the chirped signal is in the process
of stepping between frequencies (i.e., less of a chance of computing the FFT at times
when two signal steps are present).

Every time the Python program in Fig. 4.6 is called, it reads the binary file
step__i.bin (where i corresponds to the step number), and saves the frequency response
over this 10 MHz increment to a text file step_i.txt. The text file is significantly
smaller than the raw sampled data, as the text file will contain 128 data points for
the 10 MHz band, while the raw data file contains many more data points (e.g.
sampling at 20 MHz for 20 seconds, yields 400,000,000 data points). After the full
shell script (Fig. 4.5) has executed, the frequency response of the 80 MHz channel
will be saved in eight .txt files as step_ 1.txt, step_ 2.txt, ... , step_ 8.txt.

Using the chirp signal transmission, handshaking synchronization protocol, and
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Figure 4.7: “Through” measurement taken over 2.4 GHz ISM band using chirp signal and
handshaking protocol.

FFT frequency response calculation, the frequency response of a single wireless link
can be measured in a distributed manner. The shell scripts presented in Fig. 4.4
and Fig. 4.5 are run on the same hardwired channel as the 10 MHz measurements
used in Fig. 4.1. This 80 MHz wide measurement is made twice back-to-back to test
repeatability, and displayed in Fig. 4.7 (raw data displayed in top plot). From the
top plot it can be seen that there is an impulse at the center frequency of each 10
MHz measurement increment. This impulse is present but not nearly as severe in
the 10 MHz measurements in Fig. 4.1, and is believed to be a product of switching
the center frequency during the 80 MHz measurements. A common method in image
processing used to filter impulsive noise is the median filter, which is popular due to
its ability to filter impulsive noise while preserving edges [38]. The bottom plot in
Fig. 4.7 shows the data filtered using a 5-point median filter, and it can be seen that
the impulses at the center frequencies have been removed, while the over-all shape of
the response is preserved. It will be shown later (Section 4.2) that even deep fades

are accurately preserved by the median filter.
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Figure 4.8: Comparing a measurement taken using a VNA in the hardwired environment to
a raw SDR measurement (top) and a calibrated SDR measurement (bottom). The difference
in scale between the top and bottom plots (4 dB vs 0.1 dB and 80 MHz vs 10 MHz) is
important to note.

4.1.4 SYSTEM CALIBRATION

Fig. 4.7 shows that the system is repeatable to within < 0.09 dB over 80 MHz of
bandwidth. While it is unlikely that the true frequency response of the hardwired
channel resembles the plot in Fig. 4.7, since the system is repeatable it should be
possible to calibrate out the frequency response of the measurement system itself. The
frequency response of the measurement system is found by measuring the frequency
response of the hardwired “through” cable set-up using a VNA and comparing the
VNA measurement to the measurement taken using the SDR system. This process is
displayed in Fig. 4.8. The top plot displays a raw SDR measurement, and it can be
seen that there seem to be peaks around the center frequencies and troughs around

the edges of the measurement increments. Also displayed in the top plot is a VNA
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measurement taken over this band.

The frequency response of the measurement system is the difference between the
SDR measurement and this VNA measurement, and once the frequency response of
the system is subtracted from the SDR measurement, it matches the VNA measure-
ment closely, evident in the bottom plot of Fig. 4.8. One thing to note is that the
SDR measurement has 1025 measurement points and the VNA measurement has 551.
So to find the response of the measurement system, each point of the SDR measure-
ment is incremented over, and the closest point of the VNA measurement is used to
compute the difference. This is evident in the bottom plot of Fig. 4.8, where it can
be seen there are more points of measurement in the SDR measurement (solid line)
than the VNA measurement (dotted line). Even so, the variations between the VNA

measurement and calibrated SDR measurement are < .005 dB.

4.1.5 N-LINK CHANNEL MEASUREMENTS

A notable feature of the proposed measurement system is its ability to scale to mea-
sure multiple links simultaneously. This could be useful in wireless measurement
campaigns, as the same system could be used to measure a single link, or N links
depending on how many radios are being used. This feature could also be useful in
wireless networks where this algorithm could be run on the devices in the network
as a subroutine to characterize multiple links in the network simultaneously. In the
proposed system, a single transmitter is used with N receiving radios, allowing for
N links to be characterized. In a mesh network of nodes if the “roles” of each node
alternated (i.e., which nodes were transmitting and receiving in the measurement

system) this would allow for all links in the mesh network to be characterized.
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Figure 4.9: A schematic of the N-link channel measurement system being proposed.

With multiple distributed measurement links, synchronization of the system is vi-
tally important. It is imperative that each of the radios switch their center frequencies
simultaneously so that the entire transmitted chirp is captured at each receiving end
of the system. In order to achieve this, the transmitter waits to receive an acknowl-
edgeme