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ABSTRACT 
Adolescence is an ideal time to measure the development of the neural mechanisms 

associated with inhibitory control because this age period is marked by impulsive and risk 
taking behaviors. Maturational brain changes in the prefrontal cortex that are associated 
with the emergence of inhibitory control are thought to occur during this age. With 
knowledge of how this system develops, it may be possible to identify the development of 
disorders that arise from poor inhibitory control such as attention deficit hyperactivity 
disorder (ADHD) and substance use. The goal of the current dissertation is to examine the 
neurobiological correlates associated with individual differences in inhibitory ability, and 
examine the age-related changes in neurobiological mechanisms of inhibitory control. This 
report will be the first of its size (n = 538) to examine within-subject changes longitudinally 
over five years of adolescent development (age 14 to 19). Furthermore, we supplement the 
longitudinal data with findings from a split-brain patient on the lateralization of inhibitory 
control, and we explore a subtle nuance that may have large implications on how to best 
measure inhibition-related brain activity.  
 In the second chapter of the dissertation, we examine the lateralization of inhibitory 
control by measuring hemispheric differences in the ability to inhibit a motor response in 
a split-brain patient. Here, we found patient J.W.’s right hemisphere performed better than 
his left hemisphere on three different inhibitory control tasks. Interestingly, although 
inferior to the performance of the right hemisphere, the left hemisphere still performed 
relatively well on the three tasks, suggesting the left hemisphere can perform response 
inhibition independently.   
 The third chapter examines both the functional correlates of Stop Signal Task 
performance, and the age-related differences in the functional mechanisms of response 
inhibition. At age 14 and age 19, similar patterns of activation were associated with 
performance, however relatively little overall activity exhibited performance-related 
effects. Superior performance was associated with greater right inferior frontal gyrus 
(rIFG) activation, as well as greater activation in a set of regions potentially involved with 
a stimulus-detection and attention-orienting system. However, at age 14 performance was 
also negatively associated with default mode network activity, and at age 19 performance 
was also positively associated with left amygdala activity. In the absence of within-subject 
differences in performance between ages 14 to 19, there were significant decreases in 
functional activation associated with successful inhibition. The potential mechanisms by 
which activity decreases over time while performance remains stable are discussed. 
 The fourth chapter of the dissertation examines the effect of objective task difficulty 
on the magnitude of activation associated with successful inhibition. The Stop Signal Task 
employs an adaptive algorithm that alters task difficulty to meet participants’ abilities.  
Typically, when capturing functional activation associated with response inhibition, 
activation is extracted from all successful trials. Here, we find that individual differences 
in activation are expanded when using the activation from the extreme, rather than average, 
aspects of task performance variables. Individual differences in performance may best be 
captured by examining the maximum difficultly at which a participant is able to inhibit a 
response, rather than the average of all successful inhibitions. These results also lend 
support to the minimal activity associated with performance in Chapter 3, and we discuss 
how improving the measure of stop-related activity may help explain both inter- and intra-
individual differences in inhibitory control.    
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CHAPTER ONE – Literature Review Introduction 
 
Part 1 of Introduction – Response Inhibition 
 
1.1 Behavioral Inhibition and Executive Functioning  

Seminal work in the field of cognitive neuroscience has argued that the cornerstone 

of executive functioning is inhibitory control (Barkley, 1997; Nigg, 2000; Quay, 1997). In 

goal-directed behavior, the ability to refrain from responding immediately to a given 

environment is crucial.  As the environment changes, the appropriate response for 

accomplishing the intended goal must also change to fit the new environmental demands.  

Because the original response is no longer appropriate, it must initially be inhibited before 

the behavioral update can occur.  Furthermore, inhibiting an immediate response allows 

other executive functions to occur and the individual to evaluate the environment and 

generate the new, appropriate response.   

 Early reports on self-regulation and behavioral inhibition were developed in the 

context of human language.  In 1967, Bronowski created a theory on the uniqueness of 

human language, in which he proposed the main components of language processing and 

generation are associated with the human prefrontal cortex (Barkley, 1997).  In 

Bronowski’s model, the capacity to delay an immediate verbal response was critical 

because it allowed for four main prefrontal functions to occur.  The four functions were: 1) 

Prolongation, which is defined as the ability to refer to past events to convey information 

about the future, 2) Separation of affect, which is the ability to regulate emotional reactivity 

from the response, 3) Internalization of Language, which can be viewed as the internal 

rehearsal of a response, and 4) Reconstitution, which is the generation of a novel, complex 

structure about the future.  Thus, inhibiting an immediate response allows for the analysis 
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of the environment, as well as the generation and testing of novel responses to respond 

appropriately.  Bronowski attributes the four functions, along with the capacity to inhibit, 

as key defining functions of the human prefrontal cortex.  

 In 1988, Fuster generated a similar theory of prefrontal functioning (Fuster, 1988).  

Here, Fuster claims the main function of the prefrontal cortex is to connect mental 

structures that are temporally separate, but that share a common behavioral goal, to 

generate appropriate goal-directed behaviors in novel environments.   In this model, there 

are two major elements of prefrontal functioning.  First, the individual must have a 

retrospective function, in which they are able to recall information about past events in a 

specific sequence, and understand how the specific sequence of these events led to a given 

outcome.  Second, the individual must have a prospective function in which they generate 

novel goal-directed responses.  Essentially, the individual must use information about how 

specific sequences of events in the past led to a previous outcome to generate a novel 

sequence of events with the goal of reaching a desired future outcome.  Like Bronowski, 

Fuster also claimed that an immediate response must be inhibited for these prefrontal 

functions to occur.   

Born out of these early reports on the role of the human prefrontal cortex is 

Barkley’s unifying theory of ADHD and executive functioning (Barkley, 1997). 

Constructed as a hybrid of the works of both Bronowski and Fuster, Barkley’s model of 

executive functioning extends beyond language.  The model is proposed as an executive 

system that may influence what Barkley refers to as non-executive systems to accomplish 

goal-directed behaviors.  That is, the executive system may be functionally dependent on 

the prefrontal cortex but can be used to influence modalities such as language, memory, 



3	

and emotion, which may not be solely attributable to the prefrontal regions.  Barkley’s 

model works in a systematic manner, with effective performance of the four main executive 

functions resulting in motor fluency, motor syntax, and motor control.  The four executive 

functions that Barkley describes in his model are working memory, self-regulation of 

arousal and motivation, internalization of speech, and reconstitution.  These four functions 

work much like the functions put forth by Fuster and Bronowski.  Barkley’s executive 

functions use past experiences in goal directed behavior to organize information about the 

current environment and generate a novel behavioral construct to achieve the goal.   

The core of Barkley’s model of executive functioning is behavioral inhibition. 

Barkley claims that in goal-directed behavior, the first executive act should be an inhibition 

of a behavioral response.  The inhibition of immediate response causes a delay, creating 

the time during which the four main executive functions can occur.  Importantly, inhibiting 

an immediate response does not directly lead to the performance of the four executive 

functions. Inhibition of an immediate response only allows the time necessary for these 

functions to occur.  Therefore, if an immediate response is inhibited it will not 

automatically result in the correct behavioral outcome because it does not automatically 

cause proper executive functioning.  However, if an immediate response is not inhibited 

then it is likely that the appropriate response is not accomplished because the executive 

functions were not allowed the time required to be carried out effectively.   

 Based on the assertion that behavioral inhibition is required to set the occasion for 

executive functioning to occur, Barkley and others have generated a working hypothesis 

that the central deficit in ADHD is an impairment in behavioral inhibition (Barkley, 1997; 

Lijffijt, Kenemans, Verbaten, & van Engeland, 2005; Quay, 1997).  Due to a lack of 
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behavioral inhibition, individuals with ADHD are less capable of carrying out executive 

functions during goal-directed behavior and consequently display behaviors that are guided 

primarily by immediate environmental cues rather than future goals.  If the primary 

impairment in individuals with ADHD is poor inhibition, then secondary impairments 

should exist in the four executive functions put forth by Barkley.  Notably, individuals with 

ADHD also show impairments in working memory, self-regulation of arousal and 

motivation, internalization of speech, and reconstitution (Barkley, 1997; Quay, 1997), 

which subsequently result in poor motor control, motor fluency, and motor syntax.  

 At this point it is important to note that the present report will not be an examination 

of ADHD or psychopathology associated with poor behavioral inhibition.  Rather, the 

previously mentioned theories and models articulate how behavioral inhibition fits into the 

broader context of executive functioning.  Being a cornerstone of proper executive 

functioning, impairments in the domain of behavioral inhibition could contribute to various 

psychopathologies and conditions of executive dysfunction, such as what has been 

demonstrated with the example of ADHD.  Using ADHD as a vehicle for impairment in 

this domain, the previous reports have argued for the importance of response inhibition to 

goal directed behavior and everyday function.   

 

1.2 Response Inhibition in the Laboratory  

 According to Barkley’s model of executive functioning, there are three related 

processes that compose behavioral inhibition.  There is the ability to inhibit a prepotent 

response, there is the ability to stop an ongoing response, and there is the ability to inhibit 

interfering information from disrupting the current mental state.  More completely, 
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inhibiting a prepotent response and stopping an ongoing response create a delay, and 

interference control protects this delay against interference from irrelevant information 

(Barkley, 1997).   

 Interference control is measured in the laboratory by tasks such as the Stroop Task 

and Flanker Tasks (Fan, Flombaum, McCandliss, Thomas, & Posner, 2003; MacLeod, 

1991).  In these tasks, participants must attend to task-relevant cues and inhibit interference 

from task-irrelevant cues.  For example, in the most common form of the Stroop Task a list 

of names of colors is presented in various font colors.  The participant is asked to read the 

names of the colors, and then the color of the font in which the names are written.  If the 

names of the colors and the font are the same, there is no competing information and the 

participant may complete the task reasonably well.  However, if the names of the colors 

and the font color are not the same, the incongruent information competes and it is difficult 

for the participant to complete the task.  

 The inhibition of a prepotent response is most commonly measured in the 

laboratory by the Go/No-Go Task (Casey, Trainor, et al., 1997).  Here, participants are 

presented with a series of stimuli indicating whether to press a response button or to refrain 

from responding altogether.  On “go” trials, participants are presented with a stimulus 

instructing a button press response (or one of multiple choice response buttons) as quickly 

and as accurately as possible.  On “no-go” trials, participants are presented with a different 

stimulus instructing them to refrain from pressing any response button.  The inhibitory 

component of this task is generated by the ratio of go trials to no-go trials.  The go trials 

are the predominant trials in the task, often composing about 70-85% of the overall trials.  

Because the majority of trials are go trials that require a response from the participant, the 
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participant builds a “prepotent” tendency to respond upon presentation of a stimulus.  Thus, 

when the no-go stimulus is presented on the infrequent no-go trials, the participant must 

inhibit the prepotent tendency to press a response button.   

 The ability to inhibit an ongoing response is measured in the laboratory by the Stop 

Signal Task.  Highlighting the importance of inhibition in both motor and cognitive control, 

Logan and colleagues (Logan, Cowan, & Davis, 1984) created a task in which individuals 

are required to inhibit an already initiated response. Like the Go/No-Go task, the Stop 

Signal Task is composed of go and stop trials. On go trials, the participant must respond 

rapidly via a button press to a “go signal.” However, on a minority of trials (stop trials; 

typically 25%), the go signal will be quickly followed by a “stop signal,” indicating that 

the individual should attempt to inhibit the response.  Logan and colleagues built the task 

on the premise that a measureable behavioral motor response (either pressing the response 

button or not) is governed by a cognitive control process (Logan et al., 1984).  According 

to the researchers, the cognitive control process dictates the appropriate goal in each 

environment and generates a command for a motor process to perform.  In the context of 

the Stop Signal Task, the cognitive control process determines if the goal of the task is to 

“go” upon presentation of the go signal, or “stop” on presentation of the stop signal.   Thus, 

one can observe which cognitive control process was apparent by observing the motor 

behavior that the participant carried out.  	

 Logan and colleagues designed the Stop Signal Task around what is known as the 

horse-race model (Logan et al., 1984).  The horse-race model states that there is a “go” 

process that responds to the go signal and a “stop” process that inhibits responses after 

presentation of the stop signal, and these processes are independent of one another.  In the 
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race model, the behavioral outcome is dictated by which of the two processes is completed, 

or finishes the race, first.  If the go process finishes first then the behavioral response will 

be a button press, and if the stop process finishes first then the behavioral response will be 

no button press.   

 On stop trials, the duration between the onset of the go signal and the onset of the 

stop signal is referred to as the stop signal delay (SSD), and this duration will dictate the 

probability of stopping.  If the SSD is short, the stop signal appears quickly after the onset 

of the go signal and the response is easily countermanded.  If the SSD is long, the stop 

signal appears later after the onset of the go signal and the response is more difficult to 

countermand.  According to the race model, when the SSD is short, the go process has only 

just started the “race” and initiating the stop process this early will likely result in the stop 

process winning the race.  When the SSD is long, the go process has proceeded further and 

initiating the stop process relatively late will likely result in the go process winning the 

race.   

Under the assumption that the go and stop process are independent of one another, 

it is possible to calculate the duration of each.  To calculate the duration of the go process, 

one can measure the average response times to all go trials in the task.  Calculating the 

duration of the stop process is slightly more complicated.  When calculating the duration 

of the stop process, the goal is to find the SSD that results in a 50% probability of 

successfully inhibiting the motor response.  To reach the 50% successful SSD, an adaptive 

algorithm is employed where participants’ performance dictate the duration of each 

subsequent SSD.  If a participant successfully inhibits at a given SSD, the next stop trial 

will employ a SSD that is, typically, 50ms longer, making it more difficult to inhibit.  If a 
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participant is unable to inhibit at a given SSD, the following stop trial will employ a SSD 

that is 50ms shorter, making is easier to inhibit.  When the SSD is reached that elicits 50% 

probability of stopping, the race between the go and the stop trial is considered a tie (50% 

of the time the go process wins and 50% of the time the stop process wins).  If the duration 

of the go process is measured (the average reaction time on go trials), and it is presumed 

that the race between the go process and the stop process is a tie, then the duration of the 

stop process can be calculated as the difference between the duration of the go process and 

the length of the SSD that elicits 50% stopping probability.  The duration of the stop 

process is known as the Stop Signal Reaction Time (SSRT).  Longer SSRT values indicate 

the participant requires more time to process a stop signal and inhibit the already initiated 

motor response, and is considered a marker of poorer response inhibition.  Shorter SSRT 

values indicate the participant requires less time to process the stop signal and inhibit the 

already initiated motor response, and is considered a marker of superior response 

inhibition.   

 

1.3 Individual Differences in Stop Signal Reaction Time 

 Research using the Stop Signal Task has demonstrated that individuals with longer 

SSRT, that is those demonstrating poorer response inhibition, are characterized by a more 

impulsive phenotype (Dalley, Everitt, & Robbins, 2011; Logan, Schachar, & Tannock, 

1997; Schachar & Logan, 1990). Impulsivity can be defined in a number of ways, but 

generally impulsivity is a tendency to act quickly and rashly without the intentions of acting 

in a goal-directed manner (Dalley et al., 2011; Whelan et al., 2012; Whiteside & Lynam, 

2001).  When considered in the context of the Barkley model, impulsive responses can be 
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viewed as those that are performed in the absence of the inhibition of an initial response, 

and are therefore likely not derived from executive functioning (Barkley, 1997).  If an 

immediate response is not inhibited, then there is no window for working memory, self-

regulation, internalization of speech, or reconstitution to occur, and the immediate, 

impulsive response lacks flexibility.   

 Impulsivity, and corresponding poor response inhibition, is a defining characteristic 

of various forms of psychopathology. ADHD has been extensively studied using the Stop 

Signal Task.  Multiple reports have indicated that individuals with ADHD display 

significantly longer SSRT compared to non-clinical controls (Alderson, Rapport, & Kofler, 

2007; Casey, Castellanos, et al., 1997; Lijffijt et al., 2005; Oosterlaan, Logan, & Sergeant, 

1998; Senderecka, Grabowska, Szewczyk, Gerc, & Chmylak, 2012).  The inhibitory 

deficits observed in ADHD are dissociable from attentional problems (Verbruggen & 

Logan, 2008), indicating that response inhibition is distinct and uniquely impaired.  In the 

task, individuals with ADHD perform similarly to controls on go trials, further supporting 

the hypothesis that the deficit is primarily with inhibitory control.  Importantly, these 

reports of poor Stop Signal Task performance in individuals with ADHD agree with the 

arguments put forth by early models suggesting that the core deficit in ADHD is the 

inability to inhibit immediate responses (Barkley, 1997; Nigg, 2000; Quay, 1997).   

 Poor response inhibition has also been linked to various forms of substance abuse 

and misuse.  Fillmore and Rush found that individuals who were dependent on cocaine had 

significantly longer SSRTs but similar go reaction times compared to non-dependent 

controls (Fillmore & Rush, 2002).   Longer SSRTs have been used to characterize current 

(Whelan et al., 2014) and predict future alcohol misusers (Nigg et al., 2006), and 
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pathological gamblers have also displayed poor response inhibition as measured by the 

Stop Signal Task (Goudriaan, Oosterlaan, de Beurs, & van den Brink, 2006).  These 

findings suggest that ADHD, substance abuse and misuse, and pathological gambling, 

among others, are related to a central deficit in the ability to inhibit immediate and 

impulsive responses that are incongruent with goal-oriented behavior.   

 

1.4 Summary of Part 1  

 Inhibitory control can be viewed as the ability to inhibit an immediate response in 

the face of a changing environment.  If the inhibition of an immediate response is 

successful, this creates a window of opportunity for executive functions to evaluate the 

changing environment and construct an adapted, more appropriate behavioral response.  

One form of response inhibition, the ability to inhibit an already initiated response, has 

been studied extensively in the laboratory using the Stop Signal Task.  Using this task, 

researchers have the advantage of being able to capture an indirect measure of the duration 

of the cognitive process that is believed to sub serve the motor control component of the 

task.  The Stop Signal Task has also identified major impairments in inhibitory control in 

a variety of psychopathologies, and has provided support for early reports that a key feature 

of ADHD is poor inhibitory control.  Furthermore, the task can be used to test the 

hypotheses set forth by early researchers that response inhibition is one of the many 

functions that can be attributed to the performance and proper functioning of the prefrontal 

cortex.   

  

Part 2 of Introduction – Neural correlates of Response Inhibition  
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2.1 Activation Associated with Successful Response Inhibition 

Using different neuroimaging techniques, there is a vast literature detailing the 

areas of the brain that show activation during successful inhibition of a motor response.  In 

functional magnetic resonance imaging (fMRI), an indirect measure of brain activation can 

be obtained using an event related task design, such as the Stop Signal Task.  Brain 

activation is calculated as the change in blood oxygenation level dependency (BOLD) 

during a trial of interest (Ogawa, Lee, Kay, & Tank, 1990).  The change in magnetic 

properties of blood as it transitions from the oxygenated to the deoxygenated state is 

measurable in fMRI sequencing, and this contrast is thought to result from physiological 

needs of neural tissue as that region of the brain becomes engaged in the processes required 

of the task.  Thus, by creating a cognitive task and measuring the BOLD changes 

throughout the brain, one can indirectly measure which areas of the brain are presumably 

active during completion of the cognitive task.  For example, during the Stop Signal Task, 

the change in BOLD signal can be measured immediately following a stop trial that was 

successfully inhibited by the participant, providing an index for the brain activation 

associated with response inhibition.   

Many researchers will measure the BOLD signal during successful stopping in 

relation to a different type of trial to separate the signal that is uniquely associated to 

successful stopping.  For example, because all stop trials begin with the presentation of a 

go signal, it is assumed that all stop trials will contain some brain activation that can be 

attributed to the go response.  Therefore, researchers will subtract the average BOLD signal 

from all go trials from the average signal from all successful stop trials to identify the 

activity that is specifically pertinent to stopping (Aron & Poldrack, 2006; Chevrier, 
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Noseworthy, & Schachar, 2007; Pliszka, Liotti, & Woldorff, 2000).  Alternatively, some 

researchers have subtracted the BOLD signal from unsuccessful stop trials from successful 

stop trials, thus providing an index for the activity specifically associated with successful 

response inhibition (Li, Huang, Constable, & Sinha, 2006; Rubia, Smith, Brammer, & 

Taylor, 2003).  However, it is likely the case that subtracting the unsuccessful stopping 

signal from the successful stopping signal is too conservative because previous reports 

have suggested that the major difference between these two types of trials is the timing of 

these processes and not the patterns of activation (Ray Li, Yan, Sinha, & Lee, 2008).   

Neuroimaging research examining response inhibition has identified a set of 

regions that reliably display stop-related activation across multiple studies.  The most 

commonly reported region found to be associated with response inhibition is the right 

inferior frontal gyrus (rIFG).  Multiple reports using the Stop Signal Task have exhibited 

increased activation in the rIFG during successful stop trials (Aron, Behrens, Smith, Frank, 

& Poldrack, 2007; Chevrier et al., 2007; Garavan, Ross, & Stein, 1999; Rubia et al., 2003).  

Furthermore, lesion studies in both humans and rodents suggest damage to the rIFG results 

in severe loss of inhibitory function (Aron, Fletcher, Bullmore, Sahakian, & Robbins, 2003; 

Floden & Stuss, 2006), and inhibition is temporarily impaired in individuals who were 

exposed to Transcranial Magnetic Stimulation (TMS) directed at the rIFG (Chambers et 

al., 2006, 2007; Siebner & Rothwell, 2003).  

Multiple other regions have been implicated in successful response inhibition as 

well.  Notably, cortical areas such as the presupplemtary motor area (preSMA; Aron et al., 

2007; Floden & Stuss, 2006; Rae et al., 2016) and parietal lobules (Garavan, Ross, Murphy, 

K., Roche, R.A.P., & Stein, 2002; Horn, Dolan, Elliott, Deakin, & Woodruff, 2003) all 
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show increased activity during successful response inhibition.  Subcortically, the role of 

the right subthalamic nucleus (STN) has been extensively researched in inhibitory control. 

Studies have found increased activation in the STN during successful inhibition (Aron & 

Poldrack, 2006; Eagle et al., 2008), and surgical lesions of the STN in rodents result in a 

significant loss of inhibitory abilities (Eagle & Robbins, 2003).  Interestingly, stimulation 

of the STN in patients with Parkinson’s disease improves inhibitory control deficits, which 

are characteristic of the disease (van den Wildenberg et al., 2006).  Other subcortical 

regions, particularly in the basal ganglia, have also been implicated in stopping.  Both the 

caudate nucleus (Chevrier et al., 2007) and the striatum (Vink et al., 2005) have been 

suggested to play a role during successful inhibition of a motor response. 

Although some have argued for the right hemisphere’s dominant role in response 

inhibition (Garavan et al., 1999), others have demonstrated the role of both hemispheres.  

These reports indicate that during successful inhibition, regions of the left hemisphere, 

often the left inferior frontal gyrus (lIFG), show a similar increase in activation that is 

observed in the rIFG (Hirose et al., 2012; McNab et al., 2008; Ray Li, 2006; Rushworth, 

Krams, & Passingham, 2001).  It is possible that the role of the left hemisphere is to 

supplement the right hemisphere during response inhibition as the difficulty of inhibition 

increases (Hirose et al., 2012), however this has not been directly tested in the laboratory.  

Some researchers have found that activation in the left hemisphere during successful 

response inhibition (Cabeza et al., 1997; Dolcos, Rice, & Cabeza, 2002; Nielson, 

Langenecker, & Garavan, 2002), as well as other cognitive modalities (Adcock, Wise, 

Oxbury, Oxbury, & Matthews, 2003; Reuter-Lorenz et al., 2000) increases with age.  These 

researchers have hypothesized that a decrease in right-lateralization during inhibition may 
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represent either a compensatory mechanism with age or a maturational mechanism with 

age (Cabeza et al., 1997; Dolcos et al., 2002).  Furthermore, individuals with lesions in the 

lIFG perform worse on a Go/No-Go task compared to controls, suggesting that the left 

hemisphere plays a central role in response inhibition (Swick, Ashley, & Turken, 2008).  

Although the left hemisphere appears to be involved in response inhibition, the exact nature 

of the left hemisphere in these tasks and how the left and right hemispheres work in 

conjunction to accomplish response inhibition remains unclear.   

 

2.2 Neural Correlates of Response Inhibition Performance 

The research described above adds to the understanding of the neural mechanisms 

involved when successfully inhibiting a motor response.  However, these works typically 

do not address individual differences in the ability to inhibit a motor response, as indexed 

by the SSRT.  Much of the work examining individual differences in the neural correlates 

of stopping that are associated with individual differences in SSRT have been in the context 

of comparing a clinical group, such as ADHD, to a healthy control group.   

 Research examining ADHD Stop Signal Task performance and brain activation 

compared to controls suggests that performance impairments in the task are accompanied 

by weaker activation of the key regions implicated in response inhibition.  fMRI studies 

revealed that during successful stop trials, individuals with ADHD display less activity in 

the rIFG (Casey, Castellanos, et al., 1997; Rubia et al., 1999; Rubia, Smith, Brammer, 

Toone, & Taylor, 2005), the preSMA (Dickstein, Bannon, Xavier Castellanos, & Milham, 

2006; Hart et al., 2014; Passarotti, Sweeney, & Pavuluri, 2010), and basal ganglia 

structures (Casey, Castellanos, et al., 1997; Dickstein et al., 2006; Rubia et al., 2005).  
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Complementing the fMRI work, event-related potential (ERP) research found decreased 

N2 and P3 component amplitudes in individuals with ADHD during successful stop trials 

(Liotti, Pliszka, Perez, Kothmann, & Woldorff, 2005; Pliszka et al., 2000; Senderecka et 

al., 2012), suggesting a weaker neural activation during response inhibition.  These results 

showing hypoactivation of key inhibitory regions were suggested to be specifically 

associated with inhibition abnormalities (Cubillo et al., 2010; Dickstein et al., 2006; Hart, 

Radua, Nakao, Mataix-Cols, & Rubia, 2013) and not general attention problems observed 

in ADHD (Morein-Zamir et al., 2014).   

 Individual differences in structure and function within these key inhibitory control 

regions are also associated with subclinical individual differences in inhibitory ability.  

Numerous reports have found greater activity in the right IFG, the preSMA, and basal 

ganglia structures to correlate with faster SSRT, indicating better inhibitory control (Chao, 

Luo, Chang, & Li, 2009; Chikazoe et al., 2009; Congdon et al., 2010; Duann, Ide, Luo, & 

Li, 2009; Ray Li, 2006; Ray Li et al., 2008; Whelan et al., 2012).  Faster SSRT has also 

been correlated with greater surface area (Curley et al., 2018) and thinner cortex (Batty et 

al., 2010; Newman et al., 2016) in the right IFG.  These results suggest that more mature 

cortical morphology in the right IFG results in better inhibitory control performance.  In 

ADHD and Trichotillomania (pulling out one’s hair, which is also associated with 

inhibitory control impairments), greater grey matter volume, in various regions involved 

in successful stopping, was related to poor performance on the Stop Signal Task 

(McAlonan et al., 2009; Odlaug, Chamberlain, Derbyshire, Leppink, & Grant, 2014).   

Structural connectivity analysis revealed that superior inhibitors exhibited greater 

white matter integrity in the areas surrounding the anterior aspect of the rIFG compared to 
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poor inhibitors (Forstmann et al., 2008) and greater fractional anisotropy in both the rIFG 

and right preSMA is associated with faster inhibition (Madsen et al., 2010).  Functional 

connectivity analysis revealed that superior inhibitors displayed greater stop-related 

connectivity between the rIFG and the right caudate compared to poor inhibitors (Jahfari 

et al., 2011), and that functional connectivity among the stopping network is disrupted in 

Parkinson’s Disease (Rae et al., 2016).   

  

2.3 Summary of Part 2 

The neural mechanisms of response inhibition and the neural correlates of 

individual differences in inhibitory ability complement one another.  Regions such as the 

rIFG, the preSMA, and the right basal ganglia show enhanced activity during successful 

inhibition of a motor response, and the magnitude of this activation is correlated with 

inhibitory ability as measured by the SSRT.  The degree to which these regions are 

structurally and functionally connected during response inhibition has also been related to 

the level of inhibitory ability.  At a clinical level, impairments in inhibitory control, such 

as in ADHD and Parkinson’s disease, have been associated with lower levels of activation 

in these regions, and potentially disrupted patterns of functional connectivity.  

 

 

 

 

Part 3 of Introduction – Brain Development through Adolescence  

3.1 Structural Brain Development  
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 Human postnatal brain development occurs in a nonlinear manner.  The brain 

undergoes a great deal of change early in life, and becomes more stable through adulthood.  

Brain maturation begins with an overproduction of cells and synapses, which is followed 

by selective removal of excess tissue. Neurons that are able to form appropriate and 

meaningful synapses survive, while those that do not contribute to functional or structural 

integrity are eliminated through programmed cell death (Bourgeois, Goldman-Rakic, & 

Rakic, 1994; Huttenlocher, de Courten, Garey, & Van der Loos, 1982; Mauch et al., 2001). 

The process of competitive elimination, known as “pruning,” occurs actively during the 

first two decades of life, and then slows during adulthood (Huttenlocher & Dabholkar, 

1997). The remaining synapses are strengthened over time by thickening of myelin along 

the axon, an increase in the size of the neuron, and an increase in the number of synaptic 

connections between cells and their targets (Bourgeois et al., 1994; Gogtay et al., 2004).  

Myelination will occur throughout development and continue through new experiences, 

new environments, and the development of new functions (Craik & Bialystok, 2006).  

These cellular changes improve conduction velocity and communication between neurons.  

Such improvements in cell-to-cell communication are believed to contribute to the 

formation of neural circuits and pathways.   

The developmental trajectories of cortical grey matter and white matter may reflect 

the underlying processes occurring at the cellular level. Grey matter development portrays 

an inverted U-shape, with an increase in volume during the first decade of life followed by 

a steady decrease in volume (Giedd et al., 1999; Gogtay et al., 2004). It is likely this curve 

represents the overproduction of cells in early stages of development followed by the 

pruning of excess tissue.  By the age of six, the brain has reached approximately 90% of 
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the adult volume (Giedd, 2004; Gogtay et al., 2004), which corresponds to the peak of the 

inverted U curve for grey matter.  Some researchers hypothesize the steady decline in grey 

matter volume represents the elimination of redundant neurons and synapses (Craik & 

Bialystok, 2006).  This decrease in cortical grey matter with age is referred to as “normative 

age-related cortical thinning,” and is associated with normal cortical maturation during 

development (Fjell et al., 2009; Sowell et al., 2004).   

In contrast, white matter development portrays a linear increase in volume with age 

(Giedd et al., 1999). One possible explanation for the linear increase is that it reflects 

increased myelination of surviving neurons and increased density of their synapses. The 

brain is constantly adapting to the environment, and the increase in white matter therefore 

occurs throughout adulthood. For example, in the auditory system, auditory circuits will 

become more heavily myelinated as an individual is exposed to a wider range of sounds 

and auditory stimuli (Bick & Nelson, 2016). The exposure to auditory stimuli increases the 

activity along auditory pathways, which is correlated with thicker myelin surrounding the 

axons in the pathway.  Researchers hypothesize that increased activity along a pathway 

demands more efficient processing from the fibers involved in the pathway (Craik & 

Bialystok, 2006; Giedd et al., 1999).  Thicker myelin along the axons improves conduction 

velocity and communication, thus addressing the demand for efficiency.  

In theory, normal developmental changes in brain morphology represent pruning and 

myelination occurring at the cellular level.  Research has indicated that changes in brain 

morphology do not occur uniformly across the whole brain at once.  In the past few 

decades, there has been a surge of research examining the normal developmental trajectory 

of the human brain. Research using Magnetic Resonance Imaging (MRI) has suggested 
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that brain regions involved with primary, low-order functions develop first, and regions 

involved with more complex, high-order functions develop later (Bick & Nelson, 2016; 

Casey, Jones, & Hare, 2008; Giedd et al., 1999).  This research suggests that basic neural 

circuits must subserve the formation of complex neural circuits.   

The pruning process parallels the emergence of function for a given anatomical region 

(Luna et al., 2001), and the hierarchical nature of brain development is reflected in the 

increasing sophistication of cognitive, emotional, and behavioral abilities with increasing 

age. Subcortical regions are the first to mature, followed by primary function cortical 

regions, and moving later into complex cortical regions involved with cognition and 

executive functioning (Bick & Nelson, 2016).  Within cortical grey matter, the spatial 

pattern of development is illustrated by the “Posterior to Anterior Shift in Aging” model 

(PASA).  This model suggests that the cortex first matures in occipital regions, working 

into temporal, parietal, and finishing in the frontal and prefrontal areas (Ansado, Monchi, 

Ennabil, Faure, & Joanette, 2012; Davis, Dennis, Daselaar, Fleck, & Cabeza, 2008).  Thus, 

the prefrontal cortex is the last region of the brain to develop.   

The prefrontal cortex (PFC) is involved with a variety of functions including, but not 

limited to, cognition, emotional control, and goal-directed behavior (Bourgeois et al., 1994; 

Miller & Cohen, 2001; Stevens, Kiehl, Pearlson, & Calhoun, 2007).  As indicated above, 

one function of the PFC is inhibitory control. The PFC has numerous projections stemming 

from areas such as the dorsolateral prefrontal cortex (DLPFC), the orbitofrontal cortex 

(OFC), and the inferior frontal gyrus (IFG) that project onto posterior and subcortical areas 

of the brain, exerting cognitive control during psychological processes. These synapses 

organize thoughts, emotions, and behaviors (Blakemore & Choudhury, 2006; Casey et al., 
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2008; Galvan et al., 2006; Luna et al., 2001; Stevens et al., 2007). The prefrontal cortex, 

as a whole, has been considered as the center for executive control in the brain (Miller & 

Cohen, 2001), which agrees with early reports on the role of the prefrontal cortex (Barkley, 

1997). 

Due to the delayed maturation of the prefrontal cortex compared to subcortical 

structures, there becomes a period of imbalance during development.  During this period 

of imbalance, subcortical structures and more primitive regions of the brain are more 

mature and reactive than prefrontal regions, and thus the prefrontal regions are less able to 

exert inhibitory control over these more mature areas. The lack of mature connections and 

the inability of the PFC to exert adult-like inhibitory influences throughout the brain results 

in behaviors that are disproportionately influenced by limbic reactivity (Casey et al., 2008; 

Casey, Tottenham, Liston, & Durston, 2005; Galvan et al., 2006).  This period of 

development has been given the title “adolescence” and is characterized by impulsive and 

risk-taking behaviors, poor decision making, and heightened emotional reactivity (Casey 

et al., 2008).  Adolescents are at an increased risk for contracting STDs, unexpected 

pregnancy, motor vehicle accidents, and using illegal substances (Steinberg, 2008).  These 

behaviors have been suggested to result from the lack of inhibitory control that is caused 

by the imbalances in architecture and function of the brain during this time (Casey et al., 

2008).  Researchers believe these behaviors are not evident at such a high level in children 

or in adults because: A) children do not have mature limbic architecture to guide behaviors 

based on emotional reactivity, and B) adults have mature inhibitory connections from the 

PFC to suppress emotionally driven and inappropriate responses (Blakemore & 

Choudhury, 2006; Casey et al., 2008; Steinberg, 2008).   
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One common neuroimaging finding supporting this hypothesis of adolescent brain 

development is that during adolescence there is a higher ratio of limbic to PFC activity 

during reward tasks (Casey et al., 2008; Galvan et al., 2006; Geier, Terwilliger, Teslovich, 

Velanova, & Luna, 2010).  A functional MRI study examined the activation of the nucleus 

accumbens (NAcc), which is considered a reward center of the brain, and the orbitofrontal 

cortex during a rewarded decision making task (Galvan et al., 2006).  For each trial, 

participants were asked to indicate which side of the screen, left or right, a stimulus was 

presented on as quickly and as accurately as possible.  Each trial varied between small, 

medium, and large rewards for a correct response.  As the reward for correct responses 

increased, adolescents showed a greater increase in NAcc relative to OFC activity 

compared to children and adults.  The adolescents had stronger NAcc activity but similar 

OFC activity compared to children, and had similar NAcc but weaker OFC activity 

compared to adults.  This pattern of results would be consistent with adolescents having 

more mature and reactive NAcc but relatively immature and less reactive OFC. Other 

studies have also found a heightened limbic response to reward that is not coupled with an 

increased PFC activation (Blakemore & Choudhury, 2006), supporting the hypothesis that 

adolescent behaviors are guided by immediate reactivity with reduced response inhibition.  

When regarded in the Barkley view of inhibitory control, greater limbic to prefrontal drive 

suggests that immediate, limbic guided responses are less likely to be inhibited, and thus 

are not aimed toward future goals and outcomes.   

 

3.2 Development of Inhibitory Control 
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 If adolescence is marked by impulsive behaviors that result from poor inhibitory 

control, then emergence from adolescence should be marked by the development of 

inhibitory control enabling goal-directed behavior.  Additionally, given the maturation of 

the prefrontal cortex during adolescence and the role of the prefrontal cortex in inhibitory 

control, improvements in response inhibition should be observed during this 

developmental period (Dempster, 1992; Nelson & Bloom, 1997).  Using the Stop Signal 

Task, Williams and colleagues mapped the SSRT of 275 participants aged 6 to 81 years 

old (Williams, Ponesse, Schachar, Logan, & Tannock, 1999).  The researchers found that 

performance on the task significantly improved throughout childhood and adolescence, 

peaking in young adulthood (ages 18-29).  Further research into the development of 

response inhibition also found age-related improvements throughout childhood and into 

early adulthood (Bedard et al., 2002; Huizinga, Dolan, & van der Molen, 2006; 

Ridderinkhof, Band, & Logan, 1999), and researchers hypothesized these improvements 

to be related to the maturation of prefrontal systems. 

 Most research examining the development of the neural correlates of inhibitory 

control in adolescence compare performance and neural activity between children, 

adolescents, and adults. A major theory regarding the brain activation associated with 

development of inhibitory control is that as age increases, less activation in the cortex is 

required during inhibitory control (Durston et al., 2006; Shaw et al., 2006; Urry et al., 2006; 

Velanova, Wheeler, & Luna, 2008). Velanova and colleagues found that adolescents 

showed a smaller area of activation in the DLPFC than children but a larger area of 

activation than adults on an anti-saccade inhibitory task (Velanova et al., 2008).  The age 

groups performed similarly on the task, suggesting that neural activation required for 
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inhibitory control becomes more efficient and transitions from diffuse to focal throughout 

adolescence. One potential explanation for this trend is that adolescents require greater 

“effort” than adults during these tasks because the neural architecture responsible for 

inhibitory control has not yet matured (Bokura, Yamaguchi, & Kobayashi, 2001; Jonkman, 

2006).  That is, in adolescents, the neural architecture involved with inhibitory control is 

less mature and therefore requires a greater area of activation, whereas in adults, the neural 

architecture is more mature and efficient, and requires a smaller area of activation.   

Supporting the efficiency model of development, Sarah Durston and colleagues 

examined if increasing task difficulty on an inhibitory control task affects children 

differently than adults (Durston et al., 2002).  Here, participants were presented with easy, 

medium, and difficult inhibitory motor tasks.  In adults, the increasing difficulty of the task 

was matched by an increase in activation in ventrolateral prefrontal regions.  In children, 

the amount of activity in this region peaked on the easy trials, and exhibited lower activity 

on the medium and difficult trials.  Furthermore, children’s performance on the medium 

and hard trials was poor, whereas the adults performed well on all levels of the task. These 

results suggest that in a more mature inhibitory system, adults can increase activation of 

inhibitory regions to meet the increasing demands of the task.  However in a relatively 

immature inhibitory system, children show maximal activity with easy demands, 

subsequently cannot activate the inhibitory regions more, and are unable to successfully 

inhibit in more difficult conditions (Durston et al., 2002, 2006).  

One possible explanation for the age-related decrease in cortical activation is that 

synaptic pruning and myelination are occurring in top-down and/or inhibitory networks. If 

pruning and myelination are occurring in these networks, then it is possible the amount of 
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tissue required for successful response inhibition decreases because excess tissue has been 

pruned in that cortical area.  The neurons that survive the pruning process are likely those 

that have formed appropriate synapses to other areas of the brain.  Recent research suggests 

that adults exhibit stronger activation within frontal-striatal-thalamic pathways and frontal-

parietal pathways during inhibitory tasks (Arnsten & Rubia, 2012; Hwang, Velanova, & 

Luna, 2010; Rubia, 2013; Stevens et al., 2007).  The stronger signal within these 

presumable cognitive control networks could indicate that adults display stronger structural 

and functional connectivity among regions involved in the task. If true, this would suggest 

the formation and strengthening of inhibitory networks occurs during the transition from 

adolescence into adulthood.  In addition to a stronger signal within these networks, there 

was a decrease in the area of the ventral lateral prefrontal cortex (VLPFC) activation during 

the task (Stevens et al., 2007).  Again, these data support the hypothesis that as top-down 

pathways form, less cortical tissue is required to activate the pathways.  

A number of both animal and human studies suggest top down pathways stemming 

from the PFC strengthen significantly throughout adolescence.   Human MRI studies have 

consistently found an age-related increase in the signal from prefrontal-subcortical 

projection fibers during inhibitory tasks (Cunningham, Bhattacharyya, & Benes, 2002; 

Munakata et al., 2011; Stevens et al., 2007).  Diffusion weighted imaging (DWI) studies in 

humans have found fibers stemming from the PFC and projecting to subcortical, parietal, 

and posterior areas of the brain exhibit an age-related increase in structural integrity 

throughout the adolescent years (Sturman & Moghaddam, 2011).  Animal research has 

indicated similar increases in white matter connectivity stemming from the prefrontal 

cortex.  In a study examining the connectivity of fibers from the medial prefrontal cortex 
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(MPFC) and the basolateral amygdala in rats, researchers found that the adolescent age 

range was associated with significant increases in the axo-dendritic and axo-axonic 

synapses between these two areas (Cunningham et al., 2002).   In addition to an increase 

in synaptic density, there was also an increase in the size of the fiber itself.  These data 

support the hypothesis that top-down networks form during adolescence.  

  

3.3 Summary of Part 3 

The human brain develops in a hierarchical manner.  Because of this pattern, there 

is a period of development, known as “adolescence,” when subcortical structures are more 

mature compared to the prefrontal cortex.  This imbalance results in behaviors guided 

primarily by immediate limbic and emotional reactivity. The formation of top-down, 

cognitive control pathways from the prefrontal cortex to subcortical areas is crucial to 

developing inhibitory control and appropriately guiding behaviors.  Both human and 

animal research indicate that the formation of these networks occur throughout the 

adolescent stage of development. Given the cellular mechanisms responsible for brain 

development, it is possible that cortical thinning and top-down pathway formation 

represent cellular pruning and axonal myelination, respectively.   

 

Part 4 of Introduction – The Current Report.   

 The focus of the current report is to examine inter- and intra-individual differences 

in response inhibition.  The research described above details previous theories and research 

findings regarding the central role response inhibition plays in executive functioning, the 

neural correlates of response inhibition, and the development of response inhibition in 
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adolescence.  Despite the abundance of research in this field, important aspects of 

inhibitory control remain unclear.  First, the debate over the lateralization of inhibitory 

control has not been settled by previous research.  Second, research on the development of 

the neural mechanisms of inhibitory control focused within the adolescent age range is 

limited.  In addition to examining both questions, the report will also explore the way 

individual differences in functional activation associated with response inhibition are 

currently measured.   

While the bulk of work in response inhibition has indicated the process to be right-

hemisphere dominant, others have suggested that the left hemisphere also plays a key role.  

The current report will address this question in two ways.  First, using data from a split-

brain patient, hemispheric differences in the ability to inhibit a prepotent response as well 

as the ability to inhibit a response that has already been initiated will be tested.  This will 

provide novel insight into the question of lateralization of inhibitory control because each 

hemisphere will be targeted in isolation to complete the tasks.  Second, the current report 

will also briefly discuss the hemispheric differences in how stop-related activity changes 

from 14 to 19 years old.  Though laterality will not be discussed, examining within-subject 

changes in activation associated with response inhibition provides interesting insights into 

differences in hemispheric development of inhibitory control.   

 The second area that will be addressed by the current report is the development of 

inhibitory control during the adolescent age range.  As indicated above, the adolescent 

period of development is considered the time during which inhibitory and cognitive control 

processes emerge, and therefore this age range is ideal for examining within-subject 

changes in the neural components of response inhibition.  The current report will explore 



27	

the age-related changes in the ability to stop an already initiated response, as well as the 

functional activation associated with successful stopping, in a longitudinal sample of 

adolescents from age 14 to 19.  Furthermore, the current report will examine how the 

functional activation associated with individual differences in inhibitory ability changes 

from 14 to 19, which has yet to be explored in the literature.  

Importantly, the current report will only focus on stop-related BOLD activation.  

The literature on the development of inhibitory control indicates potentially interesting 

relationships between the development of this ability and the development of neural 

structure, activation, and connectivity.  However, it is imperative to gain an understanding 

of the functional underpinnings of laterality and development of response inhibition before 

pursuing other brain imaging modalities.  From these preliminary reports, subsequent 

research examining the structural, structural connectivity, and functional connectivity 

correlates of response inhibition will follow.   

 Lastly, the current report will explore and discuss the way that stop-related 

functional activity is currently captured.  Given the variability in task demands of the Stop 

Signal Task, important variance associated with individual differences in stop-related 

activity may be attenuated in the current method.  The current report examines how 

objective task difficulty influences the magnitude of activation during successful inhibition 

of a motor response.  The Stop Signal Task is a popular paradigm in inhibitory control 

research, and the best way to capture activation associated with successful stopping has not 

been addressed thus far in the literature.   
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Abstract 
Understanding the neurobiological mechanisms underlying inhibitory control is crucial 

given its role in various disease states and substance abuse/misuse.  Neuroimaging research 

examining inhibitory control has yielded conflicting results on the relative importance of 

the left and right hemisphere during successful inhibition of a motor response.  In the 

current study, a split-brain patient was examined in order to assess the independent 

inhibitory capabilities of each hemisphere.  The patient’s right hemisphere exhibited 

superior inhibitory ability compared to his left hemisphere on three inhibitory control tasks.  

Although inferior to the right, the left hemisphere inhibited motor responses on inhibitory 

trials in all three tasks.  The results from this study support the dominance of the right 

hemisphere in inhibitory control.   

 

Keywords: Response Inhibition; Stop Signal; Go/No-Go  
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1.  Introduction 
 
The ability to inhibit inappropriate thoughts, emotions, and behaviors is a critical 

component of executive functioning and cognitive control.  Humans must continuously 

adapt to changing environments and circumstances, filter out irrelevant information, and 

evade danger and harm, all of which require inhibitory control.  Deficits in inhibitory 

control contribute to clinical conditions including Parkinson’s disease (Gauggel et al., 

2004), attention deficit hyperactivity disorder (ADHD; Casey et al., 1997; Slaats-Willemse 

et al., 2003), and obsessive-compulsive disorder (OCD; Bannon et al., 2002; Penades et 

al., 2007).  Additionally, sub-clinical impairments in inhibitory control are associated with 

impulsivity and risk-taking behaviors evident in substance misuse (Helfinstein & Poldrack, 

2012; Nigg et al., 2006; Whelan et al., 2012).   

  

Two task paradigms commonly used to assess inhibitory control are the Go/No-Go task 

and the Stop Signal Task (SST).  Both tasks require rapid behavioral responding to a go 

signal on a majority of trials, and a withholding of the response on a subset of “no-go” and 

“stop” trials.  In the Go/No-Go paradigm, an individual must inhibit the prepotent go 

response when presented with an infrequent stimulus, the no-go signal (Bokura et al., 2001; 

Eimer, 1993; Menon et al., 2001).  In the SST, an individual must inhibit an already 

initiated response when presentation of a go signal is followed by the presentation of a stop 

signal, which occurs on a minority of trials (Logan, 1994; Logan & Cowan, 1984).    

  

Neuroimaging studies that use the SST and the Go/No-Go task have found conflicting 

results as to the lateralization of inhibitory control. A large body of research has identified 
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the right inferior frontal gyrus (rIFG) as a key area for successful response inhibition. 

Functional neuroimaging studies have found increased activation in the rIFG during 

successful inhibition of a motor response in both the Go/No-Go and the SST (Aron et al., 

2004; Garavan et al., 1999; Hampshire et al., 2010; Rubia et al., 2003).  Further, patients 

with damage to the rIFG show decreased performance in the SST compared to healthy 

controls (Aron et al., 2003) and inhibition is temporarily impaired in individuals who were 

exposed to Transcranial Magnetic Stimulation (TMS) that was directed at the rIFG 

(Chambers et al., 2007; Siebner & Rothwell, 2003).   

 

However, there is also compelling research suggesting a role of the left inferior frontal 

gyrus (lIFG) in response inhibition.  Much of this research describes the activation of the 

lIFG in conjunction with rIFG activation during successful inhibition in Go/No-Go and 

SST (Hirose et al., 2012; Li et al., 2006; McNab et al., 2008; Rubia et al., 2001; Rushworth 

et al., 2001).  Results from these studies suggest that as the difficulty of inhibition increases, 

the lIFG is recruited to supplement the rIFG (Hirose et al., 2012).  However, Swick and 

colleagues (2008) found that individuals with lesions in the lIFG performed worse on a 

Go/No-Go task compared to healthy controls, suggesting that the lIFG plays a critical, 

rather than a supplemental role, in response inhibition.  Taken together, previous research 

highlights the importance of both the left and right hemispheres in response inhibition, and 

therein the lateralization of the neural mechanisms underlying inhibitory control remains 

unclear.  

 



42	

In addition to left and right prefrontal systems, subcortical structures, namely the basal 

ganglia and the subthalamic nucleus (STN), have been implicated in response inhibition as 

well. Research examining the role of the STN in response inhibition has found increased 

activation in the STN during successful inhibition (Aron & Poldrack, 2006), and surgical 

lesions of the STN in rodents result in a significant loss of inhibitory abilities (Eagle & 

Robbins, 2003).  Interestingly, van Wildenberg and colleagues (2006) found that 

stimulation of the STN in patients with Parkinson’s Disease improved inhibitory control 

deficits that are a primary characteristic of the disease. Thus, researchers have proposed a 

neural circuit involving both the prefrontal cortex and the basal ganglia for response 

selection and response inhibition (Nambu et al., 2002).   

  

Examining an individual who has undergone a corpus callosotomy provides a unique 

approach to address the hemispheric lateralization of response inhibition.  Complete 

resection of the corpus callosum results in near total loss of communication between the 

right and left hemispheres at the cortical level, which includes the transfer of perceptual, 

sensory, cognitive, and motor information (Gazzaniga, 2005).  Split-brain patients have 

been studied extensively to expose the independent functions of each hemisphere 

(Gazzaniga, 2000; Gazzaniga, 2005; Springer & Deutsch, 1998).  Due to the neural 

architecture of the visual system, a stimulus can be presented laterally in the visual field 

such that the visual information is only processed in one hemisphere (Brindley, 1960).   

Split-brain patients lack commissural fibers for inter-hemispheric communication, and 

therefore the hemisphere that processes a visual stimulus must complete the task indicated 



43	

by the stimulus. Thus, presenting a task in the lateral visual field of a split-brain patient can 

isolate the function of a single hemisphere.   

  

The goal of the present study is to explore the lateralization of inhibitory control using a 

corpus callosotomy patient.  We test the patient using both Go/No-Go and Stop Signal 

tasks in which only one hemisphere is probed at a time for each stimulus.  We hypothesize 

that the right hemisphere will possess superior inhibitory abilities compared to the left 

hemisphere during both Go/No-Go and Stop Signal tasks.  

 
2. Materials and Methods 
 
2.1 Participant 
 
The participant in the current study was patient J.W., a 48-year-old, right-handed male of 

average intelligence.  Handedness was assessed using the Edinburgh Handedness 

Inventory (Oldfield, 1971).  At the age of 25, J.W. received a two-stage surgical resection 

of his corpus callosum as treatment for medically intractable epilepsy.  Post-surgical MRI 

confirmed complete resection of the corpus callosum with no additional brain damage.  

Patient J.W.’s medical details and cognitive profile have been previously described 

(Gazzaniga et al., 1984).   

 

2.2 Divided Visual Field 

The current study examines previously collected data from a one day visit in which J.W. 

participated in an assessment of response inhibition.  These data were not a part of a larger 

test battery.  J.W. completed three motor inhibition tasks: one Go/No-Go task, a single 

choice Stop Signal Task, and a forced choice Stop Signal Task, in this order. Breaks were 
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provided as needed.  For all three tasks, the divided visual field technique was employed 

on all stimuli presented.  The technique is designed to target only one hemisphere per 

stimulus.  The visual system is organized such that the medial hemiretina of the eye projects 

to the contralateral hemisphere and the lateral hemiretina projects to the ipsilateral 

hemisphere.  Thus, a stimulus presented lateral to midline will be perceived by the 

contralateral hemisphere.  For example, if the image is presented left of midline, the left 

medial retina and the right lateral retina will detect the image, and both will project to the 

right hemisphere.  

 

2.3 Experimental Design 

J.W. was seated 57cm from the computer screen and was instructed to fixate on a midline 

fixation cross.  Stimuli were presented for 150ms.  150ms stimulus presentation has been 

used in previous work using the divided visual field design with split brain patients 

(Corballis et al., 2002; Colvin et al., 2005), and a report by Funnel et al. (2007), which used 

eye-tracking software, reported this stimulus length to not produce saccadic movements. 

The medial edges of the stimuli were at least 3cm lateral to midline, which fall outside the 

field of nasotemporal overlap.  These parameters ensure that only the hemisphere 

contralateral to the visual field of stimulus presentation perceives the stimuli.   

 

Responses to stimuli were made via key press on a standard Macintosh keyboard with the 

hand ipsilateral to the visual field of presentation.  Therefore, the hemisphere receiving the 

visual stimuli was the same hemisphere generating the motor response. Four keys, two for 

left hand responses (A and Z) and two for right hand responses (“ and /), were marked with 
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stickers to indicate the correct response keys.  On the Go/No-Go and single choice Stop 

Signal Task, one key for each hand was used for a response to the go signal.  On the forced 

choice Stop Signal Task, there were two possible key responses for each hand 

corresponding to the two possible go signals.   

 

2.4 Go/No-Go Task 

A series of the letters X and Y were presented in a ratio of 15:1, pseudorandomly.  The 

letters were presented equally often in both the left visual field and the right visual field.  

J.W. was instructed to make a key press as quickly as possible with his left hand when the 

letter X appeared on the left side of the screen, a key press with his right hand as quickly 

as possible when the letter X appeared on the right side of the screen, and to make no 

response when the letter Y appeared on either side of the screen.  There were 256 trials in 

each session, with 128 stimuli presented in each visual field.  Trials were presented 

randomly in each visual field and J.W. was asked to maintain fixation on the center of the 

screen.  J.W. completed 5 sessions, each session lasted approximately four and a half 

minutes.  

 

2.5 Single Choice Stop Signal Task 

The first Stop Signal Task was a single-choice task (Figure 2).  J.W. was presented with a 

series of X’s (go signal) and instructed to respond via key press, as quickly as possible with 

the hand ipsilateral to the side of the screen the X was presented.  Following 25% of the 

X’s, a stop signal flashed on the screen, signaling to J.W. to no longer respond to the X.  

The onset of the stop signal presentation varied from 50-250ms delay at 50ms intervals.  
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Each stop signal delay (SSD) was presented equally often.  There were 96 total trials in 

each session, with 48 stimuli presented in each visual field.  Trials were presented 

randomly in each visual field and J.W. was asked to maintain fixation on the center of the 

screen.  J.W. completed 16 sessions of the task, each session lasted just under three minutes.  

 

2.6 Forced Choice Stop Signal Task 

The second stop signal task required J.W. to choose between two possible response keys 

on the go signal.  In this task, J.W. was presented with either an X or an O as the go signals 

(Figure 2).  J.W. responded as quickly as possible with the appropriate key on all go trials 

with the hand ipsilateral to the stimuli presentation.  There were four possible keys for go 

responses: one key for the O stimuli in the left visual field, a key for the O stimuli in the 

right visual field, a key for the X stimuli in the left visual field, and a key for the X stimuli 

in the right visual field.  Both go signals appeared equally often and both signals appeared 

in each visual field equally often.  As in the first stop signal task, J.W. was presented with 

a stop signal after 25% of the go signals, signaling to J.W. to inhibit responding to the go 

signal.  There were 96 total trials in each session, with 48 stimuli presented in each visual 

field.  Trials were presented randomly in each visual field and J.W. was asked to maintain 

fixation on the center of the screen.  J.W. completed 10 sessions of this task (due to time 

restraints, J.W. was unable to complete 16 sessions), each session lasted just under 3 

minutes.   

 

2.7 Stop Signal Reaction Time 
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Stop Signal Reaction Time (SSRT) was calculated for the single choice and the forced 

choice Stop Signal Tasks to compare the performance of the two hemispheres.  The SSRT 

is a calculation designed to measure the time required to process a stop signal and 

successfully inhibit an already initiated motor response (Logan et al., 1984; Logan et al., 

1997).  In this regard, the SSRT calculation is a measure of inhibitory control that adjusts 

for individual differences in response times.  Here, SSRT was calculated as described in 

(Logan, 1994).  The average duration of the SSD on all successful stop trials was subtracted 

from the nth response time in the distribution of go trial responses (where n refers to the 

accuracy level on stop trials).  For example, if J.W. inhibited on 65% on stop trials, the 

average successful SSD was subtracted from the response time at the 65th percentile of the 

response time distribution on go trials.  

 

3. Results 

3.1 Statistical Analyses 

The experiments involve analysis of single-subject data in which each hemisphere serves 

as a control for the other, and therefore accuracy data were analyzed using chi-squared 

analyses.  For each comparison, the total number of successful inhibitory trials was 

compared between the hemispheres.  Because the split-brain design assumes independent 

functioning of the two hemispheres, response time analysis to compare hemisphere 

performance was conducted using independent samples t-test. 

 

3.2 Go/No-Go Task 
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Accuracy and response time data for the Go/No-Go task can be found in Table 1.  Chi-

squared analysis of accuracy data revealed that J.W.’s right hemisphere inhibited responses 

on no-go trials significantly more frequently than his left hemisphere (X2 (1, N = 80) = 7.22, 

p < 0.05; Figure 1).  There was no significant difference in the response frequency to go 

signals between the two hemispheres (p =0.18).  However, the left hemisphere exhibited 

significantly faster response times than the right hemisphere (t(1196) = 9.04, p < 0.01; 

Figure 3).  

 

3.3 Single Choice Stop Signal Task 

Accuracy and response time data for the single choice Stop Signal Task can be found in 

Table 1.  First, the right and left hemispheres were compared on total accuracy for all stop 

trials. J.W.’s right hemisphere was able to inhibit significantly more motor responses than 

his left hemisphere (X2 (1, N = 384) = 8.71, p < 0.01), across all stop signal delays.  Next, 

the right and left hemispheres were compared using accuracy data at each SSD individually 

(Figure 2; Table 2).  At the level of individual SSD, J.W.’s right hemisphere inhibited on 

significantly more stop trials than his left hemisphere at SSD length of 50ms (X2 (1, N = 

64) = 10.54, p <0.01). The left hemisphere exhibited significantly faster response times 

than the right hemisphere (t(1127) = 3.90, p < 0.01; Figure 3) on correct go trials.   

 

3.4 Forced Choice Stop Signal Task  

Accuracy and response time data for the forced choice Stop Signal Task can be found in 

Table 1. Right and left hemispheres were first compared using total accuracy across all 

stop trials.  Chi-squared analysis revealed that J.W.’s right hemisphere inhibited a motor 
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response significantly more frequently than his left hemisphere (X2 (1, N =240) = 29.63, p 

< 0.01) across all SSDs.  Right and left hemispheres were then compared using accuracy 

data at each SSD individually (Figure 2; Table 2).  J.W.’s right hemisphere inhibited 

significantly more than the left hemisphere at SSDs of 100ms and longer (100ms: X2 (1, N 

= 40) = 5.63, p < 0.05; 150ms: X2 (1, N = 40) = 10.99, p < 0.01; 200ms: X2 (1, N = 40) = 

5.58, p < 0.05; 250ms: X2 (1, N = 40) = 6.47, p < 0.05). The right hemisphere had 

significantly slower response times than the left hemisphere (t(693) = 9.88, p < 0.01; Figure 

3) on correct go trials.   

 

3.5 Stop Signal Reaction Time  

SSRT was calculated for each hemisphere for single and forced choice Stop Signal Tasks 

as a measure of inhibitory ability. In the single choice Stop Signal Task, the left hemisphere 

SSRT was 329ms and the right hemisphere SSRT was 284ms. In the forced choice Stop 

Signal Task, the left hemisphere SSRT was 360ms and the right hemisphere SSRT was 

291ms.  Although we cannot test for statistically significant differences from one data 

point, the data suggest the right hemisphere exhibits shorter SSRT in both Stop Signal 

Tasks compared to the left hemisphere.  

 

4. Discussion 

In the current study, inhibitory performance was measured in a split-brain patient using a 

Go/No-Go task, a single choice Stop Signal Task, and a forced choice Stop Signal Task.  

A divided visual field design was used to probe the right and left hemispheres 

independently.  On all three tasks, the right hemisphere inhibited on a significantly greater 
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number of inhibitory trials than the left hemisphere.  Furthermore, the right hemisphere 

inhibited on significantly more inhibitory trials in the forced choice Stop Signal Task for 

stop trials with longer than 100ms SSD.  Although the right hemisphere exhibited 

significantly longer response times on all three tasks, the right hemisphere exhibited shorter 

SSRTs than the left hemisphere.   

 

The results from the current study indicate that the right hemisphere is superior to the left 

hemisphere when inhibiting a motor response.  Patient J.W.’s right hemisphere exhibited 

greater inhibitory accuracy than the left hemisphere on the go/no-go, the single choice SST, 

and the forced choice SST.  The superior performance of the right hemisphere on all three 

inhibitory tasks supports a dominant role for the right hemisphere in inhibitory control and 

complements the neuroimaging, lesion and TMS findings described earlier that implicate 

the right inferior frontal gyrus as a key source of inhibitory control in the brain (Aron et 

al., 2003; Aron et al., 2004; Garavan et al., 1999; Rubia et al., 2003).   

 

However, the extent to which these data support the primary role of the rIFG, specifically, 

in response inhibition is limited.  Because neuroimaging was not conducted in the present 

experiment and J.W. has intact subcortical architecture, the results from the current study 

do not indicate cortical compared to subcortical involvement in response inhibition.  It is 

possible that the superior performance of the right hemisphere is driven by predominance 

of the right STN and other basal ganglia circuitry during response inhibition rather than 

differences at the cortical level.  Regardless of the extent of cortical and subcortical 
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importance in response inhibition, here we show that the right hemisphere exhibits superior 

performance on three inhibitory control tasks.   

 

The right hemisphere displayed slower response times on go trials, which may indicate a 

more conservative response bias leading to greater inhibitory accuracy (i.e., a speed-

accuracy trade-off). Furthermore, J.W. is right handed, which may explain faster reaction 

times attributed to the left hemisphere on all three tasks.  To address these concerns, we 

calculated the SSRT for the left and right hemispheres on the two variants of the stop signal 

task.  The SSRT calculation accounts for differences in go response time by calculating the 

time to inhibit an already-initiated response, thereby adjusting for individual differences in 

response time (Logan, 1994). In the current study, calculating SSRT adjusted for the 

difference in response times between the two hemispheres. On both stop signal tasks, 

J.W.’s right hemisphere had faster SSRT values than his left hemisphere (45ms advantage 

on the single choice task and 69ms advantage on the forced choice task), further supporting 

the superior inhibitory abilities of the right hemisphere.  

 

Interestingly, patient J.W.’s left hemisphere was capable of inhibiting responses on stop 

and no-go trials, demonstrating that motor inhibitory control is not solely attributable to 

the right hemisphere.  In the Go/No-Go task, the left hemisphere responded on 100% of go 

trials and 62.5% of no-go trials.  In the singe choice Stop Signal Task the left hemisphere 

responded on 98.1% of go trials and 44.8% of stop trials.  In the forced choice Stop Signal 

Task the left hemisphere responded on 98.8% of go trials and 44.2% of stop trials.  The 
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decrease in responding rate for no-go and stop trials compared to go trials on all three tasks 

demonstrates the left hemisphere’s ability to countermand a motor response.    

 

As noted earlier, previous neuroimaging and lesion studies have demonstrated a role for 

the left hemisphere in response inhibition (Hirose et al., 2012; Swick et al., 2008) including 

a role for the left supramarginal gyrus in motor attentional control (Rushworth et al., 2001).  

In comparing these results with the large neuroimaging literature that has stressed the right 

hemisphere’s role in inhibitory control, it is worthwhile noting that the mass univariate 

thresholding commonly employed in imaging studies could miss sub-threshold activity.  

Further, neuroimaging studies that have stressed lateralized activation patterns (e.g., 

Garavan et al., 1999) rarely test if the above-threshold activation in one region is larger 

than the sub-threshold activation in its homologue in the other hemisphere.  

 

One limitation of the current study is the lack of a control subject. While participant J.W. 

provides a unique opportunity to examine independent functions of the left and right 

hemispheres, we acknowledge that his overall performance may be impaired due to his 

neurological condition.  However, even if so, we nonetheless believe that even in the 

presence of an overall impairment in performance, the different abilities of his two 

hemispheres is insightful – and, indeed, is the rationale underlying the body of research 

that investigates split-brain patients.   
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5. Conclusion 

The present results indicate that both the right and left hemispheres are capable of response 

inhibition with the right hemisphere successfully inhibiting more frequently and with 

shorter SSRTs.  Examining the callosotomy patient J.W. provided a unique opportunity to 

measure the left and right hemispheres independently of one another and offered a novel 

approach to addressing the lateralization of this core executive function.  

 

 

 

  



54	

Task Accuracy Mean Response Time  
Go/No-Go 		 		

Right Hemisphere 68% 304ms 
Left Hemisphere 38% 261ms 
Single Choice SST 	 		

Right Hemisphere 70% 481ms 
Left Hemisphere 55% 445ms 
Forced Choice SST   

Right Hemisphere 88% 577ms 
Left Hemisphere 56% 472ms 
	
Table 1. General descriptive statistics collapsed across all trials on the Go/No-Go, single 
choice Stop Signal Task, and forced choice Stop Signal Task.  Accuracy and Mean 
Response Time are provided separately for the right and left hemispheres.  Accuracy is 
listed as the percentage of successful inhibitory trials (no-go trials in the Go/No-Go task 
and stop trials in the two Stop Signal Tasks).  Mean Response Time is the average response 
time, in milliseconds, on all successful go trials.  In the Go/No-Go task there were 40 total 
no-go trials for each hemisphere, in the Single Choice SST there were 192 total stop trials 
for each hemisphere, and in the Forced Choice SST there were 120 stop trials for each 
hemisphere.  In all three tasks, the right hemisphere inhibited on significantly more 
inhibitory trials compared to the left hemisphere, and in all three tasks the left hemisphere 
exhibited significantly faster response times.  
 
 

Task SSD Right Hemisphere Left Hemisphere 
Single Choice SST 0ms 84% 75% 

 50ms* 94% 59% 
 100ms 81% 69% 
 150ms 69% 63% 
 200ms 53% 34% 

  250ms 38% 31% 
Forced Choice SST 0ms 100% 85% 

 50ms 90% 70% 
 100ms* 95% 65% 
 150ms* 90% 40% 
 200ms* 85% 50% 
 250ms* 65% 35% 

 
Table 2.  Accuracy data from the single choice Stop Signal Task and the forced choice 
Stop Signal Task for each Stop Signal Delay (SSD).  Accuracy is listed as the percentage 
of successful inhibitory trials.  In the Single Choice SST, there were 32 stop trials presented 
at each stop signal delay for each hemisphere.  In the Forced Choice SST, there were 20 
stop trials presented at each stop signal delay for each hemisphere.  The ‘*’ after the SSD 
indicates a significant difference in accuracy between the two hemispheres at the given 
SSD.   
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Figure 1.  Task design and performance accuracy on no-go trials for the Go/No-go task.  
A. Task design.  X’s (go signal) were presented equally often in both left and right visual 
fields.  Presentation of the Y indicated a no-go trial, and the Y’s were presented equally 
often in both left and right visual fields.  B.  Accuracy data for no-go trials. Right 
hemisphere (left visual field) performance is plotted as the white bar and left hemisphere 
(right visual field) performance is plotted as the black bar.  The right hemisphere had 
significantly fewer errors on no-go trials compared to the left hemisphere, as indicated by 
the *.    
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Figure 2.  Performance on the two variants of the stop signal task. A.  Experimental design 
of the forced choice stop signal task.  Note that the design for the single choice task was 
identical, except all go stimuli were the letter X.  B. Percent error performance on stop 
trials across the six SSDs for the single choice task.  The right hemisphere exhibited 
significantly fewer errors than the left hemisphere only at SSD length of 50ms, as indicated 
by the *.  C. Percent error performance on stop trials across the six SSDs for the forced 
choice task.  The right hemisphere exhibited significantly fewer errors than the left 
hemisphere at SSDs of 100ms and greater, as indicated by the *.   
  



57	

	
	
Figure 3.  Average response time for all successful “go” trials in the three different tasks 
are plotted.  White bars indicate response times for the right hemisphere (“RH”; stimuli 
presented in the left visual field) and black bars indicate response times for the left 
hemisphere (“LH”; stimuli presented in the right visual field).  For all three tasks, response 
times were significantly faster for the left hemisphere, as indicated by the *.  Error bars 
represent +/- 2 standard error.  
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CHAPTER THREE  
 
A longitudinal study of inter- and intra-individual differences in stop-related 
activity  
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Abstract 
Given the maturational patterns of brain development, adolescence is an ideal age to 

measure the age-related changes in the neural mechanisms of inhibitory control.  Here, 

we examine both the functional correlates of Stop Signal Task performance, and the age-

related differences in the functional mechanisms of response inhibition in a large, 

longitudinal sample.   At age 14 and age 19, similar patterns of stop-related activation 

were associated with task performance. Superior performance was associated with greater 

right inferior frontal gyrus (rIFG) activation, as well as greater activation in a set of 

regions potentially involved with a stimulus-detection and attention-orienting system. 

However, at age 14 stop signal reaction time (SSRT) was also positively associated with 

default mode network activity, and at age 19 performance was also negatively associated 

with left amygdala activity. In the absence of within-subject differences in SSRT between 

ages 14 to 19, there were significant decreases in functional activation associated with 

successful inhibition. The potential mechanisms by which activity decreases over time 

while performance remains stable are discussed. 

Keywords: Adolescence; Inhibitory Control, Stop Signal Task  
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INTRODUCTION  
 

Human brain development progresses in a posterior to anterior manner, with the prefrontal 

cortex being the last area of the brain to mature (Davis, Dennis, Daselaar, Fleck, & Cabeza, 

2008; Galvan et al., 2006; Giedd et al., 1999).  One of the primary functions of the 

prefrontal cortex is considered to be inhibitory control (Barkley, 1997; Bick & Nelson, 

2016; Bourgeois, Goldman-Rakic, & Rakic, 1994; Miller & Cohen, 2001; Stevens, Kiehl, 

Pearlson, & Calhoun, 2007).  Given this developmental trajectory, there is a period during 

development when other regions of the brain, such as limbic areas, may be more developed 

than the prefrontal cortex, and thus behaviors can be guided more from limbic and 

emotional reactivity with little inhibition.  This developmental imbalance typically occurs 

in the adolescent age, and adolescents can exhibit an increase in impulsive and risk-taking 

behaviors, poor decision making, and heightened emotional reactivity (Casey, Jones, & 

Hare, 2008). Improvements in the ability to maintain goal-directed behaviors and inhibit 

immediate, impulsive responses is considered to reflect prefrontal development and mark 

the transition out of adolescence (Bedard et al., 2002; Casey et al., 2008; Huizinga, Dolan, 

& van der Molen, 2006; Ridderinkhof, Band, & Logan, 1999).  

 

Studies examining the development of inhibitory control have found that performance on 

response inhibition tasks improves through childhood and adolescence, peaking in young 

adulthood. A common task used to assess inhibitory control is the Stop Signal Task, 

wherein participants must inhibit an already initiated motor response (Logan & Cowan, 

1984; Logan, Cowan, & Davis, 1984).  The performance measure of the Stop Signal Task, 

the stop signal reaction time (SSRT), is an index of the speed by which an individual can 
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process a stop signal and countermand the preceding motor response.  Faster SSRT values 

indicate a faster stopping process, and reflects superior inhibitory ability.  Previous work 

by Williams and colleagues mapped the performance of 275 participants aged 6 to 81 years 

on the Stop Signal Task. The researchers found that SSRT decreased until ages 18-29, at 

which point it plateaued, and then declined later in life (Williams, Ponesse, Schachar, 

Logan, & Tannock, 1999).  Similarly, Huizinga and colleagues found improvements in 

SSRT through age 15, but performance did not improve after age 21 (Huizinga et al., 2006).  

 

Multiple reports have explored developmental differences in the functional brain activity 

associated with response inhibition, with many of these studies comparing neural activity 

between children, adolescents, and adults.  A common finding in this literature is that as 

age increases, less activity in the prefrontal cortex is required to successfully inhibit a motor 

response (Durston et al., 2006, 2002; Shaw et al., 2006; Urry et al., 2006; Velanova, 

Wheeler, & Luna, 2008).  Children exhibit greater activation than adolescents, and 

adolescents exhibit greater activation than adults during inhibitory tasks (Velanova et al., 

2008).  Additionally, Durston and colleagues found widespread decreases in activation 

from age 9 to 11 in a small-sample longitudinal study of children (Durston et al., 2006).  

Some researchers hypothesize that the greater activation in younger participants represents 

the relatively immature architecture of young prefrontal cortex, with greater activation 

being required to perform the task (Bokura, Yamaguchi, & Kobayashi, 2001; Jonkman, 

2006).  However, research focused specifically on adolescent age-related changes in 

functional activation during successful inhibition is relatively sparse.  
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Research has also explored the neural correlates of response inhibition performance.  

Notably, studies examining this relationship have found that greater activation in the right 

inferior frontal gyrus (IFG), the pre-supplementary motor area, and aspects of the basal 

ganglia are correlated with better inhibitory performance (Chao, Luo, Chang, & Li, 2009; 

Chikazoe et al., 2009; Congdon et al., 2010; Duann, Ide, Luo, & Li, 2009; Ray Li, 2006; 

Ray Li, Yan, Sinha, & Lee, 2008; Whelan et al., 2012).  Furthermore, in attention deficit 

hyperactivity disorder (ADHD), in which inhibitory control is significantly impaired, 

individuals exhibit decreased prefrontal activation relative to nonclinical controls (Casey 

et al., 1997; Rubia et al., 1999; Rubia, Smith, Brammer, Toone, & Taylor, 2005).  However, 

previous research has failed to examine how the relationship between activation and 

performance changes over time.  It is possible, particularly during adolescence when the 

prefrontal cortex undergoes substantial developmental change, that the functional 

correlates of response inhibition performance change as stop-related activity decreases.   

 

The objective of the current study is two-fold.  First, the current study will examine inter-

individual differences in stop-related activity associated with Stop Signal Task 

performance.  Second, the current study will examine age-related intra-individual changes 

in the magnitude of stop-related activity, and how these are associated with age-related 

intra-individual changes in Stop Signal Task performance.  
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METHODS 

Participants  

538 participants from the large, longitudinal neuroimaging study, IMAGEN 

(https://imagen-europe.com) were selected for the current study. Here, data collected at the 

baseline collection time (target age = 14) and the second follow-up collection time (target 

age = 19) were examined. Participants were included in the current study if both quality-

controlled behavioral and neuroimaging data were available at both time points. The 

average age of participants at baseline was 14.53 (SD = 0.44) years and 19.06 (SD = 0.76) 

at follow-up.  The 538 participants were composed of 242 females and 296 males, 472 of 

whom were right-handed and 66 were left-handed.  Participants were equally sampled 

across the eight different data collection sites of this multi-site European study.   

 

The Stop Signal Task 

All participants completed the IMAGEN version of the Stop Signal Task (SST) during 

functional MRI acquisition at both baseline and follow-up.  Standardized hardware for 

visual stimulus presentation was used at all scanning locations (NordicNeurolabs, 

www.nordicneurolab.com). On go trials, arrows pointing to the left required a left-hand 

button response, and arrows pointing to the right required a right-hand button response.  

For baseline, 80 stop trials were pseudorandomly mixed with 300 go trials, and at follow-

up 60 stop trials were pseudorandomly mixed with 300 go trials.  Stop trials consisted of 

an arrow pointing up (stop signal) that quickly followed the go signal.  The task used a 

tracking algorithm wherein the Stop Signal Delay (SSD) was continuously manipulated 

based on a subject’s performance (Logan, Schachar, & Tannock, 1997).  The goal of the 
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tracking algorithm was to arrive at 50% accuracy on stop trials for all participants.  The 

initial stop trial SSD was 150ms, and varied by 50ms based on performance on the previous 

trial (increasing to make the next stop trial more difficult if the participant successfully 

inhibited on the previous stop trial and decreasing to make the next stop trial easier if the 

participant failed to successfully inhibit on the previous stop trial). Stop Signal Reaction 

Time (SSRT) was computed as described previously (Whelan et al., 2012) and involved 

subtracting the median SSD of all successful stop trials from the nth percentile go reaction 

time, where n represents the percentage of successful inhibitions.  

 

Quality control for neuroimaging data at both collection times excluded images that 

contained excessive motion (i.e., mean framewise displacement > 0.9mm as indicated by 

Siegel et al., 2014).  Stop Signal Task performance quality control was performed on 

follow-up data in accordance with Congdon et al., 2012 (i.e. >50ms SSRT, percent 

successful inhibition between 25% and 75%, less than 10% erros on go trials, and fewer 

than 10 stop trials in which the participant responded before the onset of the go signal).  

For quality control of task performance at baseline, please refer to (Whelan et al., 2012).  

Any participants that failed to meet performance or neuroimaging data requirements were 

excluded from the study.   

 

FMRI Acquisition and Analysis 

MRI was performed at the eight IMAGEN assessment sites (London, Nottingham, Dublin, 

Mannheim, Dresden, Berlin, Hamburg, and Paris) with 3T whole body MRI systems made 

by four manufacturers (Siemens: 4 sites, Philips: 2 sites, General Electric: 1 site, and 
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Bruker: 1 site). For structural images, high-resolution anatomical MRIs were acquired with 

three-dimensional T1 weighted magnetization prepared gradient echo sequence 

(MPRAGE), with 2300ms TR and slice thickness of 1.1mm.  For functional images, blood 

oxygenation level dependent (BOLD) fMRI images were acquired with a gradient-echo 

echoplanar image sequence using a relatively short echo-time, with 2200ms TR and slice 

thickness of 2.4mm.  Image acquisition parameters were held constant across all sites to 

ensure comparison of fMRI data across the different image acquisition facilities.  Image 

acquisition parameters were also held constant from baseline to follow-up.  Full a full 

description of the MRI acquisition, quality control procedures, and multi-site 

standardization, see Schumann et al., 2010. 

Baseline and follow-up images were processed using the same protocol.  Functional image 

processing included realignment, slice-timing correction, movement correction, non-linear 

warping into MNI space using a custom EPI template, and Gaussian-smoothing at 5mm 

full width half maximum.  The custom EPI template was constructed as an average 

template of images collected from both baseline and follow-up to ensure warping was equal 

across both sampling times.  Using automatic spike detection, any time points containing 

artifact were regressed out of each subject’s data. All first level analysis contrast images 

were generated using Statistical Parametric Mapping (SPM) version 8.   

Activation contrast images were computed using a general linear model with an auto-

regressive noise model. Based on behavioral records relative to each collection time, each 

participant's design matrix included regressors for the different trials in the task and six 

motion regressors (3 for translational and 3 for rotational movement) included as nuisance 

variables. Regressors modeling the experimental conditions were convolved using SPM's 
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default hemodynamic response function. Task condition regressors included stop success 

trials, stop failure trials, trials on which the go response was too late and trials on which 

the go response was wrong (if any). Contrast images were generated for successful stops 

(stop success) against the implicit baseline of the go success condition while removing 

variance associated with the other regressors in the design matrix, as this has been the 

model used previously on the IMAGEN dataset (Whelan et al., 2012). For all contrast 

images, intensity in each voxel represents the estimated percent BOLD signal change 

associated with the regressor.   

Statistical Analysis  

Univariate t-tests were used to measure baseline and follow-up stop-related activity against 

zero (i.e., the null hypothesis of no task-induced activation). Paired-sample t-test was used 

to measure the within subject change in stop-related activity from baseline to follow-up. 

Linear regressions were performed separately at baseline and follow-up to measure the 

stop-related activity associated with SSRT derived from behavioral data at the respective 

collection time. Additionally, the relationships between change in stop-related activity 

from baseline to follow-up and change in SSRT from baseline to follow-up were tested.  

For these analyses, voxel-wise analysis were performed, restricted to a grey matter mask, 

using the AFNI software program 3dttest++ (Cox, 1996).  Correction for multiple 

comparisons was employed using the optional 3dttest++ input “clustsim,” yielding unique 

significant cluster thresholds for each analysis (reported in the results).  For linear mixed 

effects, AFNI’s 3dLME was used to explore the difference from baseline to follow-up in 

the correlation between SSRT and stop-related BOLD activation.   
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RESULTS  

Demographic and behavioral data 

Within subject age-related changes in SSRT were tested to examine if inhibitory control 

improved from baseline to follow-up.  To test within subject effects, repeated measures 

analysis of covariance (ANCOVA) was performed with SSRT as the dependent variable, 

data collection time as a repeated measure, and age at baseline, change in age from baseline 

to follow-up, sex, site of scan acquisition, and handedness as covariates.  SSRT at baseline 

(M = 216.19, SD = 36.33) was not significantly different than SSRT at follow-up (M = 

210.12, SD = 36.42; f(1, 526) = 0.801, p = 0.37).  Thus, any age-related differences in stop-

related activity are interpreted in light of an absence of age-related changes in task 

performance.   

 

Stop-related activity at baseline and at follow-up 

Separately for each collection time, all 538 participants’ activation were included in a 

group level t-test against zero, with age, sex, site of scan acquisition, and handedness 

included as covariates.  Displayed in Figure 1, the activation and deactivation patterns for 

subjects at baseline and follow-up are qualitatively quite similar.  

 

Changes in stop-related activity from baseline to follow up 

To examine quantitatively the within-subject change in the magnitude of activation during 

successful stop trials between baseline and follow-up, a voxel-wise whole-brain paired 

sampled t-test was performed using AFNI 3dttest++.  Age at baseline, change in age from 

baseline to follow-up, sex, site of scan acquisition, and handedness were included as 
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covariates in the t-test.  At a whole-brain correction for false discovery rate of a < 0.05, 

the “clustsim” option in AFNI 3ddttest deemed clusters of at least 32 contiguous voxels 

significant if all voxels in the cluster exhibited difference in activation at a level of a < 

0.001.  

 

Multiple regions displayed a significant decrease in stop-related activity from baseline to 

follow-up, and one region displayed a significant increase in stop-related activity from 

baseline to follow-up (Figure 2; Figure 3; Table 1).  Significant clusters displaying an age-

related decrease in activation were observed in the dorsal aspects of the right and left 

inferior frontal gyri, the right and left parietal lobules, a midline occipital region including 

aspects of the primary visual cortex, the pre-supplementary motor area, the right superior 

frontal gyrus, and a region that included aspects of both the right inferior frontal gyrus and 

the right anterior insula.  An age-related increase in activation was observed in a cluster 

including regions of both the left inferior frontal gyrus and the left anterior insula.   

 

Baseline BOLD correlates of SSRT 

A voxel-wise whole-brain linear regression was performed to identify baseline stop-related 

activity correlated with baseline SSRT. AFNI 3dttest++ was used including baseline SSRT 

as the independent variable and baseline age, sex, site of scan acquisition, and handedness 

as covariates in the model.  For this analysis, with a whole-brain correction for false 

discovery rate at a < 0.05, the “clustsim” option yielded a significance cluster threshold of 

33 contiguous voxels in which all voxels displayed a correlation level of a < 0.001.  Three 

significant clusters emerged from this analysis (Figure 4, Table 1).  In a cluster in the right 
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occipital cortex and a cluster encompassing regions in both the right inferior frontal gyrus 

and the right anterior insula, there were significant negative correlations between stop-

related activity and SSRT.  These regions typically exhibit positive activation during 

successful stopping (See Figure 1), thus greater activity in these regions was associated 

with faster SSRT.  In the ventral medial prefrontal cortex (vmPFC), there was a significant 

positive correlation between stop-related activity and SSRT.  Post-hoc activation extraction 

revealed the vmPFC typically is deactivated during successful stopping (see Supplemental 

Figure 1).  The positive correlation with SSRT indicates faster SSRT is associated with 

greater deactivation in this region, whereas slower SSRT is associated with less 

deactivation in this region. 

 

Follow-Up BOLD correlates of SSRT 

A separate linear regression was performed to examine follow-up stop-related activity 

associated with follow-up SSRT.  A voxel-wise whole-brain linear regression was 

performed using AFNI 3dttest++, including follow-up SSRT as the independent variable, 

and follow-up age, sex, site, and handedness as covariates in the model.  With a whole-

brain correction for false discovery rate at a < 0.05, the “clustsim” threshold for significant 

clusters was 31 contiguous voxels in which all voxels displayed a correlation with SSRT 

at a level of a < 0.001.  Five significant clusters emerged from this analysis, all exhibiting 

a negative correlation with SSRT (Figure 5, Table 1).  The significant clusters include: 

large, bilateral clusters encompassing the occipital cortex and aspects of the anterior lobe 

of the cerebellum, a cluster in the midline thalamus, a left subcortical cluster including the 

amygdala and surrounding tissue, and a cluster including aspects of the right inferior frontal 
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gyrus and the anterior insula.  The negative correlation between activation in all clusters 

and SSRT indicates greater activation in these regions was associated with faster SSRT.   

 

Sub-threshold overlap between Baseline and Follow-up Correlates of SSRT 

Some regions that display a significant relationship between SSRT and stop-related BOLD 

activation at baseline also demonstrate a similar relationship at follow-up, while other 

regions appear to be unique to their respective collection time.  For example, both baseline 

and follow-up analyses reveal correlations in the right inferior frontal gyrus and anterior 

insula, as well as areas of the right occipital cortex.  However, some correlates appear to 

be unique, such as the vmPFC is only correlated with SSRT at baseline, and the left 

occipital, left subcortical, and thalamus only exhibit a correlation at follow-up. To probe 

the degree to which these relationships are unique to each time-point, the correlation 

thresholds at each collection time were reduced to a < 0.005, and cluster threshold size 

was kept at 33 voxels for baseline and 31 voxels for follow-up (thus these are uncorrected 

for whole-brain comparisons). At this lower threshold, baseline correlates of SSRT also 

include bilateral occipital regions and the thalamus, but not the left subcortical region 

(Figure 6).  For follow-up, the lower threshold correlates of SSRT do not yield effects in 

the vmPFC.  Thus, it is possible that only the vmPFC is a unique baseline correlate of SSRT 

and only the left subcortical region is a unique follow-up correlate of SSRT, whereas the 

other regions are correlated, albeit subthreshold, with SSRT at both collection times.   
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Whole-Brain Linear Mixed Effects  

Next, an analysis was performed to examine regions in the brain where the correlation 

between stop-related BOLD activity and SSRT changed significantly from baseline to 

follow-up.  For this analysis, a linear mixed effects model was computed voxel-wise across 

the whole brain using AFNI 3dLME.  This model explores regions that exhibit an 

interaction between SSRT and Collection Time (baseline and follow-up) on stop-related 

BOLD activity.  With a whole-brain correction for false discovery rate at a < 0.05 the 

AFNI command “3dClustSim,” computed interaction effects significant if at least 121 

contiguous voxels exhibited an effect of at least a < 0.001.  There were no significant 

clusters showing an interaction effect between Collection Time and SSRT, suggesting there 

were not significant within-subject changes in the correlation between stop-related BOLD 

activity and SSRT from baseline to follow-up.   

 

Changes in stop-related BOLD activity correlation with changes in SSRT 

A secondary analysis was performed measuring the relationship between the change in 

stop-related activity from baseline to follow-up and the change in SSRT from baseline to 

follow-up.  Using AFNI 3dttest++, the effect of change in SSRT from baseline to follow-

up was examined on the difference in stop-related activity from baseline to follow-up.  

Baseline SSRT, age at baseline, change in age from baseline to follow-up, sex, site of scan 

acquisition site, and handedness were also included in the model as covariates.  The 

“clustsim” option in AFNI 3dttest++, with a false discovery rate correction at a < 0.05, 

yielded significant clusters of 31 contiguous voxels, in which each voxel exhibited the 

examined relationship at a level of a < 0.001.   
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Three clusters exhibited a significant relationship, all demonstrating a negative correlation 

between change in stop-related BOLD activation and change in SSRT.  Clusters were 

found in the right and left occipital cortex, and one cluster was found in a left subcortical 

region including aspects of the parahippocampal gyrus, amygdala, and ventral striatum 

(Figure 7).  This data suggests that a decrease in SSRT from baseline to follow-up is 

associated with an increase in activity in these regions, while an increase in SSRT from 

baseline to follow-up is associated with a decrease in activity in these regions (See 

supplemental figure 3).  Thus, individuals that showed improvements in SSRT from 

baseline to follow-up (decrease in SSRT) also showed increases in stop-related activity in 

these regions.      

 

 

DISCUSSION 

The goal of the current study was to examine the age-related changes in the neurobiological 

mechanisms of response inhibition using a longitudinal sample of adolescents.  Given the 

literature regarding the development of inhibitory control, and what is currently understood 

about the maturational patterns of brain development, adolescence is a particularly 

interesting age to examine age-related changes in this domain.  Here, Stop Signal Task 

performance and functional activation from successful stop trials in 538 adolescents were 

examined at age 14 and again at age 19.   
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Although there were no significant within-subject changes in performance, participants 

exhibited widespread age-related decreases in the magnitude of activation required to 

inhibit an already initiated motor response, and one region demonstrated an age-related 

increase in activation over time.  The functional correlates of performance at baseline 

remained qualitatively similar at follow-up, with the exceptions that activation in the 

vmPFC was only significantly correlated with performance at baseline and activation in a 

left subcortical region was only significantly correlated with performance at follow-up.  

However, a whole-brain linear mixed effects exhibited no interaction between collection 

time and SSRT, suggesting that collection time did not significantly moderate the 

relationship between performance and activation.  Lastly, three regions exhibited a 

significant relationship between the change in activation and change in performance from 

baseline to follow-up, suggesting an increase in activity in these specific regions was 

associated with slight improvements in task performance. 

 

With the lack of within-subject, age-related differences in SSRT, the results should be 

interpreted in the context of no observable change in inhibitory control across the sample.  

Interestingly, although there is no age-related improvement in task performance, there is 

an age-related decrease in the magnitude of activation during successfully inhibited stop 

trials in bilateral dorsal IFG, bilateral parietal lobules, a midline occipital region, the 

presupplemtary motor area, the right SFG, and a region including aspects of both the right 

IFG and right anterior insula.  Interestingly, these are regions that demonstrate a positive 

BOLD signal change during successful stop trials at both time points (see Figure 1 and 
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Figure 3), indicating they may be meaningfully involved in response inhibition.   Therefore, 

these effects are not likely a decrease of excessive or irrelevant brain activation over time.  

 

The absence of within-subject changes in performance coupled with decreased activation 

suggests that as individuals age from 14 to 19 years, less activation is required to achieve 

the same level of inhibitory control, and thus the neural mechanisms of response inhibition 

may become more efficient over time.  These results agree with previous reports by 

Durston and colleagues demonstrating an age-related decrease in magnitude of activation 

(Durston et al., 2006, 2002).  However, Durston examined children (9-11 years), whereas 

the current study examined adolescents.  It is possible that the age-related decreases in 

stop-related activity begin before adolescence and continue into young adulthood.  The 

lack of within-subject improvements in task performance is not surprising given that 

previous reports have also noted a plateau in improvements during this age period (14-19 

years) with performance on the Stop Signal Task peaking in young adulthood (Huizinga et 

al., 2006; Williams et al., 1999).  The current study adds to these previous reports in that 

the results here suggest that despite the plateau in behavioral improvement in inhibitory 

control, the neural mechanisms associated with response inhibition continue to exhibit age-

related changes.     

 

Additionally, an increase in stop-related activity was observed in the left IFG and anterior 

insula from baseline to follow-up.  This was the only region in the brain to exhibit a 

significant age-related increase in stop-related activity.  The left IFG has previously been 

reported to play an important role in response inhibition (Swick, Ashley, & Turken, 2008).  
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Some researchers have also found age-related increases in left hemisphere activation 

during successful response inhibition in adult samples (Cabeza et al., 1997; Garavan, 

Hester, Murphy, Fassbender, & Kelly, 2006; Nielson, Langenecker, & Garavan, 2002).  

This result could reflect a delayed maturation of the left hemisphere’s role in response 

inhibition.  While others have demonstrated an age-related increase in left IFG response 

inhibition activity in adults, Durston and colleagues found an age-related increase in right 

IFG response inhibition activity in children (Durston et al., 2006).  Additionally, it has been 

argued that the right hemisphere develops relatively earlier than the left hemisphere 

(Thatcher, Walker, & Giudice, 1987).  Thus, the age-related increase in left IFG and 

anterior insula stop-related activity found here may reflect similar, but relatively delayed, 

developmental patterns as previously reported for the right IFG (Durston et al., 2006).  

 

The functional correlates of SSRT at baseline and follow-up are, for the most part, 

qualitatively similar.  At baseline, SSRT was negatively correlated with aspects of the right 

IFG and anterior insula, and a region in right occipital cortex, and SSRT was positively 

correlated with a region in the vmPFC.  At follow-up, SSRT was negatively correlated with 

bilateral occipital regions, aspects of the thalamus, the right IFG and anterior insula, and a 

left subcortical region including aspects of the parahippocampal gyrus and the amygdala.  

However, at slightly lower thresholds, all but the vmPFC and left subcortical regions 

exhibit correlations at both time points. Thus, the right IFG and anterior insula, occipital 

regions, and the thalamus may be developmentally stable correlates of performance. All 

relationships between SSRT and these regions are negative, and indicate that greater 

activity in these regions is associated with better performance (faster SSRT).  The 
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combination of occipital, thalamic, and anterior insula regions may represent a functionally 

interconnected set of regions involved with salience detection in top-down control for goal-

directed behavior.  These areas have been included in a proposed network of regions that 

work to direct attention towards goal-relevant stimuli (Corbetta & Shulman, 2002; Uddin, 

2014).  Thus, these regions may be working to direct attention towards the change in goal 

behavior represented by the presentation of the stop signal (i.e. a change from responding 

to not responding).  

 

Because the vmPFC is considered a part of the Default Mode Network (DMN; Greicius, 

Krasnow, Reiss, & Menon, 2003; Raichle et al., 2001), the positive relationship between 

SSRT and vmPFC activity at baseline may reflect task-related deactivation of the DMN.  

The DMN is considered a functionally connected set of regions that are active during the 

absence of an extraneous task.  During task-directed behavior, the activity in the DMN is 

thought to decrease, allowing the task-relevant areas to execute the required behavior. This 

notion is supported here, as less deactivation in the vmPFC at baseline was correlated with 

worse performance on the task, suggesting individuals who were unable to deactivate the 

vmPFC upon presentation of the stop signal performed poorly.   Interestingly this 

relationship was not apparent at follow-up, suggesting that individuals were more able to 

deactivate the DMN and activate the task-relevant regions during successful response 

inhibition.   

 

The left subcortical area that included the amygdala as well as aspects of the 

parahippocampal gyrus and ventral caudate was negatively correlated with SSRT only at 
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follow-up.  Additionally, a similar region showed a significant relationship between change 

in activation and change in SSRT, indicating an increase in activity from baseline to follow-

up was related to an improvement in performance.  The amygdala has been associated with 

relevance detection, particularly with stimuli or input that is considered fearful (Anderson 

& Phelps, 2001).  However, some reports have argued that the role of the amygdala extends 

beyond detection of fearful stimuli and can be generalized to detection of goal-relevant 

novel stimuli (Ousdal et al., 2008; Sander, Grafman, & Zalla, 2003).  The combination of 

findings of age-related increases in activity associated with age-related decreases in SSRT 

and greater activity associated with faster SSRT at follow-up suggest that better detection 

of the stop signal through a mechanism involving the amygdala leads to better response 

inhibition.   

 

Stop-related activity in the right IFG and anterior insula exhibited a negative correlation 

with SSRT at baseline and at follow-up, but also showed a significant decrease in activity 

over time. Although the magnitude of stop-related activity decreases with age, this area 

appears to be a developmentally stable correlate of response inhibition performance.  We 

hypothesize that the decrease in magnitude of functional activation may coincide with an 

increase in the degree of functional connectivity among the regions involved with this task.  

Particularly with the right IFG and anterior insula, although there is significantly less 

activity at follow-up, the activity remains correlated with performance.  A stronger 

functional connection among the right IFG and anterior insula and other regions in the task 

may compensate for the loss of activity over time while maintaining the correlation with 

performance.  Future studies should explore the development of the functional connections 
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with the right IFG and anterior insula during successful response inhibition throughout 

adolescence.   

 

The results from the current report also indicate a potential area of concern.  Although there 

is vast activation associated with successful stop trials (see Figure 1), little of this activity 

is correlated with task performance at either collection time. It is possible there are multiple 

factors that contribute to these sparse effects.  First, it may be the case that amplitude of 

activation is not the ideal metric for capturing individual differences in response inhibition.  

Rather, individual differences in task performance may best be captured by the functional 

connectivity among a set of regions involved with the task.  Also, it is possible that not 

including the unsuccessful stop trials while examining individual differences neglects 

meaningful differences in activity.  The difference in activation between successful and 

unsuccessful stop trials may inform how some individuals perform better on this task than 

others.  

 

Lastly, a better measure of activation, rather than average BOLD signal change for all 

successful stop trials, may provide a better representation of individual differences.  In the 

Stop Signal Task, an algorithm adapts the difficulty of the trials to meet the participants’ 

abilities.  Superior inhibitors can inhibit trials with longer stop signal delays, while poor 

inhibitors are only able to inhibit trials with shorter stop signal delays.  The maximum 

successful stop signal delay from a superior inhibitor will be longer than that of a poor 

inhibitor.  However, when stop-related BOLD activity is captured, this variance is 

somewhat neglected as only the average activity from all successfully inhibited stop trials 
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is included. It is possible that the important variance that explains individual differences in 

performance is associated with the maximum performance a participant can achieve, and 

this variance is attenuated by only extracting the average activation.  Or it is possible that 

another metric, such as the increase in activation based on stop signal delay length, would 

capture these subtle individual differences as well.  Regardless, we believe a better measure 

of stop-related activity would better capture individual differences in response inhibition.   

  



83	

 
 

 
Figure 1. Whole-brain activation and deactivation patterns for successful stop trials at 
baseline and follow-up.  Positive changes in percent BOLD signal change are depicted in 
red (“activation”), and negative changes are depicted in blue (“deactivation”).  A mid-
sagittal, left sagittal, right sagittal, and axial at the level of the basal ganglia underlays are 
used for anatomical reference.   
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Figure 2.  Results from the paired-sample t-test comparing stop-related activity at baseline 
and follow-up.  The clusters depicted are those that survived whole-brain FDR correction 
using the “clustsim” option in AFNI 3dttest++ at a level of a < 0.05.  All voxels within 
these significant clusters exhibit a difference in activity (t = 3.296, p < 0.001).  Regions 
that exhibit a significant decrease in stop-related activity from baseline to follow-up are 
presented in blue, and regions that exhibit a significant increase in stop-related activity 
from baseline to follow-up are presented in red.  Please refer to Table 1 for size, in voxels, 
of these clusters along with the MNI coordinates of local maxima. See Figure 3 for 
graphical representation of age-related changes in BOLD activity in these regions.      
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Figure 3. Significant clusters exhibiting an age-related change in stop-related BOLD 
activity.  For each region, average activation across all 538 participants was extracted at 
baseline and follow-up.  Error bars represent +/- one standard error.  In all regions except 
for the lIFG/Anterior Insula, there was a significant decrease in activation from baseline to 
follow-up, and in the lIFG/Anterior Insula there was a significant increase in activation 
from baseline to follow-up.  Please refer to Figure 2 in the main text for visual 
representation of these regions.   
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Figure 4.  Stop-related BOLD activity correlated with SSRT at baseline.  All three 
significant clusters survived whole-brain FDR correction using the “clustsim” option in 
AFNI 3dttest++ at a rate of a < 0.05.  Each voxel exhibited a significant correlation with 
SSRT at least at a level of t = 3.277, p < 0.001.  Regions in blue depict areas that are 
negatively correlated with SSRT, thus greater activity in these regions is associated with 
shorter, faster SSRT.  The vmPFC is positively correlated with SSRT, and greater 
deactivation is associated with faster SSRT.  For cluster size and MNI coordinates of local 
maxima, refer to Table 1.   
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Figure 5. Stop-related BOLD activity correlated with SSRT at follow-up.  All significant 
clusters survived whole-brain FDR correction using the “clustsim” option in AFNI 
3dttest++ at a rate of a < 0.05.  Each voxel exhibited a significant correlation with SSRT 
at least at a level of t = 3.277, p < 0.001.  All regions are presented in blue as they are areas 
that are negatively correlated with SSRT, thus greater activity in these regions is associated 
with shorter, faster SSRT. For cluster size and MNI coordinates of local maxima, refer to 
Table 1.   
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Figure 6. Subthreshold correlates of SSRT at baseline (purple) and follow-up (green).  
When reducing the effect of SSRT correlation on stop-related activity from a < 0.001 to a 
< 0.005, the similar correlates of performance are found at baseline and follow-up. All 
regions, except for the vmPFC, exhibit a negative correlation with SSRT.  At the lower 
threshold, SSRT is correlated with baseline and follow-up activity in bilateral occipital 
regions, midline thalamus, and right inferior frontal gyrus and anterior insula, with 
considerable overlap between the baseline and follow-up correlates.  Activity is only 
correlated with SSRT in the vmPFC at baseline and in the left subcortical region at follow-
up.  
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Figure 7.  Correlation between the change in SSRT from baseline to follow-up and the 
change in stop-related BOLD activity from baseline to follow up.  All significant clusters 
survived whole-brain FDR correction using the “clustsim” option in AFNI 3dttest++ at a 
rate of a < 0.05.  Each voxel exhibited a significant correlation with SSRT at least at a 
level of t = 3.296, p < 0.001.  Age-related change in activation in the three regions is 
negatively correlated with age-related change in SSRT.  Refer to supplemental figures 3 
for a graphical representation of these relationships.   
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Table 1. List of significant clusters from 1) Within subject change in stop-related activity 
from baseline to follow-up, 2) functional correlates of SSRT at baseline, 3) functional 
correlates of SSRT at follow-up, and 4) the correlates between the age-related changes in 
BOLD stop-related activity and SSRT.  MNI coordinates of local maxima within the cluster 
and size in number of voxels is also listed for each cluster.  These details for each cluster 
correspond to the clusters expressed in Figures 2, 3, 4, and 5, respectively.    
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Supplemental Figure 1.  Activation of the vmPFC at baseline regressed against baseline 
SSRT.  The depicted values represent the adjusted relationship after accounting for age, 
sex, site of scan acquisition, and handedness as covariates.  Faster SSRT are correlated 
with greater deactivation of the vmPFC during successful stop trials.   
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Supplemental Figure 2.  Correlation between change in SSRT and change in stop-related 
BOLD activation in three significant clusters.  Both calculations were performed as Change 
= Follow-up – Baseline, thus negative values indicate an age-related decrease in the 
measurement. The depicted values represent the adjusted relationship after accounting for 
baseline age, change in age from baseline to follow-up, baseline SSRT, sex, site of scan 
acquisition, and handedness as covariates.  In all three regions, a decrease in SSRT was 
associated with an increase in activation, whereas an increase in SSRT is associated with a 
decrease in activation.   
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Abstract 
Research using the Stop Signal Task employing an adaptive algorithm to accommodate 

individual differences often report inferior performance on the task in individuals with 

ADHD, OCD, and substance use disorders compared to non-clinical controls.  

Furthermore, individuals with deficits in inhibitory control tend to show reduced neural 

activity in key inhibitory regions during successful stopping.  However, the adaptive 

algorithm systematically introduces performance-related differences in objective task 

difficulty that may influence the estimation of individual differences in stop-related neural 

activity.  This report examines the effect that these algorithm-related differences have on 

the measurement of neural activity during the stop signal task.   We compared two groups 

of subjects (n = 210) who differed in inhibitory ability using both a standard fMRI analysis 

and an analysis that resampled trials to remove the objective task difficulty confound.  The 

results show that objective task difficulty influences the magnitude of between-group 

differences and that controlling for difficulty attenuates stop-related activity differences 

between superior and poor inhibitors.  Specifically, group differences in the right inferior 

frontal gyrus, right middle occipital gyrus, and left inferior frontal gyrus are diminished 

when differences in objective task difficulty are controlled for.  Also, when objective task 

difficulty effects are exaggerated, group differences in stop related activity emerge in other 

regions of the stopping network.  The implications of these effects for how we interpret 

individual differences in activity levels are discussed. 

Keywords: response inhibition; stop signal delay; objective task difficulty  
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INTRODUCTION 

The ability to inhibit unwarranted behaviors and thoughts is considered a major component 

of executive functioning (Barkley 1997).  Inhibitory control is thought to be the central 

deficit in attention deficit hyperactivity disorder (ADHD; Casey et al. 1997; Quay 1997; 

Slaats-Willemse et al., 2003), and is also impaired in substance use disorders (Nigg et al., 

2006; Whelan et al., 2012) and obsessive compulsive disorder (OCD; Penades et al., 2007).  

In the laboratory, tasks examining aspects of motor response inhibition have been used to 

assess inhibitory control and identify impairments in this domain, and therefore it is critical 

that such tasks accurately describe inter-individual differences so that pathologies 

associated with impairments can be characterized appropriately.   

 

The Stop Signal Task (SST; Logan & Cowan, 1984) has, to a large extent, been a hallmark 

assessment for inhibitory control in neuroimaging and neurophysiological research. The 

SST is composed of go and stop trials. On go trials, the participant must respond rapidly 

via a button press to a “go signal.” However, on a minority of trials (stop trials; typically 

20-25% of trials), the go signal will be followed by a “stop signal,” indicating that the 

individual should attempt to countermand the already initiated response. On stop trials, the 

interval between the onset of the go signal and the onset of the stop signal is known as the 

stop signal delay (SSD), and this delay will determine the difficulty of successful 

inhibition. If the SSD is short (i.e. the stop signal appears very soon after the go signal is 

presented) it is easier to inhibit the motor response, and if the SSD is long it is more difficult 

to inhibit the motor response (Logan, 1994).  
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Often the SST employs an adaptive algorithm tracking procedure in which a participant’s 

performance dictates the SSD of the subsequent stop trial to reach an SSD that elicits 50% 

stopping accuracy. In the tracking procedure, successful stopping results in a longer SSD 

in the following stop trial, which reduces the probability of successful inhibition, and 

unsuccessful stopping results in a shorter SSD in the following stop trial, which increases 

the probability of successful inhibition. By equating accuracy on stop trials across all 

participants at approximately 50%, it is possible to quantitatively compare inhibitory 

abilities across participants.  The tracking procedure allows for simple calculation of the 

Stop Signal Reaction Time (SSRT), or the time required to inhibit an already initiated 

motor response (Logan, Schachar, & Tannock, 1997).  The SSRT is an indirect measure of 

inhibitory ability and commonly used as the main outcome variable of the SST.  

 

Numerous neuroimaging and neurophysiological studies have used the tracking SST to 

compare stop-related neural activity between groups of participants. The literature suggests 

that more impulsive responders (those with a longer SSRT) show decreased neural activity 

in key response inhibition regions of the brain. First, there is a sizeable behavioral literature 

suggesting individuals with ADHD perform poorly on the SST (for reviews, see Alderson, 

Rapport, & Kofler, 2007; Lijffijt et al., 2005; Oosterlaan et al., 1998).  Supplementing the 

behavioral studies on the SST and ADHD, fMRI studies have also found that individuals 

with ADHD performed worse compared to controls, as noted by longer SSRT, and this 

poor performance was associated with reduced activity in the right mesial frontal cortex, 

right inferior prefrontal cortex, and left caudate (Rubia et al., 1999; Rubia et al., 2005) as 

well as the right pre-supplementary motor area, right dorsolateral prefrontal cortex, and 
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right basal ganglia structures (Dickstein et al., 2006; Hart et al., 2014; Passarotti et al., 

2010) during successful inhibition.  Event-related potential (ERP) studies have yielded 

similar results, finding decreased right frontal N2 and P3 amplitudes during successful 

stopping in individuals with ADHD during the SST (Liotti et al., 2005; Pliszka, Liotti, & 

Woldorff, 2000; Senderecka et al., 2012).  Furthermore, this prefrontal and basal ganglia 

hypoactivity observed in individuals with ADHD is attributed to response inhibition 

deficits in ADHD, rather than attentional deficits (Cubillo et al., 2009; Dickstein et al., 

2006; Hart et al., 2013, Morien-Zamir et al., 2014). These results indicate that a key feature 

of ADHD is poor performance on the SST, and, importantly, this is related to decreased 

activation of regions associated with response inhibition.   

 

In research examining healthy participants, normal variation in SST performance has also 

been associated with different levels of neural activity.  Multiple studies have reported 

significant negative correlations between SSRT and stop-related activity in key inhibitory 

control regions (Chikazoe et al., 2009; Chao et al., 2009; Congdon et al., 2010; Duann et 

al., 2009; Li et al., 2006; Li et al., 2008; Whelan et al., 2012), suggesting that increased 

inhibitory ability is associated with increased neural activity, consistent with the clinical 

findings above. Aron & Poldrack (2006) found that stop-related activity in the right inferior 

frontal cortex correlated negatively with SSRT and, using a median split of SSRT to create 

two groups of participants, found increased activity in the right inferior frontal cortex in 

the faster SSRT group.  These findings suggest that superior response inhibition 

performance, and therein superior inhibitory control, is associated with increased neural 

activity in regions associated with this executive function.   
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Despite the extensive literature demonstrating individual differences using the adaptive 

SST, there may be concerns with its suitability for determining inter-individual, and to 

some degree intra-individual, differences in neural activity.  Although the tracking 

procedure is designed to elicit equal subjective task difficulty across participants (meaning 

all participants inhibit at approximately 50% of stop trials), this results in unequal objective 

task difficulty across participants (meaning different participants reach 50% stopping 

accuracy at a range of SSDs).  That is, individuals who differ on inhibitory abilities will 

ultimately complete different versions of the SST. When an individual with relatively 

superior inhibitory abilities completes the task, he/she will be able to successfully inhibit 

at longer, more difficult SSDs, and, subsequently, the adaptive algorithm will increase the 

SSDs to ensure 50% inhibition rate for that individual. In contrast, a relatively poor 

inhibitor will complete shorter, easier SSDs to ensure their 50% accuracy. This is 

potentially problematic, especially considering that as SSD increases, activation increases 

in various inhibitory regions.  Aron & Poldrack (2006) found that SSD was positively 

correlated with activity in the right subthalamic nucleus, the right pre-supplementary motor 

area, and the right globus pallidus.  Therefore, the increased activity observed in superior 

inhibitors may be due to the higher demands of a more objectively difficult version of the 

SST rather than reflecting an inherent characteristic of the activation levels of superior 

inhibitors.   

 

Given the results from previous neuroimaging and neurophysiological work on the SST, it 

is difficult to discern if neural activation differences observed between superior inhibitors 
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and poor inhibitors reflect differences in inherent inhibitory abilities, or reflect differences 

in objective task difficulty.  This is of potential concern when considering the literature 

suggesting that a major deficit of ADHD is poor response inhibition coupled with hypo-

activation and considering the multiple reports finding SSRT scores correlate negatively 

with neural activity. The goal of the current study is to examine if group differences in 

stop-related activity are influenced by differences in objective task demands (i.e. the stop 

signal delay duration of successfully inhibited stop trials).  To accomplish this, we 

compared two groups of individuals that were selected based on differences in SSRT scores 

while performing the SST during fMRI acquisition.  We compared regional activity from 

the two groups in which subjective difficulty was equivalent (both groups perform at a 

similar successful inhibition rate) and in which objective difficulty was equivalent (both 

groups successfully inhibit an identical set of trials).  We hypothesized that group 

differences in regional activity observed in the subjectively equal condition would be 

attenuated when groups were compared during the objectively equal condition. 

 

METHODS 

 

Participants 

Neuroimaging data used in the current study were collected as part of the large, longitudinal 

neuroimaging study, IMAGEN (https://imagen-europe.com).  A description of participant 

recruiting procedures, assessment and data collection, and inclusion criteria has been 

previously described in Schumann et al (2010).  In the current study, we examined data 
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from 210 participants collected during the second neuroimaging time point (Mean age = 

18.96, SD = 0.72).  

 

The Stop Signal Task 

All participants completed the IMAGEN version of the Stop Signal Task (SST) during 

functional MRI acquisition.  Standardized hardware for visual stimulus presentation was 

used at all scanning locations (NordicNeurolabs, www.nordicneurolab.com). On go trials, 

arrows pointing to the left required a left-hand button response, and arrows pointing to the 

right required a right-hand button response.  60 stop trials were pseudorandomly mixed 

with 300 go trials.  Stop trials consisted of an arrow pointing up (stop signal) that quickly 

followed the go signal.  Difficulty of stopping was manipulated by varying the length of 

the stop signal delay (SSD) on each stop trial using a tracking algorithm based on 

participants’ performance (Logan, Schachar, & Tannock, 1997).  The goal of the tracking 

algorithm is to arrive at a 50% accuracy on stop trials for all participants.  The initial stop 

trial SSD was 150ms, and varied by 50ms based on performance on the previous trial 

(increasing to make the next stop trial more difficult if the participant successfully inhibited 

on the previous stop trial and decreasing to make the next stop trial easier if the participant 

failed to successfully inhibit on the previous stop trial).  The main performance measure of 

the SST, the Stop Signal Reaction Time (SSRT), was computed as described previously 

(Whelan et al., 2012).  SSRT was computed by subtracting the median SSD of all 

successful stop trials from the nth percentile go reaction time, where n represents the 

percentage of successful inhibitions.  

 



104	

Superior and Poor Inhibitors 

The goal of the present study was to examine how the tracking algorithm influences inter-

individual differences in stop-related activity, and therefore two groups of subjects were 

chosen that would best exhibit group differences.  The two groups of participants, superior 

and poor inhibitors, were defined based on SSRT performance values derived from the 

SST.  725 participants who had stop task neuroimaging data that passed quality control for 

excessive motion (i.e. mean framewise displacement < 0.9mm as indicated by Siegel et al., 

2014) were ranked based on their SSRT.  Superior inhibitors were the top 20% of 

participants with the fastest SSRT values (mean SSRT = 137ms) and the poor inhibitors 

were the bottom 20% of participants with the slowest SSRT values (mean SSRT = 250ms), 

resulting in 125 participants in each group.  Further task performance quality control was 

performed (in accordance with Congdon et al., 2012; i.e. >50ms SSRT, percent successful 

inhibition between 25% and 75%, less than 10% errors on go trials, and fewer than 10 stop 

trials in which the participant responded before the onset of the go signal).  Finally, after 

dropping participants from the analysis to ensure equal sample sizes in the two groups, the 

final sample size contained 210 participants with 105 in each group.  

 

AllSSD, CommonSSD, and UncommonSSD 

To examine the effects of objective task difficulty on inter-individual differences in stop-

related activity, we compared superior and poor inhibitors on three different subtypes of 

trials. In the first analysis, the AllSSD condition, activation maps for each participant were 

generated using all successful stop trials, as is standard in the neuroimaging literature.  

Here, the two groups are participating at equal subjective task difficulty (all participants 
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inhibiting on approximately 50% of stop trials), however the two groups were compared 

on a task that was objectively more difficult for the superior inhibitors (the superior 

inhibitors successfully inhibited on trials with longer SSDs; see Figure 1).   

 

The goal of the second analysis, the CommonSSD condition, was to examine group 

differences on a subset of trials that were equal in objective task difficulty (shaded region, 

Figure 1). The CommonSSD condition contained an equal number of trials at each SSD 

for the two groups (Table 1). To accomplish this, we randomly selected successful stop 

trials from each group so that both groups had the same number of successful stop trials at 

each SSD. Additionally, we matched the number of participants from each group that 

contributed to the analyses at each SSD (see Table 1). For example, at 250ms SSD, there 

were 45 poor inhibitors that successfully inhibited on 120 stop trials in total and there were 

101 superior inhibitors that successfully inhibited on 599 stop trials in total. To match these 

groups, we randomly selected 45 of the 101 superior inhibitors, and from the 45 selected 

participants, we randomly chose 120 successful stop trials.  This procedure was conducted 

for SSDs of 50-500ms.  The trials that were not selected for the CommonSSD condition 

comprised the UncommonSSD condition (unshaded region, Figure 1); these trials 

maximize the SSD confound between the superior and poor participants.  Therefore, the 

model for this analysis was identical to that of the AllSSD condition, except here all 

successful stop trials were assigned to either the CommonSSD or UncommonSSD trial 

types.    

 

 



106	

AllSSD-subsample 

The CommonSSD condition contains approximately half the number of trials used to 

generate activation contrasts in the AllSSD condition (48% of successful stop trials for the 

superior inhibitors and 53% of successful stop trials for the poor inhibitors; see Table 1).  

To control for the potential influence this loss of power may have when comparing results 

from the AllSSD to the CommonSSD condition, we created a third condition.  The AllSSD-

subsample condition is composed of 50% of trials randomly selected from the AllSSD 

condition of each participant.  In this manner, the AllSSD-subsample condition preserves 

the same group differences in the distribution of SSD length on successful stop trials as in 

the AllSSD condition, while also containing a similar number of trials used to generate 

activation contrasts as in the CommonSSD condition.   

 

FMRI Acquisition and Analysis 

Full a full description of the MRI acquisition, quality control procedures, and multi-site 

standardization please refer to Schumann et al., 2010. MRI Acquisition Scanning was 

performed at the eight IMAGEN assessment sites (London, Nottingham, Dublin, 

Mannheim, Dresden, Berlin, Hamburg, and Paris) with 3T whole body MRI systems made 

by four manufacturers (Siemens: 4 sites, Philips: 2 sites, General Electric: 1 site, and 

Bruker: 1 site).  Image acquisition parameters were held constant across all sites to ensure 

comparison of fMRI data across the different image acquisition facilities.  For structural 

images, high-resolution anatomical MRIs were acquired with three-dimensional T1 

weighted magnetization prepared gradient echo sequence (MPRAGE), with 2300ms TR 

and slice thickness of 1.1mm.  For functional images, blood oxygenation level dependent 
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(BOLD) fMRI images were acquired with a gradient-echo echoplanar image sequence 

using a relatively short echo-time, with 2200ms TR and slice thickness of 2.4mm.   

Functional image processing included realignment, slice-timing correction, movement 

correction, non-linear warping into MNI space using a custom EPI template, and Gaussian-

smoothing at 5mm full width half maximum.  Statistical Parametric Mapping (SPM) 

version 12 was used for generation of all first level analysis contrast images.  Activation 

maps were computed using a general linear model with an auto-regressive noise model. 

Based on behavioral records, each participant's design matrix included regressors for the 

different trials in the task and six motion regressors (3 for translational and 3 for rotational 

movement) included as nuisance variables. Regressors modeling the experimental 

conditions are convolved using SPM's default hemodynamic response function. Task 

condition regressors include stop success trials (more details below), stop failure trials, 

trials on which the go response was too late and trials on which the go response was wrong 

(if any). Contrast images are generated for successful (stop success) responses against the 

implicit baseline of the go success condition while removing variance associated with the 

other regressors in the design matrix, as this has been the model used previously on the 

IMAGEN dataset (Whelan et al., 2012). For all contrast images, intensity in each voxel 

represents the estimated percent BOLD signal change associated with the regressor.   

Three different design matrices were used in the current study to create activation contrasts 

for successful stop trials.  The three design matrices were identical except for how 

successful stop trials were modeled.  For the AllSSD condition, all successful stop trials 

were included in the “stop success” regressor, generating a contrast image for all available 

successful stop trials.  For the CommonSSD and UncommonSSD condition, the “stop 
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success” regressor was split into two distinct regressors according to the duration of the 

SSD as described above, generating contrast images for the CommonSSD trials and for the 

UncommonSSD trials, separately.  For the AllSSD-subsample analysis, all successful stop 

trials were randomly separated to one of two regressors ensuring that the AllSSD-

subsample regressor contained a similar number of trials as were represented in the 

CommonSSD regressor.  

Regions of Interest Generation 

Functionally-defined regions of interest (ROI) were created to compare percent signal 

change associated with successful stop trials between superior and poor inhibitors.  To 

define the ROIs, contrast images were first generated for stop success activity from all 

successful stop trials from all 210 participants.  Regions were then selected by the ten peaks 

exhibiting the greatest activity for the stop success contrast, and spheres with a radius of 

5mm were centered on the ten local maxima. All ten regions were grey matter masked to 

remove white matter and CSF from the sphere.  Marsbar ROI toolbox for SPM was used 

to extract the average percent signal change for voxels within each of the ten ROIs 

(marsbar.sourceforge.net).  Figure 2 depicts each ROI along with the MNI coordinates and 

Brodmann area that each ROI lies within.  Regions are labeled with a short naming schema 

used for future descriptions in text, however Figure 2 caption includes more anatomical 

specificity for each ROI. To verify that the locations of these ten regions were not driven 

by the activation from the superior or poor inhibitors, we calculated the peaks of activation 

separately for each group.  Importantly, the distance from each groups’ activation peaks 

and the regions used here was equal, suggesting the results are not biased towards 

activation of either group.   
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Post Hoc Separation of IFG and Insula.  

Although the focus of the current study is to examine the effects of objective task difficulty 

on stop-related activity, the right IFG/anterior insula and the left IFG/anterior insula 

include voxels from two anatomically distinct regions.  This is potentially problematic 

considering the inferior frontal gyrus and the anterior insula exhibit unique architectonic 

characteristics and may be involved in functionally separable networks (Aron, Robbins, & 

Poldrack, 2004; Menon & Uddin, 2010).  To address this concern, a post hoc analyses was 

performed to address the effects of objective task difficulty on stop-related activity 

specifically in the right and left inferior frontal gyri and the right and left anterior insula.  

Four new functionally-defined regions of interest were generated (see Figure 3).  Similar 

to the ten regions used in the main analyses of the current study, the four new regions were 

defined by the stop success activity from all successful stop trials in the 210 participants.  

Here, ROIs were defined by the peak of stop-related activity that lay at least 5mm away 

from the boundary of the IFG and insula. The post-hoc regions of interest are spherical 

ROIs with a radius of 5mm (same size as the main 10 regions) that reside completely within 

the inferior frontal gyrus or anterior insula of their respective hemispheres, which was 

confirmed by applying the Automated Anatomical Labeling atlas (AAL; Tzourio-Mazoyer 

et al., 2002) to the ROIs.   

RESULTS 

 

Demographic and Performance  

Group means and standard deviations for demographic variables of the superior and poor 

inhibitors can be found in Table 2.  There were no significant differences in age (t(208) = 
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0.38, p = 0.71), sex (Χ2(1) = 3.49, p = 0.07), or handedness (X2(1) = 1.69, p = 0.19) between 

the two groups.   Group means and standard deviations for performance variables including 

SSRT, average successful SSD, average reaction time from go trials (RT), and percent of 

stop trials successfully inhibited can also be found in Table 2.  Compared to poor inhibitors, 

superior inhibitors, by design, had significantly faster SSRT values (t(208) = 38.97, p < 

0.001) and significantly longer average SSD (t(208) = 12.68, p <0.001).  Superior inhibitors 

had a greater percent of stop trials successfully inhibited (t(208) = 6.05, p < 0.01) compared 

to poor inhibitors.  There was no significant difference between superior and poor 

inhibitors on average reaction times from successful go trials (t(208) = 1.03, p = 0.3).  

 

AllSSD fMRI 

First, superior and poor inhibitors were compared using activity derived from all successful 

stop trials across the ten regions of interest.  Univariate analysis of covariance (ANCOVA) 

was used to compare the two groups, and age, sex, handedness, scan acquisition site and 

percentage of stop trials successfully inhibited were used as covariates in the model (all 

results held if the percentage of successful stop trials was not included as a covariate).  

Given that group differences were tested at ten regions functionally defined by the same 

task contrast and are not completely independent of one another, we employed a modified 

Bonferroni adjustment accounting for the average correlation of stop success activity 

across the ten ROIs (r = 0.38) (Bender & Lange, 2001).  This resulted in a corrected 

significance threshold of p < 0.012.  
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Superior inhibitors displayed significantly greater stop success activity compared to poor 

inhibitors in the right IFG/anterior insula (F(197) = 12.28, p < 0.005) and right temporal 

(F(197) = 11.02, p < 0.005) ROIs (Figure 4).  In the right occipital ROI, the results suggest 

superior inhibitors exhibit greater stop success activity than poor inhibitors, however the 

difference did not pass the corrected statistical threshold (p = 0.048).   

 

CommonSSD and UncommonSSD fMRI 

A 2x2 mixed effects analysis of covariance (ANCOVA) was run using trial subset as the 

within-subject variable (CommonSSD and Uncommon SSD), group as the between-subject 

variable (superior and poor inhibitors), and age, sex, handedness, scan acquisition site, and 

percentage stop success as covariates.  The mixed effects ANCOVA revealed significant 

main effects of group in the right IFG/anterior insula (F(1) = 14.52, p < 0.001), the right 

occipital (F(1) = 5.14, p < 0.01), the right temporal (F(1) = 10.61, p <0.01), and the right 

DLPFC (F(1) = 4.79, p < 0.05).  Critically, significant interactions between group and trial 

subset were found in the right IFG (F(1,197) = 6.31, p < 0.05), the right occipital (F(1,197) 

= 7.54, p < 0.01), the left occipital (F(1,197) = 9.36, p <0.01), the left IPL (F(1,197) = 5.84, 

p < 0.05), the right temporal (F(1,197) = 7.33, p < 0.01), and the left DLPFC (F(1,197) = 

6.87, p < 0.01) regions of interest.  

 

Post-hoc comparisons of superior and poor inhibitors were run using the CommonSSD trial 

subset and the UncommonSSD subtype separately.  Bonferroni-adjusted threshold 

accounting for average correlation was performed for the CommonSSD and 

UncommonSSD conditions (r = 0.43, p < 0.014; r = 0.49, p < 0.016; respectively).  In the 
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CommonSSD analysis, the superior inhibitors did not display greater activity compared to 

the poor inhibitors in any region of interest that passed corrected statistical threshold 

(Figure 5) although there were subthreshold effects in the right IFG/anterior insula and 

right temporal region. When comparing the groups using the UncommonSSD subgroup of 

stop success trials, superior inhibitors displayed significantly greater activity compared to 

the poor inhibitors in the right IFG/anterior insula, the right occipital, and the right temporal 

regions of interest (Figure 5).  For the left occipital, the left IPL, the left DLPFC, the data 

suggest greater activity in the superior inhibitors compared to the poor inhibitors, however 

the results do not survive correction for multiple comparisons (p = 0.042, p = 0.021, and p 

= 0.025, respectively).  

 

AllSSD-subsample fMRI 

Comparing superior and poor inhibitors on activation derived from a random half of each 

participant’s stop trials yielded similar results to those from the AllSSD analysis.  Similar 

to the AllSSD analysis, superior and poor inhibitors were compared using univariate 

analysis of covariance (ANCOVA) with age, sex, handedness, scan acquisition site, and 

percentage of successful stop trials included as covariates.  In the AllSSD-subsample 

analysis, Bonferroni-adjusted correction for multiple comparisons accounting for average 

correlation across the ten regions (r=0.39) created a significance threshold of p < 0.012.  

Superior inhibitors displayed significantly greater activity compared to poor inhibitors in 

the right IFG/anterior insula (F(197) = 10.18, p < 0.005) and in the right temporal (F(197) 

= 8.84, p < 0.05) regions of interest, as was the case in the AllSSD analysis.   
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Post Hoc Separation of IFG and Insula 

To separate effects in the right and left inferior frontal gyri from effects in the right and left 

anterior insula, superior and poor inhibitors were compared in the AllSSD analysis and 

Common/UncommonSSD x group interaction in the four regions created post hoc (See 

figure 3).  In both analyses, age, sex, scan acquisition site, handedness, and percentage of 

successful stop trials were included as covariates.  In the AllSSD analysis superior 

inhibitors displayed significantly greater activity than poor inhibitors in the left IFG 

(F(197) = 7.35, p < 0.05) and the right IFG (F(197) = 4.45, p < 0.05), with no group 

differences in the right or left insula (Figure 6).  In the Common/UncommonSSD x group 

analysis, there was a significant interaction in the left IFG (F(1,197) = 8.75, p < 0.05), the 

right IFG (F(1,197) = 3.91, p < 0.05), and the right insula (F(1,197) = 4.84, p < 0.05).  Post 

hoc comparison of superior and poor inhibitors were performed for the CommonSSD and 

UncommonSSD analyses separately (Figure 7).  There were no group differences in any of 

the four regions for the CommonSSD analysis.  In the UncommonSSD analysis, superior 

inhibitors displayed greater activity compared to poor inhibitors in the left IFG (F(197) = 

17.87, p < 0.05), the right IFG (F(197) = 9.13, p < 0.05), and the right insula (F(197) = 

6.01, p < 0.05).   

 

DISCUSSION 

The current study examined the influence of the adaptive algorithm in the Stop Signal Task 

when measuring inter-individual differences in stop-related activity.  The adaptive SST has 

particular strengths for inhibitory control research in that it allows for easy calculation of 

a measure of the speed of inhibitory processes (i.e., the SSRT) and it ensures all participants 
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are inhibiting at an equal inhibition rate (approximately 50% of stop trials).  However, the 

cause for concern raised in this report is that it achieves the latter by creating an objectively 

more difficult version of the task for superior inhibitors.  Consequently, these differences 

in task difficulty may contribute to the greater stop-related activity seen in superior 

inhibitors and in healthy controls when compared to clinical participants.  

 

The present results suggest that comparing superior and poor inhibitors on trials matched 

for objective difficulty (i.e., trial SSD) yields different results than comparing the groups 

on trials matched for inhibition rate performance (i.e. subjective task difficulty).  In the 

AllSSD condition (equal subjective difficulty), superior inhibitors displayed greater 

activity than poor inhibitors in the right IFG/anterior insula and the right temporal regions 

of interest. In the CommonSSD condition (equal objective difficulty) these effects did not 

survive correction for multiple comparisons. Furthermore, results from the AllSSD-

subsample condition matched those from the AllSSD condition, suggesting the attenuation 

of group differences observed in the CommonSSD condition is not a result of the reduction 

in the number of trials (i.e. loss of statistical power) used to generate stop-related activity. 

 

In the right IFG/anterior insula, the right occipital, the left occipital, the left IPL, the right 

temporal, and the left DLPFC, there were significant interactions between condition 

(CommonSSD v UncommonSSD) and group.  If difficulty to inhibit increases as SSD 

increases, then the UncommonSSD condition reflects the largest group difference in 

objective task difficulty, being composed of the shortest SSD trials from the poor inhibitors 

and the longest SSD trials from the superior inhibitors.  As seen in Figure 5, post hoc 
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analyses of these interactions show these regions of interest exhibit larger group differences 

in the UncommonSSD condition compared to the CommonSSD condition.  Combined with 

the main effects of the AllSSD and CommonSSD analyses, these results support the 

hypothesis that differences in objective task difficulty inflate group differences in stop-

related activity. That said, it should be noted that the subthreshold effects observed in the 

CommonSSD condition and the pattern of effects in Figure 5 show the influence of task 

difficulty to be largely quantitative in nature.   

 

Although the focus of the current study was to examine the influence of objective task 

difficulty on stop-related activity and not the neurobiology of individual differences in 

inhibitory ability per se, the analyses here may identify dissociable roles for the inferior 

frontal gyri and insulae.  The post-hoc separation of the inferior frontal gyri and the anterior 

insulae revealed that in the AllSSD analysis superior inhibitors displayed greater activity 

compared to poor inhibitors in bilateral IFG but not in either left or right insula.  This result 

alone is interesting supporting the distinct roles of the IFG and insula in the stopping 

network and salience network, respectively (Aron & Poldrack, 2006; Menon & Uddin, 

2010).  Furthermore, that the effect was observed in both the right and left IFG agrees with 

previous work arguing the role of both the right and left hemispheres in inhibitory ability 

(D’Alberto et al., 2017).  The interaction of group and trial subset revealed larger group 

differences in the UncommonSSD analysis compared to the CommonSSD analysis in the 

left IFG, the right IFG, and the right Insula.  These results reiterate the conclusion that 

objective task difficulty influences stop-related activity, particularly in regions that exhibit 

group differences in the standard AllSSD analysis.  Future studies should further explore 
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how the effects of objective task difficulty influence the neurobiology associated with 

individual differences in inhibitory control, particularly in studies with finer spatial 

resolution such as those employing the Human Connectome Project processing stream 

(Van Essen et al., 2012).  

 

The findings from the AllSSD analysis replicate previous neuroimaging work on the SST 

demonstrating that superior performance on the task is associated with increased neural 

activity (Aron & Poldrack, 2006; Chikazoe et al., 2009; Chao et al., 2009; Congdon et al., 

2010; Duann et al., 2009; Li et al., 2006; Li et al., 2008; Whelan et al., 2012).  However, 

these studies have failed to acknowledge the potential influence of SSD length, and therein 

objective task difficulty.  Thus, the current report is, to our knowledge, the first to show 

that group differences in neural activity are diminished when controlling for objective task 

difficulty in the Stop Signal Task.  

 

Although the present results suggest that objective task difficulty influences stop-related 

activity, the AllSSD analysis, which includes all trials and is standard in the literature, 

should still be considered a valuable probe of individual differences in inhibitory ability. 

Rather than interpreting the increased activation level of a superior inhibitor as indicating 

that they necessarily activate more when inhibiting, we suggest instead that it reveals the 

increased activation “capacity” that the superior inhibitor has. The adaptive SST 

successfully reveals the superior ability of this participant (faster SSRT and longer 

successfully inhibited SSD) and the increased levels of activity that they can achieve.  The 

corollary is that it is not the case that the superior inhibitor must activate more in order to 
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successfully inhibit (once the influence of task difficulty is accommodated).  Previous work 

has found similar effects in tasks of working memory and proactive response inhibition.  

Specifically, Schneider-Garces and colleagues (2010) found that on a working memory 

task in which young adults outperform a group of elderly participants, young adults showed 

an increase in neural activity as task demands increased, whereas elderly participants did 

not show this increase.  Similarly, a study examining the Go/No-Go task found that adults, 

but not children, were able to increase activation in ventral prefrontal regions as 

interference increased from additional go trials (Durston et al., 2002).  Although the current 

study cannot interpret results from a developmental framework as the two aforementioned 

reports do, the results here also suggest superior task ability is associated with an increased 

capacity for activation as objective task demands increase.   

 

The results from the current study suggest a caveat when interpreting group difference in 

activation in the presence of performance differences, as is often the case when contrasting 

a clinical group against controls.  If activation differences are related, in part, to the 

differences in task difficulty that arise from differences in inhibitory ability then the 

magnitude of those activation differences are will be affected by the SSD effects described 

here.  The degree to which groups differ on stop-related activity will be related to the degree 

to which those groups differ on the distribution of successful stop signal delays.  Thus, the 

magnitude of group differences in activation will reflect a combination of both inherent 

difference in the ability to activate per se and the task difficulty effect. Arising from this 

conclusion, the authors propose the following recommendations for future research.  First, 

if researchers wish to account for the influence of objective task difficulty on stop-related 
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BOLD activity, then the research design might employ the “CommonSSD” analysis 

approach used here.  Second, for research continuing to use the standard “AllSSD” 

analysis, we offer a nuanced interpretation of individual differences in stop-related BOLD 

activity.   That is, individual differences in inhibitory ability are reflective of a greater 

capacity for activation as the objective difficulty to inhibit a response increases.  Thus, 

superior inhibitors do not activate the STOP network more than poor inhibitors if the two 

are compared on trials of similar objective task difficulty (i.e. SSD).  However, the superior 

ability of the former group is demonstrated by their ability to perform more difficult trials 

yielding greater levels of activation.  This interpretation offers insight into the 

neurobiological mechanisms that characterize individual differences in inhibitory control.   

 

CONCLUSION 

While the SST retains very many strengths, we suggest that interpretations of individual or 

group differences in activation should be cognizant of the effect of the adaptive algorithm.  

The standard analysis based on all trials yields activation measures that reflect both the 

inherent inhibitory abilities of the individual plus the activation related to the difficulty 

level of the task produced by the algorithm.  
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Figure 1. Distribution of stop success trials completed by the superior inhibitors (dotted 
line) and the poor inhibitors (solid line). For each SSD, the total number of successful stop 
trials completed at that given SSD length is plotted for each group. Notably, the superior 
inhibitors’ distribution is shifted towards longer SSDs, and the poor inhibitors’ distribution 
is shifted towards shorter SSDs.  The shaded region represents the distribution of trials that 
were inhibited by both superior and poor inhibitors, and thus formed the subset of trials for 
the CommonSSD analysis.  The non-shaded regions represent the trials that were uniquely 
inhibited by only one group, and thus formed the subsets of trials for the UncommonSSD 
analysis.   
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Figure 2. Ten functionally-defined ROIs that were used in the current study for ROI-based 
analyses, along with their MNI coordinates.  All regions within the left hemisphere are 
marked in blue and all regions within the right hemisphere are marked in red.  If applicable 
(A, B, D, and F), regions are displayed with their contralateral counterpart.  In A, B, D, and 
F, the right and left hemisphere slices do not align, and the slice number is provided to 
clarify the spatial discrepancies.  The legend provided includes the MNI coordinates (R, 
A, I) with the abbreviated names that are used throughout the text of this paper.  The 
following represents a more anatomically detailed description of the regions including 
dominant Brodmann areas (BA):  A) Blue: anterior aspect of the left insula extending into 
the left inferior frontal gyrus (BA 13/47). Red: anterior aspect of the right insula extending 
into the right inferior frontal gyrus (BA 13/47). B) Blue: anterior aspect of the left middle 
occipital gyrus (BA 19). Red: anterior aspect of the right middle occipital gyrus (BA 19).  
C) dorsal anterior cingulate gyrus, including bilateral medial superior frontal gyrus (BA 6).  
D) Blue: left inferior parietal lobule extending into the superior parietal lobule (BA 40). 
Red: right inferior parietal lobule extending into the superior parietal lobule (BA 40). E) 
posterior aspect of the right middle temporal gyrus (BA = 21). F) Blue: posterior aspect of 
the left middle and superior frontal gyrus (BA 9). Red: posterior aspect of the right middle 
and superior frontal gyrus (BA 9).   
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Figure 3. Four new functionally defined ROIs that were generated post hoc to separate 
inferior frontal gyrus and anterior insula, as these regions were combined in the ROIs used 
in the earlier analyses.  The newly generated ROIs are listed for the right and the left 
hemisphere, along with their MNI coordinates. A) The left inferior frontal gyrus (red) and 
left anterior insula (blue) ROIs are displayed together in the sagittal image, as well as 
separately in the axial and coronal images.  B) The right inferior frontal gyrus (red) and 
right anterior insula (blue) are displayed together in the coronal image, as well as separately 
in the axial and sagittal images.   
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Figure 4. Average percent BOLD signal change for the superior and poor inhibitors in the 
AllSSD analysis.  The ten regions of interest that were analyzed are listed on the x-axis. 
Error bars are plotted for ± 1 standard error.  An * denotes significant differences between 
the two groups that survived Bonferroni-adjusted threshold for significance (p < 0.012).  
For the right occipital, † is used to indicate a marginal effect in the right occipital region 
(p = 0.048) that did not survive the Bonferroni-adjusted threshold.  To demonstrate effect 
sizes in the regions showing significant effects, partial eta squared was calculated as ηp² = 
0.059 and ηp² = 0.053 for the right IFG/ anterior insula and the right temporal regions, 
respectively.  
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Figure 5. Average percent BOLD signal change for all ten regions of interest in both the 
CommonSSD and UncommonSSD analyses. Error bars are plotted for ± 1 standard error.  
Bonferroni adjusted thresholds accounting for average correlation across the ten regions of 
interest were calculated separately for the CommonSSD (p < 0.014) and UncommonSSD 
(p < 0.016) analyses.  An * denotes group differences that surpass the Bonferroni-corrected 
thresholds, and † is used to denote p values that are less than 0.05 but do not pass 
Bonferroni-corrected thresholds. ⌘ is used to indicate an interaction between group and 
analysis condition (CommonSSD v. UncommonSSD). In regions showing significant 
interactions, the following effect sizes were calculated for post hoc group differences in 
the CommonSSD and UncommonSSD analyses.  CommonSSD: right IFG/anterior insula 
ηp² = 0.015; right occipital ηp² = 0.000; left occipital ηp² = 0.000; left IPL ηp² = 0.001; right 
temporal ηp² = 0.009; left DLPFC ηp² = 0.000.  Uncommon SSD: right IFG/anterior insula 
ηp² = 0.083; right occipital ηp² = 0.046; left occipital ηp² = 0.042; left IPL ηp² = 0.027; right 
temporal ηp² = 0.077; left DLPFC ηp² = 0.043.   
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Figure 6. Average percent BOLD signal change for the superior and poor inhibitors in the 
AllSSD analysis for the four R.O.I.s that were functionally defined post hoc to separate the 
inferior frontal gyri from the insula.  Error bars are plotted for ± 1 standard error.  An * 
denotes significant differences between the two groups at a level of p < 0.05.  To 
demonstrate effect sizes in the regions showing significant effects, partial eta squared was 
calculated as ηp² = 0.036 and ηp² = 0.022 for the left IFG and the right IFG, respectively. 
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Figure 7. Average percent BOLD signal change for post hoc inferior frontal gyri and insula 
regions in the CommonSSD and UncommonSSD analyses. Error bars are plotted for ± 1 
standard error. An * denotes group differences at a level of p < 0.05. ⌘ is used to indicate 
an interaction between group and analysis condition (CommonSSD v. UncommonSSD). 
In regions showing significant interactions, the following effect sizes were calculated for 
post hoc group differences in the CommonSSD and UncommonSSD analyses.  
CommonSSD: left IFG ηp² = 0.003; right IFG ηp² = 0.006; right insula ηp² = 0.002.  
Uncommon SSD: left IFG ηp² = 0.083; right IFG ηp² = 0.041; right insula ηp² = 0.031. left 
IPL ηp² = 0.027; right temporal ηp² = 0.077; left DLPFC ηp² = 0.043.   
	

	

	 	



126	

	 	
	 Superior	 Poor	

SSD	 Trials	 Participants	 Trials	 Participants	
50ms	 72	 35	 526	 90	
100ms	 292	 83	 1025	 103	
150ms	 624	 105	 850	 105	
200ms	 671	 105	 428	 88	
250ms	 599	 101	 120	 45	
300ms	 486	 91	 55	 19	
350ms	 283	 67	 18	 6	
400ms	 167	 47	 14	 4	
450ms	 87	 31	 8	 2	
500ms	 77	 19	 5	 2	

	
Table I. Distribution of successful stop trials from the superior and poor inhibitors in the 
CommonSSD and AllSSD analyses.  The SSD is listed in milliseconds on the left panel of 
the table.  For each SSD, the total number of successful stop trials for each group is listed 
from the AllSSD condition (Trials), along with the total number of participants that 
successfully inhibited at that delay (Participants).  The bolded numbers represent the 
CommonSSD distribution of participants and trials that were taken from both groups for 
this analysis.  
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Table II.  Means, standard deviations, and comparison results from demographic and 
performance data for the superior and poor inhibitors. Age is listed in years, sex denotes 
the total number of males (M) and females (F) in each group, and handedness denotes the 
total number of left-handed (L) and right-handed individuals (R) in each group.  Stop signal 
reaction time (SSRT), average successful stop signal delay (SSD), and reaction time on go 
trials (RT) are listed in milliseconds.  Also included are percent of stop trials successfully 
inhibited (% Success).  For the effect, either the t statistic or the Pearson’s X2 is provided 
(X2 is for sex and handedness), along with the corresponding p value.  An * is used to 
denote statistical significance of p < 0.05.   
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CHAPTER FIVE – General Discussion 

Part 1 of General Discussion - Objective of the Dissertation 

The goal of the current set of experiments was to examine intra- and inter-individual 

differences in the neurobiological mechanisms associated with inhibitory control.  Given 

the normal maturational patterns of brain development, one of the last areas of the brain to 

mature is the prefrontal cortex.  One of the main functions of the prefrontal cortex is 

considered to be inhibitory control. The relatively late development of the prefrontal cortex 

compared to the rest of the brain results in a period of imbalance when it is thought the 

prefrontal cortex is less able to exert inhibitory control over motivational drives, and this 

can cause impulsive behaviors and an inability to inhibit immediate responses.  This period 

of development, coinciding, broadly, with adolescence, is thought to be a critical age for 

the emergence of inhibitory control.  Understanding the development of the 

neurobiological mechanisms associated with inhibitory control through adolescence will 

greatly improve our understanding of normal brain trajectories during this time.  With this 

knowledge, it may be possible to identify disorders that could be associated with abnormal 

development of inhibitory control, such as attention deficit hyperactivity disorder (ADHD), 

substance use and abuse, and more.   

 The innovation and significance of the current report is that it advances the 

literature in three main areas.  First, the current report addresses the neurobiology of 

inhibitory control with converging data from a split-brain patient and data from a large 

neuroimaging database.  We integrate behavioral findings from patient J.W. and functional 

neuroimaging findings from two different time points from the IMAGEN study to address 

the lateralization of inhibitory control. Second, the current report includes one of the largest 
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investigations of age-related changes in the neurobiological mechanisms of inhibitory 

control.  Previous work investigating age-related developments in this domain have 

primarily relied on cross-sectional data comparing children, adolescents, and adults.  The 

few studies that have employed a longitudinal design relied on small sample sizes and were 

likely under-powered.  Third, the current report addresses the development of inhibitory 

control within the adolescent age range.  Given the literature on adolescent brain 

development, it is a particularly interesting age to examine the age-related changes in the 

neurobiological mechanisms of response inhibition.  Previous reports have examined age-

related changes in adults, in children, or even across the entire lifespan.  However, to our 

knowledge this is the first report that focuses specifically on the changes occurring within 

adolescence.   

 

Part 2 of General Discussion – Review of Major Findings  

 In the second chapter of the dissertation, we examined the lateralization of 

inhibitory control with testing on a split-brain patient.  The split-brain patient provides an 

ideal opportunity to address lateralization questions because the performance of each 

hemisphere can be probed independently of the other.  Using the divided visual field 

technique, we tested patient J.W. on a Go/No-Go Task, a Single-Choice Stop Signal Task, 

and a Forced-Choice Stop Signal Task.  On all three tasks, patient J.W.’s right hemisphere 

performed better than his left hemisphere.  The right hemisphere also exhibited faster 

reaction times on go trials on all tasks.  However, the right hemisphere displayed faster 

Stop Signal Reaction Times (SSRT) on all three tasks.  This suggests that although faster 

reaction times were apparent for the right hemisphere, faster stopping speed was also 
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apparent, indicating better inhibitory ability.  Interestingly, the left hemisphere still 

performed all three inhibitory tasks relatively well, indicating the left hemisphere is capable 

of response inhibition in isolation.  

 The third chapter had two main components.  First, we examined the development 

of the functional mechanisms associated with successful stop trials in the Stop Signal Task 

from age 14 to 19 in 538 adolescents from the IMAGEN study.  Although we did not find 

age-related differences in SSRT, we observed significant age-related changes in stop-

related activity.  Significant decreases in activity were found in the left and right dorsal 

inferior frontal gyrus, the left and right parietal lobules, an area surrounding the primary 

visual cortex, the right superior frontal gyrus, and an area including aspects of the right 

inferior frontal gyrus and anterior insula. Significant increases in activity were found in a 

region including the left inferior frontal gyrus and anterior insula.  

 The second component of chapter three examined the functional correlates of 

individual differences in SSRT in the same group of 538 adolescents at age 14 and age 19.  

At age 14, SSRT was negatively correlated with activity in a right occipital region and a 

region including aspects of the right inferior frontal gyrus and anterior insula.  SSRT was 

positively correlated with activity in the ventral medial prefrontal cortex.  At 19, SSRT was 

negatively correlated with activity in a region of bilateral occipital and cerebellum areas, a 

left subcortical area comprised primarily of the amygdala, midline thalamus, and a region 

including aspects of the right inferior frontal gyrus and anterior insula.  A linear mixed 

effects model found no significant interaction effects between SSRT and age on stop-

related activity. Furthermore, when lowering the thresholds at each collection time, the 

functional correlates of SSRT at 14 are quite similar to those at 19.  At lower thresholds, 
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only the positive correlation between SSRT and ventral medial prefrontal cortex remained 

unique to age 14, and only the negative correlation between SSRT and left subcortical 

activity remained unique to baseline.   

 In the fourth chapter of the dissertation, we examined the effect of task difficulty 

on stop-related activity and individual differences in inhibitory control.  Here, we selected 

105 superior inhibitors and 105 inferior inhibitors, based on SSRT, from the 19-year-old 

collection time of the IMAGEN project.  We compared stop-related activity between the 

groups in twelve regions of interest under 3 conditions.  First, we compared the groups 

using activity generated from all successful stop trials.  Second, we compared the groups 

only on trials, defined by the Stop Signal Delay, that were successfully inhibited by both 

groups (Common Trials), thereby ignoring the hardest trials that only the superior 

inhibitors could inhibit and the easy trials that only the poor inhibitors were exposed to.  

Third, we compared the groups on the hardest trials that only the superior could inhibit and 

the easiest trials that only the poor inhibitors were exposed to (Uncommon Trials).  We 

found that group differences in stop-related activity were attenuated in the Common Trials 

analysis and exaggerated in the Uncommon Trials analysis. 

 

Part 3 of General Discussion – Overall Findings and Future Directions  

3.1 Laterality 

While a great deal of research has identified the right-lateralization of inhibitory 

control, others have also found the left hemisphere to play an important role.  In the current 

dissertation, we report multiple findings lending to this discussion.  First, our findings 

provide insight to the discussion on the lateralization of response inhibition. In chapter two 
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we found that although performance differed between the two hemispheres, both J.W.’s 

right and left hemisphere could complete the inhibitory control tasks independently of the 

other.  In chapter three, we found significant widespread activation in both the left and right 

hemispheres during successful inhibition of a motor response in the 538 adolescents both 

at age 14 and at age 19. In chapter four, we selected the ten regions that exhibited the 

greatest magnitude of stop-related activity.  These ten regions were comprised of regions 

from both the right and left hemispheres, and included both the left and right inferior frontal 

gyri.  Early reports on the stop task have indicated that only the right hemisphere exhibited 

significant activation during successful response inhibition (Aron, Robbins, & Poldrack, 

2004; Garavan, 2002; Garavan, Ross, & Stein, 1999), however here we are demonstrating 

that both hemispheres are involved during successful inhibition.  It is possible that the large 

sample sizes used here (538 in chapter three and 210 in chapter four) provided sufficient 

power to capture bilateral activation during the task.   

Second, our findings provide insight on the lateralization of performance correlates 

of inhibitory control tasks. We found in chapter two that the right hemisphere of a split-

brain patient performed better than the left hemisphere on three tasks of inhibitory control, 

however the left hemisphere could still perform the task relatively well.  We found in 

chapter three that greater activity in a region including the right inferior frontal gyrus and 

anterior insula was correlated with faster SSRT at both baseline and follow-up.  In chapter 

four we found that the right inferior frontal gyrus and the right superior temporal gyrus 

exhibited greater activity in superior inhibitors compared to poor inhibitors.  We also found 

in chapter four that the left inferior frontal gyrus exhibited greater activation in superior 
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inhibitors compared to poor inhibitors.  These results together suggest that there are 

functional correlates of inhibitory performance in both the right and left hemispheres.   

However, these results may suggest an age-related effect in the lateralization of 

correlates of performance whereby the left hemisphere emerges as a correlate of 

performance with age.  Chapter three reported that at baseline (age = 14), only the right 

inferior frontal gyrus was correlated with SSRT.  At follow-up (age = 19), only the right 

inferior frontal gyrus exhibited a significant whole-brain correlation with SSRT, but region 

of interest data extracted from the left inferior frontal gyrus exhibited greater activation in 

superior inhibitors compared to poor inhibitors.  Furthermore, when thresholds are lowered 

in the whole-brain correlation with SSRT, the left IFG exhibits a correlation at follow-up 

but not at baseline.  Although this effect is sub-threshold, the left inferior frontal gyrus 

trending towards a correlate of SSRT at follow-up but not at baseline may indicate that as 

age increases the left inferior frontal gyrus becomes more involved with the task and thus 

more related to performance.   

Third, our findings suggest interesting effects of hemispheric differences in the age-

related changes in stop-related activity.  In chapter three we found age-related decreases in 

the right inferior frontal gyrus and anterior insula but age-related increases in the left 

inferior frontal gyrus and anterior insula from age 14 to 19.  This effect agrees with the 

potential age-related shift in lateralization.  Along with an age-related increase in stop-

related activity from 14 to 19, at 14 the left inferior frontal gyrus and anterior insula exhibit 

no relationship with performance but at 19 greater activity is apparent in superior 

inhibitors.  Thus, as age increases, activation increases, and this activation becomes 

associated with better task performance.  This model has been proposed previously and has 
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been referred to as “hemispheric asymmetry reduction in old adults” (HAROLD; (Cabeza 

et al., 1997; Dolcos, Rice, & Cabeza, 2002).  The HAROLD model was originally proposed 

for older adults, where asymmetry in a cognitive task declines with cognitive decline, 

hypothetically indicating the emergence of contralateral aid during the task.  In the current 

report, we may be observing patterns congruent with hemispheric asymmetry reduction, 

but in adolescents and in the absence of cognitive decline.   

It is possible that the hemispheric differences in age-related effects between the 

right and left inferior frontal gyrus and anterior insula are indicative of a developmental 

trend.  Here, in a sample of participants examined at age 14 and again at age 19, we found 

age-related decreases in activity in the right inferior frontal gyrus and anterior insula but 

an age-related increase in activity in the left inferior frontal gyrus and anterior insula.  In a 

previous study examining children at 9 and again at 11, researchers found a significant 

increase in activity in the right inferior frontal gyrus in a response inhibition task (Durston 

et al., 2006).  Previous research on normal brain development have indicated that the right 

hemisphere matures before the left hemisphere (Thatcher, Walker, & Giudice, 1987).  

Thus, the age-related increase in left inferior frontal gyrus and anterior insula stop-related 

activity found here may reflect similar, but relatively delayed, developmental patterns as 

previously reported for the right inferior frontal gyrus (Durston et al., 2006).   

 

3.2 Development  

The current report explored age-related changes in stop-related activity and SSRT 

from 14 to 19 in a large, longitudinal sample of adolescents.  Here, although there was no 

significant within-subject change in SSRT from baseline to follow-up, there were 
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interesting changes in the magnitude of activation from baseline to follow-up.  Notably, 

there were widespread decreases in activation in areas that typically exhibit positive 

activation during successful inhibition.  That is, this decrease in activity is not a decrease 

in “noise” per se, but rather a decrease of activation in regions that are involved with the 

task.  There are multiple potential explanations for decreased activation from age 14 to age 

19 while performance remained stable.   

First, there may be underlying functional connectivity between regions associated 

with response inhibition that are developing during this time. As these functional networks 

develop, perhaps less activation is required of the nodes in the network to complete the 

task.  Multiple reports addressing the development of response inhibition functional 

networks have found increased strength and number of connections from the prefrontal 

cortex to various areas of the brain (Hwang, Velanova, & Luna, 2010).  This may indicate 

that decreased cortical activity occurs concurrently with increased functional connectivity.  

However, other research has indicated that in disorders such as ADHD and Autism, patients 

exhibit reduced cortical activation as well as reduced functional connectivity compared to 

controls, suggesting that activity and connectivity may be positively correlated with one 

another (Cubillo et al., 2010; Kana, Keller, Minshew, & Just, 2007; Wolf et al., 2009).  

Future research on the simultaneous development of activation and connectivity would 

greatly improve our understanding of age-related changes in cognition and executive 

functioning.   

Second, the decrease in activation may coincide with an increase in the flexibility 

of the magnitude of activation required to inhibit a response.  In chapter four, we show that 

in 19-year old participants, activation from areas involved with successful response 
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inhibition is influenced by the difficulty of the stop trial. When we compared activation 

from more difficult trials in superior inhibitors to the easier trials in poor inhibitors, group 

differences were greater than when we compared the groups on the same difficulty of trials.  

These results might suggest that as difficulty of the trial increases, the magnitude of 

activation increases to meet the demands of the task.  It would be interesting to test if the 

flexibility of activation based on task demands is the same at age 14 as it is at age 19.  A 

previous study by Durston and colleagues examined if task difficulty influenced activation 

in children differently than in adults (Durston et al., 2002).  Participants were presented 

with easy, medium, and hard inhibitory motor tasks.  As difficulty of the task increased, 

activity in ventrolateral prefrontal areas in adults increased.  In children, activity was 

greatest during easy trials and decreased on medium and hard trials.  Additionally, adults 

performed well on all levels of the task while children only performed well on the easy 

trials.  These results suggest that in a mature adult system, activation can increase to meet 

the demands of the task.  In a relatively immature child system, activation peaks at easy 

trials, subsequently cannot increase at harder trials, and the child is unable to inhibit in 

more difficult conditions. These data support the hypothesis stated above suggesting that 

as activity decreases with age, flexibility of activation increases.   

 

3.3 Questions for Future Research  

The results from the three chapters of this dissertation open interesting questions that 

remain on the neural mechanism of inhibitory control and the development of these 

mechanisms.  
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3.3.1 Does flexibility of stop-related activation based on task demands increase with age?  

 Results from the current dissertation suggest that age-related decreases in activation 

occurred while SSRT remained stable over time. As proposed above, one possibility for 

the age-related activation effects is a more flexible activity that adapts to meet tasks 

demands.  It would be interesting to replicate the study performed in chapter four in the 

same participants at age 14 to examine if task difficulty influences activation to the same 

degree.  Based on the work of Durston and colleagues (Durston et al., 2002), we 

hypothesize that task difficulty would influence stop-related activity greater at follow-up 

than at baseline.   

 

3.3.2 Does the lateralization of inhibitory control change over time, and what is the exact 

role of the left hemisphere in this task?  

Here, we found an interesting trend suggesting that the left hemisphere, particularly 

the left inferior frontal gyrus and anterior insula, increases activation during adolescence 

and this activation may become more correlated with performance over time.  The nature 

of left inferior frontal gyrus activation in response inhibition remains unclear.  In the 

current report, we found that stop-related activation in the left inferior frontal gyrus was 

influenced by task difficulty, which supports previous hypotheses suggesting the role of 

the left inferior frontal gyrus is to supplement the right inferior frontal gyrus during difficult 

inhibitory conditions (Hirose et al., 2012).  Future studies should examine if the flexibility 

of activation based on task difficulty is equal in the left and right inferior frontal gyri, and 

if flexibility of activation in these areas changes at the same rate over time.   
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3.3.3 What is the nature of activation in the inferior frontal gyrus and anterior insula?  

 In the whole-brain analyses conducted here, effects observed in the right and left 

inferior frontal gyri were also found in the right and left anterior insulae, respectively.  In 

age-related increases or decreases in activity, or in functional SSRT correlates, the inferior 

gyri were coupled with the anterior insulae.  Previous research has attempted to separate 

the roles of these regions, suggesting that the anterior insula is involved with relevant 

stimulus detection while the inferior frontal gyrus is involved with inhibitory control (Cai, 

Ryali, Chen, Li, & Menon, 2014).  Supporting this separation, we found in chapter four 

that task difficulty influences activity in the right and left inferior frontal gyri but not in the 

right and left anterior insulae.  However, it is interesting that the regions are coupled in so 

many of the whole-brain analyses conducted here.  It is possible that intra- and inter-

individual differences in inhibitory control systems are correlated with intra- and inter-

individual differences in stimulus detection systems, thus explaining the coupling of the 

two regions.  Future research should explore the nature of these regions during response 

inhibition.  One way to potentially separate the roles of these regions further would be to 

map the functional and structural connections to and from these regions, to examine if they 

are indeed involved with separate systems used during response inhibition.   

 

3.3.4 What is the best way to measure stop-related activity? 

There are two main findings that question if average activity on all successful stop 

trials is the best way to capture individual differences in response inhibition.  First, despite 

the strong, widespread activation patterns of stop-related activity at baseline and follow-

up, minimal activity is correlated with performance.  Second, activation in several regions 
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is influenced by the distribution of stop trials used to derive the activity.  That is, stop-

related activity may be meaningfully dependent on the difficulty of the trial, and extracting 

activity from the average of all successful stop trials may minimize the variance associated 

with individual differences.  When we controlled for objective task difficulty by selecting 

only the trials both superior and poor inhibitors could successfully inhibit, there were no 

group differences in activation.  When we maximized differences in objective task 

difficulty by selecting difficult trials that only the superior inhibitors could successfully 

inhibit and compared them to the easy trials that only the poor inhibitors were exposed to, 

we found greater activity in the superior inhibitors.   

It is possible there is a different measure of stop-related activity that better captures 

these subtle differences in activation that would correlate with performance. One 

possibility is that it is the activity associated with the most difficult trials an individual can 

inhibit that best explain individual differences in performance.  Or, perhaps performance 

is correlated with the rate of activation increase relative to task difficulty that best explain 

performance differences.  Future studies should investigate the degree to which activity is 

influenced by task demands, and if, or what aspects of, this activation flexibility best 

explains why some individuals are better inhibitors than others.   

 

3.4 Limitations 

There are two main limitations of the current dissertation that need to be addressed.  

First, the reliability of the Stop Signal Task to measure SSRT over time is poorly 

understood.  Here, we assume that the adaptive algorithm in the task ensures participants 

perform to their maximum ability, and the SSRTs extracted from the task is a reliable index 
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of inhibitory control (Congdon et al., 2012).  However, other reports have indicated that 

the task has weak retest reliability in children and young adults (Kuntsi, Stevenson, 

Oosterlaan, & Sonuga-Barke, 2001; Weafer, Baggott, & de Wit, 2013; Wöstmann et al., 

2013).  We argue that the results from the current study align with developmental reports 

from previous work, indicating a within-subject stability in SSRT from age 14 to 19 

(Huizinga, Dolan, & van der Molen, 2006; Williams, Ponesse, Schachar, Logan, & 

Tannock, 1999), and the widespread activation during the task argue that here the task is 

properly assessing inhibitory control.   

Second, the current dissertation only examines the functional BOLD activation 

associated with successful stopping. Ideally, to understand better the neurodevelopment 

from 14 to 19 and how this is related to inhibitory control, one would want to explore this 

question from multiple modalities.  We decided to limit the focus of the current dissertation 

to functional activation because of the multitude of age-related findings observed within 

this modality alone.  We argue it is best to understand the trends of one modality before 

trying to converge multiple imaging techniques together cohesively.  Furthermore, we 

found interesting effects of task difficulty on magnitude of activation.  These effects led us 

to believe that average activation from all successful stop trials is not the best measurement, 

and this question needed to be addressed.  

  



146	

References 
	
Aron, A. R., Robbins, T. W., & Poldrack, R. A. (2004). Inhibition and the right inferior 

frontal cortex. Trends in Cognitive Sciences, 8(4), 170–177. 
https://doi.org/10.1016/j.tics.2004.02.010 

Cabeza, R., Grady, C. L., Nyberg, L., McIntosh, A. R., Tulving, E., Kapur, S., … Craik, F. 
I. M. (1997). Age-Related Differences in Neural Activity during Memory Encoding 
and Retrieval: A Positron Emission Tomography Study. The Journal of 
Neuroscience, 17(1), 391–400. https://doi.org/10.1523/JNEUROSCI.17-01-
00391.1997 

Cai, W., Ryali, S., Chen, T., Li, R., & Menon, V. (2014). Dissociable Roles of Right 
Inferior Frontal Cortex and Anterior Insula in Inhibitory Control: Evidence from 
Intrinsic and Task-Related Functional Parcellation, Connectivity, and Response 
Profile Analyses across Multiple Datasets. Journal of Neuroscience, 34(44), 
14652–14667. https://doi.org/10.1523/JNEUROSCI.3048-14.2014 

Congdon, E., Mumford, J. A., Cohen, J. R., Galvan, A., Canli, T., & Poldrack, R. A. (2012). 
Measurement and Reliability of Response Inhibition. Frontiers in Psychology, 3. 
https://doi.org/10.3389/fpsyg.2012.00037 

Cubillo, A., Halari, R., Ecker, C., Giampietro, V., Taylor, E., & Rubia, K. (2010). Reduced 
activation and inter-regional functional connectivity of fronto-striatal networks in 
adults with childhood Attention-Deficit Hyperactivity Disorder (ADHD) and 
persisting symptoms during tasks of motor inhibition and cognitive switching. 
Journal of Psychiatric Research, 44(10), 629–639. 
https://doi.org/10.1016/j.jpsychires.2009.11.016 

Dolcos, F., Rice, H. J., & Cabeza, R. (2002). Hemispheric asymmetry and aging: right 
hemisphere decline or asymmetry reduction. Neuroscience & Biobehavioral 
Reviews, 26(7), 819–825. https://doi.org/10.1016/S0149-7634(02)00068-4 

Durston, S., Davidson, M. C., Tottenham, N., Galvan, A., Spicer, J., Fossella, J. A., & 
Casey, B. J. (2006). A shift from diffuse to focal cortical activity with development. 
Developmental Science, 9(1), 1–8. https://doi.org/10.1111/j.1467-
7687.2005.00454.x 

Durston, S., Thomas, K. M., Yang, Y., Ulug, A. M., Zimmerman, R. D., & Casey, B. J. 
(2002). A neural basis for the development of inhibitory control. Developmental 
Science, 5(4), F9–F16. https://doi.org/10.1111/1467-7687.00235 

Garavan, H. (2002). Dissociable Executive Functions in the Dynamic Control of Behavior: 
Inhibition, Error Detection, and Correction. NeuroImage, 17(4), 1820–1829. 
https://doi.org/10.1006/nimg.2002.1326 

Garavan, H., Ross, T. J., & Stein, E. A. (1999). Right hemispheric dominance of inhibitory 
control: An event-related functional MRI study. Proceedings of the National 
Academy of Sciences, 96(14), 8301–8306. https://doi.org/10.1073/pnas.96.14.8301 

Hirose, S., Chikazoe, J., Watanabe, T., Jimura, K., Kunimatsu, A., Abe, O., … Konishi, S. 
(2012). Efficiency of Go/No-Go Task Performance Implemented in the Left 
Hemisphere. Journal of Neuroscience, 32(26), 9059–9065. 
https://doi.org/10.1523/JNEUROSCI.0540-12.2012 

Huizinga, M., Dolan, C. V., & van der Molen, M. W. (2006). Age-related change in 
executive function: Developmental trends and a latent variable analysis. 



147	

Neuropsychologia, 44(11), 2017–2036. 
https://doi.org/10.1016/j.neuropsychologia.2006.01.010 

Hwang, K., Velanova, K., & Luna, B. (2010). Strengthening of Top-Down Frontal 
Cognitive Control Networks Underlying the Development of Inhibitory Control: A 
Functional Magnetic Resonance Imaging Effective Connectivity Study. Journal of 
Neuroscience, 30(46), 15535–15545. https://doi.org/10.1523/JNEUROSCI.2825-
10.2010 

Kana, R. K., Keller, T. A., Minshew, N. J., & Just, M. A. (2007). Inhibitory Control in 
High-Functioning Autism: Decreased Activation and Underconnectivity in 
Inhibition Networks. Biological Psychiatry, 62(3), 198–206. 
https://doi.org/10.1016/j.biopsych.2006.08.004 

Kuntsi, J., Stevenson, J., Oosterlaan, J., & Sonuga-Barke, E. J. S. (2001). Test-retest 
reliability of a new delay aversion task and executive function measures. British 
Journal of Developmental Psychology, 19(3), 339–348. 
https://doi.org/10.1348/026151001166137 

Thatcher, R., Walker, R., & Giudice, S. (1987). Human cerebral hemispheres develop at 
different rates and ages. Science, 236(4805), 1110–1113. 
https://doi.org/10.1126/science.3576224 

Weafer, J., Baggott, M. J., & de Wit, H. (2013). Test–retest reliability of behavioral 
measures of impulsive choice, impulsive action, and inattention. Experimental and 
Clinical Psychopharmacology, 21(6), 475–481. https://doi.org/10.1037/a0033659 

Williams, B. R., Ponesse, J. S., Schachar, R. J., Logan, G. D., & Tannock, R. (1999). 
Development of inhibitory control across the life span. Developmental Psychology, 
35(1), 205–213. 

Wolf, R. C., Plichta, M. M., Sambataro, F., Fallgatter, A. J., Jacob, C., Lesch, K.-P., … 
Vasic, N. (2009). Regional brain activation changes and abnormal functional 
connectivity of the ventrolateral prefrontal cortex during working memory 
processing in adults with attention-deficit/hyperactivity disorder. Human Brain 
Mapping, 30(7), 2252–2266. https://doi.org/10.1002/hbm.20665 

Wöstmann, N. M., Aichert, D. S., Costa, A., Rubia, K., Möller, H.-J., & Ettinger, U. (2013). 
Reliability and plasticity of response inhibition and interference control. Brain and 
Cognition, 81(1), 82–94. https://doi.org/10.1016/j.bandc.2012.09.010 

 
 
 
 
 
 
 
 
 
 
 
 
 
 



148	

COMPREHENSIVE BIBLIOGRAPHY 
 
Adcock, J. ., Wise, R. ., Oxbury, J. ., Oxbury, S. ., & Matthews, P. . (2003). Quantitative 

fMRI assessment of the differences in lateralization of language-related brain 
activation in patients with temporal lobe epilepsy. NeuroImage, 18(2), 423–438. 
https://doi.org/10.1016/S1053-8119(02)00013-7 

Alderson, R. M., Rapport, M. D., & Kofler, M. J. (2007). Attention-Deficit/Hyperactivity 
Disorder and Behavioral Inhibition: A Meta-Analytic Review of the Stop-signal 
Paradigm. Journal of Abnormal Child Psychology, 35(5), 745–758. 
https://doi.org/10.1007/s10802-007-9131-6 

Ansado, J., Monchi, O., Ennabil, N., Faure, S., & Joanette, Y. (2012). Load-dependent 
posterior–anterior shift in aging in complex visual selective attention situations. 
Brain Research, 1454, 14–22. https://doi.org/10.1016/j.brainres.2012.02.061 

Arnsten, A. F. T., & Rubia, K. (2012). Neurobiological Circuits Regulating Attention, 
Cognitive Control, Motivation, and Emotion: Disruptions in Neurodevelopmental 
Psychiatric Disorders. Journal of the American Academy of Child & Adolescent 
Psychiatry, 51(4), 356–367. https://doi.org/10.1016/j.jaac.2012.01.008 

Aron, A. R., & Poldrack, R. A. (2006). Cortical and Subcortical Contributions to Stop 
Signal Response Inhibition: Role of the Subthalamic Nucleus. Journal of 
Neuroscience, 26(9), 2424–2433. https://doi.org/10.1523/JNEUROSCI.4682-
05.2006 

Aron, A.R., Robbins, T.W., & Poldrack, R.A. (2004). Inhibition and the right inferior 
frontal cortex. Trends in Cognitive Sciences, 8(4), 170-177, 
doi:10.1016/j.tics.2004.02.010 

Aron, Adam R., Fletcher, P. C., Bullmore, E. T., Sahakian, B. J., & Robbins, T. W. (2003). 
Erratum: Stop-signal inhibition disrupted by damage to right inferior frontal gyrus 
in humans. Nature Neuroscience, 6(2), 115–116. https://doi.org/10.1038/nn1003 

Aron, Behrens, T. E., Smith, S., Frank, M. J., & Poldrack, R. A. (2007). Triangulating a 
Cognitive Control Network Using Diffusion-Weighted Magnetic Resonance 
Imaging (MRI) and Functional MRI. Journal of Neuroscience, 27(14), 3743–3752. 
https://doi.org/10.1523/JNEUROSCI.0519-07.2007 

Bannon, S., Gonsalvez, C.J., Croft, R.J., & Boyce, P.M. (2002). Response inhibition 
deficits in obsessive-compulsive disorder. Psychiatry Research, 110(2), 165-174, 
doi:10.1016/S0165-1781(02)00104-X 

Barkley, R. A. (1997). Behavioral inhibition, sustained attention, and executive functions: 
Constructing a unifying theory of ADHD. Psychological Bulletin, 121(1), 65–94. 
https://doi.org/10.1037/0033-2909.121.1.65 

Batty, M. J., Liddle, E. B., Pitiot, A., Toro, R., Groom, M. J., Scerif, G., … Hollis, C. 
(2010). Cortical Gray Matter in Attention-Deficit/Hyperactivity Disorder: A 
Structural Magnetic Resonance Imaging Study. Journal of the American Academy 
of Child & Adolescent Psychiatry, 49(3), 229–238. 
https://doi.org/10.1016/j.jaac.2009.11.008 

Bedard, A.-C., Nichols, S., Barbosa, J. A., Schachar, R., Logan, G. D., & Tannock, R. 
(2002). The Development of Selective Inhibitory Control Across the Life Span. 
Developmental Neuropsychology, 21(1), 93–111. 
https://doi.org/10.1207/S15326942DN2101_5 



149	

Bick, J., & Nelson, C. A. (2016). Early Adverse Experiences and the Developing Brain. 
Neuropsychopharmacology, 41(1), 177–196. https://doi.org/10.1038/npp.2015.252 

Blakemore, S.-J., & Choudhury, S. (2006). Development of the adolescent brain: 
implications for executive function and social cognition. Journal of Child 
Psychology and Psychiatry, 47(3–4), 296–312. https://doi.org/10.1111/j.1469-
7610.2006.01611.x 

Bokura, H., Yamaguchi, S., & Kobayashi, S. (2001). Electrophysiological correlates for 
response inhibition in a Go/NoGo task. Clinical Neurophysiology, 112(12), 2224–
2232. https://doi.org/10.1016/S1388-2457(01)00691-5 

Bourgeois, J.-P., Goldman-Rakic, P. S., & Rakic, P. (1994). Synaptogenesis in the 
Prefrontal Cortex of Rhesus Monkeys. Cerebral Cortex, 4(1), 78–96. 
https://doi.org/10.1093/cercor/4.1.78 

Brindley, G. S. (1960). Physiology of the retina and the visual pathway. 
Cabeza, R., Grady, C. L., Nyberg, L., McIntosh, A. R., Tulving, E., Kapur, S., … Craik, F. 

I. M. (1997). Age-Related Differences in Neural Activity during Memory Encoding 
and Retrieval: A Positron Emission Tomography Study. The Journal of 
Neuroscience, 17(1), 391–400. https://doi.org/10.1523/JNEUROSCI.17-01-
00391.1997 

Cai, W., Ryali, S., Chen, T., Li, R., & Menon, V. (2014). Dissociable Roles of Right 
Inferior Frontal Cortex and Anterior Insula in Inhibitory Control: Evidence from 
Intrinsic and Task-Related Functional Parcellation, Connectivity, and Response 
Profile Analyses across Multiple Datasets. Journal of Neuroscience, 34(44), 
14652–14667. https://doi.org/10.1523/JNEUROSCI.3048-14.2014 

Casey, B. J., Castellanos, F. X., Giedd, J. N., Marsh, W. L., Hamburger, S. D., Schubert, 
A. B., … Rapoport, J. L. (1997). Implication of Right Frontostriatal Circuitry in 
Response Inhibition and Attention-Deficit/Hyperactivity Disorder. Journal of the 
American Academy of Child & Adolescent Psychiatry, 36(3), 374–383. 
https://doi.org/10.1097/00004583-199703000-00016 

Casey, B. J., Jones, R. M., & Hare, T. A. (2008). The Adolescent Brain. Annals of the New 
York Academy of Sciences, 1124(1), 111–126. 
https://doi.org/10.1196/annals.1440.010 

Casey, B. J., Trainor, R. J., Orendi, J. L., Schubert, A. B., Nystrom, L. E., Giedd, J. N., … 
Rapoport, J. L. (1997). A Developmental Functional MRI Study of Prefrontal 
Activation during Performance of a Go-No-Go Task. Journal of Cognitive 
Neuroscience, 9(6), 835–847. https://doi.org/10.1162/jocn.1997.9.6.835 

Casey, B., Tottenham, N., Liston, C., & Durston, S. (2005). Imaging the developing brain: 
what have we learned about cognitive development? Trends in Cognitive Sciences, 
9(3), 104–110. https://doi.org/10.1016/j.tics.2005.01.011 

Chambers, C. D., Bellgrove, M. A., Gould, I. C., English, T., Garavan, H., McNaught, E., 
… Mattingley, J. B. (2007). Dissociable Mechanisms of Cognitive Control in 
Prefrontal and Premotor Cortex. Journal of Neurophysiology, 98(6), 3638–3647. 
https://doi.org/10.1152/jn.00685.2007 

Chambers, C. D., Bellgrove, M. A., Stokes, M. G., Henderson, T. R., Garavan, H., 
Robertson, I. H., … Mattingley, J. B. (2006). Executive “Brake Failure” following 
Deactivation of Human Frontal Lobe. Journal of Cognitive Neuroscience, 18(3), 
444–455. https://doi.org/10.1162/jocn.2006.18.3.444 



150	

Chao, H. H., Luo, X., Chang, J. L., & Li, C. R. (2009). Activation of the pre-supplementary 
motor area but not inferior prefrontal cortex in association with short stop signal 
reaction time – an intra-subject analysis. BMC Neuroscience, 10(1), 75. 
https://doi.org/10.1186/1471-2202-10-75 

Chevrier, A. D., Noseworthy, M. D., & Schachar, R. (2007). Dissociation of response 
inhibition and performance monitoring in the stop signal task using event-related 
fMRI. Human Brain Mapping, 28(12), 1347–1358. 
https://doi.org/10.1002/hbm.20355 

Chikazoe, J., Jimura, K., Hirose, S., Yamashita, K. -i., Miyashita, Y., & Konishi, S. (2009). 
Preparation to Inhibit a Response Complements Response Inhibition during 
Performance of a Stop-Signal Task. Journal of Neuroscience, 29(50), 15870–
15877. https://doi.org/10.1523/JNEUROSCI.3645-09.2009 

Colvin, M.K., Funnell, M.G., & Gazzaniga, M.S. (2005). Numerical processing in the two 
hemispheres: Studies of a split-brain patient. Brain and Cognition, 57(1), 43-52.  

Congdon, E., Mumford, J. A., Cohen, J. R., Galvan, A., Aron, A. R., Xue, G., … Poldrack, 
R. A. (2010). Engagement of large-scale networks is related to individual 
differences in inhibitory control. NeuroImage, 53(2), 653–663. 
https://doi.org/10.1016/j.neuroimage.2010.06.062 

Congdon, E., Mumford, J.A., Cohen, J.R., Galvan, A., Canli, T., & Poldrack, R.A. (2012). 
Measurement and reliability of response inhibition. Frontiers in Psychology, 3(37) 
https://doi.org/10.3389/fpsyg.2012.00037 

Corballis, P.M., Funnell., M.G., & Gazzaniga, M.S. (2002). Hemispheric asymmetries for 
simple visual judgements in the split brain. Neuropsychologia, 40(4), 401-410.  

Corbetta, M., & Shulman, G. L. (2002). Control of goal-directed and stimulus-driven 
attention in the brain. Nature Reviews Neuroscience, 3, 201. 

Cox, R. W. (1996). AFNI: Software for Analysis and Visualization of Functional Magnetic 
Resonance Neuroimages. Computers and Biomedical Research, 29(3), 162–173. 
https://doi.org/10.1006/cbmr.1996.0014 

Craik, F. I. M., & Bialystok, E. (2006). Cognition through the lifespan: mechanisms of 
change. Trends in Cognitive Sciences, 10(3), 131–138. 
https://doi.org/10.1016/j.tics.2006.01.007 

Cubillo, A., Halari, R., Ecker, C., Giampietro, V., Taylor, E., & Rubia, K. (2010). Reduced 
activation and inter-regional functional connectivity of fronto-striatal networks in 
adults with childhood Attention-Deficit Hyperactivity Disorder (ADHD) and 
persisting symptoms during tasks of motor inhibition and cognitive switching. 
Journal of Psychiatric Research, 44(10), 629–639. 
https://doi.org/10.1016/j.jpsychires.2009.11.016 

Cunningham, M. G., Bhattacharyya, S., & Benes, F. M. (2002). Amygdalo-cortical 
sprouting continues into early adulthood: Implications for the development of 
normal and abnormal function during adolescence. The Journal of Comparative 
Neurology, 453(2), 116–130. https://doi.org/10.1002/cne.10376 

Curley, L. B., Newman, E., Thompson, W. K., Brown, T. T., Hagler, D. J., Akshoomoff, 
N., … Jernigan, T. L. (2018). Cortical morphology of the pars opercularis and its 
relationship to motor-inhibitory performance in a longitudinal, developing cohort. 
Brain Structure and Function, 223(1), 211–220. https://doi.org/10.1007/s00429-
017-1480-5 



151	

D’Alberto, N., Funnel., M., Potter, A., & Garavan, H. (2017). A split-brain case study on 
the hemispheric lateralization of inhibitory control. Neuropsychologia, 99, 24-29. 
https://doi.org/10.1016/j.neuropsychologia.2017.02.17 

Dalley, J. W., Everitt, B. J., & Robbins, T. W. (2011). Impulsivity, Compulsivity, and Top-
Down Cognitive Control. Neuron, 69(4), 680–694. 
https://doi.org/10.1016/j.neuron.2011.01.020 

Davis, S. W., Dennis, N. A., Daselaar, S. M., Fleck, M. S., & Cabeza, R. (2008). Que 
PASA? The Posterior-Anterior Shift in Aging. Cerebral Cortex, 18(5), 1201–1209. 
https://doi.org/10.1093/cercor/bhm155 

Dempster, F. N. (1992). The rise and fall of the inhibitory mechanism: Toward a unified 
theory of cognitive development and aging. Developmental Review, 12(1), 45–75. 
https://doi.org/10.1016/0273-2297(92)90003-K 

Dickstein, S. G., Bannon, K., Xavier Castellanos, F., & Milham, M. P. (2006). The neural 
correlates of attention deficit hyperactivity disorder: an ALE meta-analysis. 
Journal of Child Psychology and Psychiatry, 47(10), 1051–1062. 
https://doi.org/10.1111/j.1469-7610.2006.01671.x 

Dolcos, F., Rice, H. J., & Cabeza, R. (2002). Hemispheric asymmetry and aging: right 
hemisphere decline or asymmetry reduction. Neuroscience & Biobehavioral 
Reviews, 26(7), 819–825. https://doi.org/10.1016/S0149-7634(02)00068-4 

Duann, J.-R., Ide, J. S., Luo, X., & Li, R. (2009). Functional Connectivity Delineates 
Distinct Roles of the Inferior Frontal Cortex and Presupplementary Motor Area in 
Stop Signal Inhibition. Journal of Neuroscience, 29(32), 10171–10179. 
https://doi.org/10.1523/JNEUROSCI.1300-09.2009 

Durston, S., Davidson, M. C., Tottenham, N., Galvan, A., Spicer, J., Fossella, J. A., & 
Casey, B. J. (2006). A shift from diffuse to focal cortical activity with development. 
Developmental Science, 9(1), 1–8. https://doi.org/10.1111/j.1467-
7687.2005.00454.x 

Durston, S., Thomas, K. M., Yang, Y., Ulug, A. M., Zimmerman, R. D., & Casey, B. J. 
(2002). A neural basis for the development of inhibitory control. Developmental 
Science, 5(4), F9–F16. https://doi.org/10.1111/1467-7687.00235 

Eagle, D. M., Baunez, C., Hutcheson, D. M., Lehmann, O., Shah, A. P., & Robbins, T. W. 
(2008). Stop-Signal Reaction-Time Task Performance: Role of Prefrontal Cortex 
and Subthalamic Nucleus. Cerebral Cortex, 18(1), 178–188. 
https://doi.org/10.1093/cercor/bhm044 

Eagle, D. M., & Robbins, T. W. (2003). Inhibitory Control in Rats Performing a Stop-
Signal Reaction-Time Task: Effects of Lesions of the Medial Striatum and d-
Amphetamine. Behavioral Neuroscience, 117(6), 1302–1317. 
https://doi.org/10.1037/0735-7044.117.6.1302 

Eimer, M. (1993). Effects of attention and stimulus probability on ERPs in a Go/Nogo task. 
Biological Psychology, 35(3), 128-138, doi:10.1016/0301-0511(93)90009-W 

Fan, J., Flombaum, J. I., McCandliss, B. D., Thomas, K. M., & Posner, M. I. (2003). 
Cognitive and Brain Consequences of Conflict. NeuroImage, 18(1), 42–57. 
https://doi.org/10.1006/nimg.2002.1319 

Fillmore, M. T., & Rush, C. R. (2002). Impaired inhibitory control of behavior in chronic 
cocaine users. Drug and Alcohol Dependence, 66(3), 265–273. 
https://doi.org/10.1016/S0376-8716(01)00206-X 



152	

Fjell, A. M., Westlye, L. T., Amlien, I., Espeseth, T., Reinvang, I., Raz, N., … Walhovd, 
K. B. (2009). High Consistency of Regional Cortical Thinning in Aging across 
Multiple Samples. Cerebral Cortex, 19(9), 2001–2012. 
https://doi.org/10.1093/cercor/bhn232 

Floden, D., & Stuss, D. T. (2006). Inhibitory Control is Slowed in Patients with Right 
Superior Medial Frontal Damage. Journal of Cognitive Neuroscience, 18(11), 
1843–1849. https://doi.org/10.1162/jocn.2006.18.11.1843 

Forstmann, B. U., Jahfari, S., Scholte, H. S., Wolfensteller, U., Wildenberg, W. P. M. van 
den, & Ridderinkhof, K. R. (2008). Function and Structure of the Right Inferior 
Frontal Cortex Predict Individual Differences in Response Inhibition: A Model-
Based Approach. Journal of Neuroscience, 28(39), 9790–9796. 
https://doi.org/10.1523/JNEUROSCI.1465-08.2008 

Funnell, M.G., Colvin, M.K., & Gazzaniga, M.S. (2007). The calculating hemispheres: 
Studies of a split-brain patient. Neuropsychologia, 45(10), 2378-2386.  

Fuster, J. M. (1988). Prefrontal Cortex. In Comparative Neuroscience and Neurobiology 
(pp. 107–109). Birkhäuser, Boston, MA. https://doi.org/10.1007/978-1-4899-6776-
3_43 

Galvan, A., Hare, T. A., Parra, C. E., Penn, J., Voss, H., Glover, G., & Casey, B. J. (2006). 
Earlier Development of the Accumbens Relative to Orbitofrontal Cortex Might 
Underlie Risk-Taking Behavior in Adolescents. Journal of Neuroscience, 26(25), 
6885–6892. https://doi.org/10.1523/JNEUROSCI.1062-06.2006 

Garavan, H., Ross, T. J., Murphy, K., Roche, R.A.P., & Stein, E. A. (2002). Dissociable 
Executive Functions in the Dynamic Control of Behavior: Inhibition, Error 
Detection, and Correction. NeuroImage, 17(4), 1820–1829. 
https://doi.org/10.1006/nimg.2002.1326 

Garavan, H., Ross, T. J., & Stein, E. A. (1999). Right hemispheric dominance of inhibitory 
control: An event-related functional MRI study. Proceedings of the National 
Academy of Sciences, 96(14), 8301–8306. https://doi.org/10.1073/pnas.96.14.8301 

Garavan, H., Hester, R., Murphy, K., Fassbender, C., & Kelly, C. (2006). Individual 
differences in the functional neuroanatomy of inhibitory control. Brain Research, 
1105(1), 130–142. https://doi.org/10.1016/j.brainres.2006.03.029 

Gauggel, S., Rieger, M., & Feghoff, T.A. (2004). Inhibition of ongoing responses in 
patients with Parkinson’s disease. Journal of Neurology, Neurosurgery, & 
Psychiatry, 75, 539-544, doi:10.1136/jnnp.2003.016469 

Gazzaniga, M.S., & Smylie, C.S. (1984). Dissociation of language and cognition: A 
psychological profile of two disconnected right hemispheres. Brain, 107(1), 145-
153, doi:10.1093/brain/107.1.145  

Gazzaniga, M.S. (2000).  Cerebral specialization and interhemispheric communication: 
Does the corpus collosum enable the human condition? Brain, 123(7), 1293-1326, 
doi: 10.1093/brain/123.7.1293 

Gazzaniga, M.S. (2005). Forty-five years of split-brain research and still going strong. 
Nature Reviews Neuroscience 6, 653-659, doi:10.1038/nrn1723 

Geier, C. F., Terwilliger, R., Teslovich, T., Velanova, K., & Luna, B. (2010). Immaturities 
in Reward Processing and Its Influence on Inhibitory Control in Adolescence. 
Cerebral Cortex, 20(7), 1613–1629. https://doi.org/10.1093/cercor/bhp225 



153	

Giedd, J. N. (2004). Structural Magnetic Resonance Imaging of the Adolescent Brain. 
Annals of the New York Academy of Sciences, 1021(1), 77–85. 
https://doi.org/10.1196/annals.1308.009 

Giedd, J. N., Blumenthal, J., Jeffries, N. O., Castellanos, F. X., Liu, H., Zijdenbos, A., … 
Rapoport, J. L. (1999). Brain development during childhood and adolescence: a 
longitudinal MRI study. Nature Neuroscience, 2(10), 861–863. 
https://doi.org/10.1038/13158 

Gogtay, N., Giedd, J. N., Lusk, L., Hayashi, K. M., Greenstein, D., Vaituzis, A. C., … 
Thompson, P. M. (2004). Dynamic mapping of human cortical development during 
childhood through early adulthood. Proceedings of the National Academy of 
Sciences, 101(21), 8174–8179. https://doi.org/10.1073/pnas.0402680101 

Goudriaan, A. E., Oosterlaan, J., de Beurs, E., & van den Brink, W. (2006). Neurocognitive 
functions in pathological gambling: a comparison with alcohol dependence, 
Tourette syndrome and normal controls. Addiction, 101(4), 534–547. 
https://doi.org/10.1111/j.1360-0443.2006.01380.x 

Greicius, M. D., Krasnow, B., Reiss, A. L., & Menon, V. (2003). Functional connectivity 
in the resting brain: A network analysis of the default mode hypothesis. 
Proceedings of the National Academy of Sciences, 100(1), 253–258. 
https://doi.org/10.1073/pnas.0135058100 

Hampshire, A., Chamberlain, S.R., Monti, M.M., Duncan, J., & Owen, A.M. (2010). The 
role of the right inferior frontal gyrus: inhibition and attentional control. 
Neuroimage, 50(3), 1313-1319, doi: 10.1016/j.neuroimage.2009.12.109 

Hart, H., Chantiluke, K., Cubillo, A. I., Smith, A. B., Simmons, A., Brammer, M. J., … 
Rubia, K. (2014). Pattern classification of response inhibition in ADHD: Toward 
the development of neurobiological markers for ADHD: Pattern Classification of 
fMRI of Response Inhibition in ADHD. Human Brain Mapping, 35(7), 3083–3094. 
https://doi.org/10.1002/hbm.22386 

Hart, H., Radua, J., Nakao, T., Mataix-Cols, D., & Rubia, K. (2013). Meta-analysis of 
Functional Magnetic Resonance Imaging Studies of Inhibition and Attention in 
Attention-deficit/Hyperactivity Disorder: Exploring Task-Specific, Stimulant 
Medication, and Age Effects. JAMA Psychiatry, 70(2), 185. 
https://doi.org/10.1001/jamapsychiatry.2013.277 

Helfinstein, S. M., & Poldrack, R. A. (2012). The young and the reckless. Nature 
Neuroscience, 15(6), 803–805. https://doi.org/10.1038/nn.3116 

Hirose, S., Chikazoe, J., Watanabe, T., Jimura, K., Kunimatsu, A., Abe, O., … Konishi, S. 
(2012). Efficiency of Go/No-Go Task Performance Implemented in the Left 
Hemisphere. Journal of Neuroscience, 32(26), 9059–9065. 
https://doi.org/10.1523/JNEUROSCI.0540-12.2012 

Horn, N. R., Dolan, M., Elliott, R., Deakin, J. F. W., & Woodruff, P. W. R. (2003). 
Response inhibition and impulsivity: an fMRI study. Neuropsychologia, 41(14), 
1959–1966. https://doi.org/10.1016/S0028-3932(03)00077-0 

Huizinga, M., Dolan, C. V., & van der Molen, M. W. (2006). Age-related change in 
executive function: Developmental trends and a latent variable analysis. 
Neuropsychologia, 44(11), 2017–2036. 
https://doi.org/10.1016/j.neuropsychologia.2006.01.010 



154	

Huttenlocher, P. R., & Dabholkar, A. S. (1997). Regional differences in synaptogenesis in 
human cerebral cortex. The Journal of Comparative Neurology, 387(2), 167–178. 
https://doi.org/10.1002/(SICI)1096-9861(19971020)387:2<167::AID-
CNE1>3.0.CO;2-Z 

Huttenlocher, P. R., de Courten, C., Garey, L. J., & Van der Loos, H. (1982). 
Synaptogenesis in human visual cortex — evidence for synapse elimination during 
normal development. Neuroscience Letters, 33(3), 247–252. 
https://doi.org/10.1016/0304-3940(82)90379-2 

Hwang, K., Velanova, K., & Luna, B. (2010). Strengthening of Top-Down Frontal 
Cognitive Control Networks Underlying the Development of Inhibitory Control: A 
Functional Magnetic Resonance Imaging Effective Connectivity Study. Journal of 
Neuroscience, 30(46), 15535–15545. https://doi.org/10.1523/JNEUROSCI.2825-
10.2010 

Jahanshahi, M. (2013). Effects of deep brain stimulation of the subthalamic nucleus on 
inhibitory and executive control over prepotent responses in Parkinson’s disease. 
Frontiers in Systems Neuroscience, 7. https://doi.org/10.3389/fnsys.2013.00118 

Jahfari, S., Waldorp, L., Wildenberg, W. P. M. van den, Scholte, H. S., Ridderinkhof, K. 
R., & Forstmann, B. U. (2011). Effective Connectivity Reveals Important Roles for 
Both the Hyperdirect (Fronto-Subthalamic) and the Indirect (Fronto-Striatal-
Pallidal) Fronto-Basal Ganglia Pathways during Response Inhibition. Journal of 
Neuroscience, 31(18), 6891–6899. https://doi.org/10.1523/JNEUROSCI.5253-
10.2011 

Jonkman, L. M. (2006). The development of preparation, conflict monitoring and 
inhibition from early childhood to young adulthood; a Go/Nogo ERP study. Brain 
Research, 1097(1), 181–193. https://doi.org/10.1016/j.brainres.2006.04.064 

Kana, R. K., Keller, T. A., Minshew, N. J., & Just, M. A. (2007). Inhibitory Control in 
High-Functioning Autism: Decreased Activation and Underconnectivity in 
Inhibition Networks. Biological Psychiatry, 62(3), 198–206. 
https://doi.org/10.1016/j.biopsych.2006.08.004 

Kuntsi, J., Stevenson, J., Oosterlaan, J., & Sonuga-Barke, E. J. S. (2001). Test-retest 
reliability of a new delay aversion task and executive function measures. British 
Journal of Developmental Psychology, 19(3), 339–348. 
https://doi.org/10.1348/026151001166137 

Li, C. R., Huang, C., Constable, R. T., & Sinha, R. (2006). Gender differences in the neural 
correlates of response inhibition during a stop signal task. NeuroImage, 32(4), 
1918–1929. https://doi.org/10.1016/j.neuroimage.2006.05.017 

Lijffijt, M., Kenemans, J. L., Verbaten, M. N., & van Engeland, H. (2005). A Meta-
Analytic Review of Stopping Performance in Attention-Deficit/Hyperactivity 
Disorder: Deficient Inhibitory Motor Control? Journal of Abnormal Psychology, 
114(2), 216–222. https://doi.org/10.1037/0021-843X.114.2.216 

Liotti, M., Pliszka, S. R., Perez, R., Kothmann, D., & Woldorff, M. G. (2005). Abnormal 
Brain Activity Related to Performance Monitoring and Error Detection in Children 
with ADHD. Cortex, 41(3), 377–388. https://doi.org/10.1016/S0010-
9452(08)70274-0 

Logan, G. D., Cowan, W. B., & Davis, K. A. (1984). On the ability to inhibit simple and 
choice reaction time responses: A model and a method. Journal of Experimental 



155	

Psychology: Human Perception and Performance, 10(2), 276–291. 
https://doi.org/10.1037/0096-1523.10.2.276 

Logan, G. D., & Cowan, W. B. (1984). On the ability to inhibit thought and action: A 
theory of an act of control. Psychological Review, 91(3), 295–327. 
https://doi.org/10.1037/0033-295X.91.3.295 

Logan, G. D., Schachar, R. J., & Tannock, R. (1997). Impulsivity and Inhibitory Control. 
Psychological Science, 8(1), 60–64. https://doi.org/10.1111/j.1467-
9280.1997.tb00545.x 

Luna, B., Thulborn, K. R., Munoz, D. P., Merriam, E. P., Garver, K. E., Minshew, N. J., 
… Sweeney, J. A. (2001). Maturation of Widely Distributed Brain Function 
Subserves Cognitive Development. NeuroImage, 13(5), 786–793. 
https://doi.org/10.1006/nimg.2000.0743 

MacLeod, C. M. (1991). Half a century of research on the Stroop effect: An integrative 
review. Psychological Bulletin, 109(2), 163–203. https://doi.org/10.1037/0033-
2909.109.2.163 

Madsen, K. S., Baaré, W. F. C., Vestergaard, M., Skimminge, A., Ejersbo, L. R., Ramsøy, 
T. Z., … Jernigan, T. L. (2010). Response inhibition is associated with white matter 
microstructure in children. Neuropsychologia, 48(4), 854–862. 
https://doi.org/10.1016/j.neuropsychologia.2009.11.001 

Mauch, D. H., Nagler, K., Schumacher, S., Goritz, C., Muller, E. C., Otto, A., & Pfrieger, 
F. W. (2001). CNS Synaptogenesis Promoted by Glia-Derived Cholesterol. 
Science, 294(5545), 1354–1357. https://doi.org/10.1126/science.294.5545.1354 

McAlonan, G. M., Cheung, V., Chua, S. E., Oosterlaan, J., Hung, S., Tang, C., … Leung, 
P. W. L. (2009). Age-related grey matter volume correlates of response inhibition 
and shifting in attention-deficit hyperactivity disorder. British Journal of 
Psychiatry, 194(02), 123–129. https://doi.org/10.1192/bjp.bp.108.051359 

McNab, F., Leroux, G., Strand, F., Thorell, L., Bergman, S., & Klingberg, T. (2008). 
Common and unique components of inhibition and working memory: An fMRI, 
within-subjects investigation. Neuropsychologia, 46(11), 2668–2682. 
https://doi.org/10.1016/j.neuropsychologia.2008.04.023 

Menon, V., Adleman, N.E., White, C.D., Glover, G.H., & Reiss, A.L. (2001). Error-related 
brain activation during a Go/NoGo response inhibition task. Human Brain 
Mapping, 12(3), 131-143, doi: 10.1002/1097-0193(200103)12:3<131::AID-
HBM1010>3.0.CO;2-C 

Miller, E. K., & Cohen, J. D. (2001). An Integrative Theory of Prefrontal Cortex Function. 
Annual Review of Neuroscience, 24(1), 167–202. 
https://doi.org/10.1146/annurev.neuro.24.1.167 

Morein-Zamir, S., Dodds, C., van Hartevelt, T. J., Schwarzkopf, W., Sahakian, B., Müller, 
U., & Robbins, T. (2014). Hypoactivation in right inferior frontal cortex is 
specifically associated with motor response inhibition in adult ADHD: Inhibition-
Specific Hypoactivation in ADHD. Human Brain Mapping, 35(10), 5141–5152. 
https://doi.org/10.1002/hbm.22539 

Munakata, Y., Herd, S. A., Chatham, C. H., Depue, B. E., Banich, M. T., & O’Reilly, R. 
C. (2011). A unified framework for inhibitory control. Trends in Cognitive 
Sciences, 15(10), 453–459. https://doi.org/10.1016/j.tics.2011.07.011 



156	

Nambu, A., Tokuno, H., and Takada, M. (2002). Functional significance of the Cortico-
subthalamio-pallidal ‘hyperdirect’ pathway. Neuroscience Research, 43(2), 111-
117. 

Nelson, C. A., & Bloom, F. E. (1997). Child Development and Neuroscience. Child 
Development, 68(5), 970–987. https://doi.org/10.1111/j.1467-
8624.1997.tb01974.x 

Newman, E., Jernigan, T. L., Lisdahl, K. M., Tamm, L., Tapert, S. F., Potkin, S. G., … 
Group, M. N. (2016). Go/No Go task performance predicts cortical thickness in the 
caudal inferior frontal gyrus in young adults with and without ADHD. Brain 
Imaging and Behavior, 10(3), 880–892. https://doi.org/10.1007/s11682-015-9453-
x 

Nielson, K. A., Langenecker, S. A., & Garavan, H. (2002). Differences in the functional 
neuroanatomy of inhibitory control across the adult life span. Psychology and 
Aging, 17(1), 56–71. https://doi.org/10.1037/0882-7974.17.1.56 

Nigg, J. T. (2000). On inhibition/disinhibition in developmental psychopathology: Views 
from cognitive and personality psychology and a working inhibition taxonomy. 
Psychological Bulletin, 126(2), 220–246. https://doi.org/10.1037/0033-
2909.126.2.220 

Nigg, J. T., Wong, M. M., Martel, M. M., Jester, J. M., Puttler, L. I., Glass, J. M., … 
Zucker, R. A. (2006). Poor Response Inhibition as a Predictor of Problem Drinking 
and Illicit Drug Use in Adolescents at Risk for Alcoholism and Other Substance 
Use Disorders. Journal of the American Academy of Child & Adolescent 
Psychiatry, 45(4), 468–475. https://doi.org/10.1097/01.chi.0000199028.76452.a9 

Odlaug, B. L., Chamberlain, S. R., Derbyshire, K. L., Leppink, E. W., & Grant, J. E. (2014). 
Impaired response inhibition and excess cortical thickness as candidate 
endophenotypes for trichotillomania. Journal of Psychiatric Research, 59, 167–
173. https://doi.org/10.1016/j.jpsychires.2014.08.010 

Ogawa, S., Lee, T. M., Kay, A. R., & Tank, D. W. (1990). Brain magnetic resonance 
imaging with contrast dependent on blood oxygenation. Proceedings of the 
National Academy of Sciences, 87(24), 9868–9872. 
https://doi.org/10.1073/pnas.87.24.9868 

Oosterlaan, J., Logan, G. D., & Sergeant, J. A. (1998). Response Inhibition in AD/HD, CD, 
Comorbid AD/HD+CD, Anxious, and Control Children: A Meta-analysis of 
Studies with the Stop Task. Journal of Child Psychology and Psychiatry, 39(3), 
411–425. https://doi.org/10.1111/1469-7610.00336 

Ousdal, O. T., Jensen, J., Server, A., Hariri, A. R., Nakstad, P. H., & Andreassen, O. A. 
(2008). The human amygdala is involved in general behavioral relevance detection: 
Evidence from an event-related functional magnetic resonance imaging Go-NoGo 
task. Neuroscience, 156(3), 450–455. 
https://doi.org/10.1016/j.neuroscience.2008.07.066 

Passarotti, A. M., Sweeney, J. A., & Pavuluri, M. N. (2010). Neural correlates of response 
inhibition in pediatric bipolar disorder and attention deficit hyperactivity disorder. 
Psychiatry Research: Neuroimaging, 181(1), 36–43. 
https://doi.org/10.1016/j.pscychresns.2009.07.002 



157	

Penades, R., Catalan, R., Rubia, K., Andres, S., Salamero, M., & Gasto, C. (2007). 
Impaired response inhibition in obsessive compulsive disorder. European 
Psychiatry, 22(6), 404-410, doi: 10.1016/j.eurpsy.2006.05.001 

Pliszka, S. R., Liotti, M., & Woldorff, M. G. (2000). Inhibitory control in children with 
attention-deficit/hyperactivity disorder: event-related potentials identify the 
processing component and timing of an impaired right-frontal response-inhibition 
mechanism. Biological Psychiatry, 48(3), 238–246. https://doi.org/10.1016/S0006-
3223(00)00890-8 

Quay, H. C. (1997). Inhibition and Attention Deficit Hyperactivity Disorder. Journal of 
Abnormal Child Psychology, 25(1), 7–13. 
https://doi.org/10.1023/A:1025799122529 

Raichle, M. E., MacLeod, A. M., Snyder, A. Z., Powers, W. J., Gusnard, D. A., & Shulman, 
G. L. (2001). A default mode of brain function. Proceedings of the National 
Academy of Sciences, 98(2), 676–682. https://doi.org/10.1073/pnas.98.2.676 

Rae, C. L., Nombela, C., Rodríguez, P. V., Ye, Z., Hughes, L. E., Jones, P. S., … Rowe, J. 
B. (2016). Atomoxetine restores the response inhibition network in Parkinson’s 
disease. Brain, 139(8), 2235–2248. https://doi.org/10.1093/brain/aww138 

Ray Li, (2006). Imaging Response Inhibition in a Stop-Signal Task: Neural Correlates 
Independent of Signal Monitoring and Post-Response Processing. Journal of 
Neuroscience, 26(1), 186–192. https://doi.org/10.1523/JNEUROSCI.3741-
05.2006 

Ray Li, C.-S., Yan, P., Sinha, R., & Lee, T.-W. (2008). Subcortical processes of motor 
response inhibition during a stop signal task. NeuroImage, 41(4), 1352–1363. 
https://doi.org/10.1016/j.neuroimage.2008.04.023 

Reuter-Lorenz, P. A., Jonides, J., Smith, E. E., Hartley, A., Miller, A., Marshuetz, C., & 
Koeppe, R. A. (2000). Age Differences in the Frontal Lateralization of Verbal and 
Spatial Working Memory Revealed by PET. Journal of Cognitive Neuroscience, 
12(1), 174–187. https://doi.org/10.1162/089892900561814 

Ridderinkhof, K. R., Band, G., & Logan, G. (1999). A study of adaptive behavior: effects 
of age and irrelevant information on the ability to inhibit one’s actions. Acta 
Psychologica, 101(2), 315–337. https://doi.org/10.1016/S0001-6918(99)00010-4 

Rubia, K., Smith, A. B., Brammer, M. J., Toone, B., & Taylor, E. (2005). Abnormal Brain 
Activation During Inhibition and Error Detection in Medication-Naive Adolescents 
With ADHD. American Journal of Psychiatry, 162(6), 1067–1075. 
https://doi.org/10.1176/appi.ajp.162.6.1067 

Rubia, K. (2013). Functional brain imaging across development. European Child & 
Adolescent Psychiatry, 22(12), 719–731. https://doi.org/10.1007/s00787-012-
0291-8 

Rubia, K., Overmeyer, S., Taylor, E., Brammer, M., Williams, S. C. R., Simmons, A., & 
Bullmore, E. T. (1999). Hypofrontality in Attention Deficit Hyperactivity Disorder 
During Higher-Order Motor Control: A Study With Functional MRI. American 
Journal of Psychiatry, 156(6), 891–896. https://doi.org/10.1176/ajp.156.6.891 

Rubia, K., Russell, T., Overmeyer, S., Brammer, M.J., Bullmore, E.T., Sharma, T., 
Simmons, A., Williams, S.C.R., Giampietro, V., Andrew, C.M., & Taylor, E. 
(2001). Mapping motor inhibition: Conjunctive brain activations across different 



158	

versions of the Go/No-Go and Stop tasks. Neuroimage, 13(2), 250-261, doi: 
10.1006/nimg.2000.0685 

Rubia, K., Smith, A. B., Brammer, M. J., & Taylor, E. (2003). Right inferior prefrontal 
cortex mediates response inhibition while mesial prefrontal cortex is responsible 
for error detection. NeuroImage, 20(1), 351–358. https://doi.org/10.1016/S1053-
8119(03)00275-1 

Rushworth, M. F. S., Krams, M., & Passingham, R. E. (2001). The Attentional Role of the 
Left Parietal Cortex: The Distinct Lateralization and Localization of Motor 
Attention in the Human Brain. Journal of Cognitive Neuroscience, 13(5), 698–710. 
https://doi.org/10.1162/089892901750363244 

Sander, D., Grafman, J., & Zalla, T. (2003). The Human Amygdala: An Evolved System 
for Relevance Detection. Reviews in the Neurosciences, 14(4). 
https://doi.org/10.1515/REVNEURO.2003.14.4.303 

Schachar, R., & Logan, G. D. (1990). Impulsivity and inhibitory control in normal 
development and childhood psychopathology. Developmental Psychology, 26(5), 
710–720. https://doi.org/10.1037/0012-1649.26.5.710 

Schneider-Garces, N.J., Gordon, B.A., Brumback-Peltz, C.R., Eunsam, S., Yukyung, L., 
Sutton, B.P., Maclin, E.L., Gratton, G., & Fabiani, M. (2010). Span, CRUNCH, 
and Beyond: Working memory capacity and the aging brain. Journal of Cognitive 
Neuroscience, 22(4), 655-669.  

Schumann, G., Loth, E., Banaschewski, T., Barbot, A., Barker, G., Büchel, C., … Struve, 
M. (2010). The IMAGEN study: reinforcement-related behaviour in normal brain 
function and psychopathology. Molecular Psychiatry, 15(12), 1128–1139. 
https://doi.org/10.1038/mp.2010.4 

Senderecka, M., Grabowska, A., Szewczyk, J., Gerc, K., & Chmylak, R. (2012). Response 
inhibition of children with ADHD in the stop-signal task: An event-related potential 
study. International Journal of Psychophysiology, 85(1), 93–105. 
https://doi.org/10.1016/j.ijpsycho.2011.05.007 

Shaw, P., Greenstein, D., Lerch, J., Clasen, L., Lenroot, R., Gogtay, N., … Giedd, J. (2006). 
Intellectual ability and cortical development in children and adolescents. Nature, 
440(7084), 676–679. https://doi.org/10.1038/nature04513 

Siebner, H., & Rothwell, J. (2003). Transcranial magnetic stimulation: new insights into 
representational cortical plasticity. Experimental Brain Research, 148(1), 1–16. 
https://doi.org/10.1007/s00221-002-1234-2 

Siegel, J.S., Power, J.D., Dubis, J.W., Vogel, A.C., Church, J.A., Schlagger, B.L., & 
Peterson, S.E. (2013). Statistical improvements in functional magnetic resonance 
imaging analyses produced by censoring high-motion data points.  Human Brain 
Mapping, 35(5), 1981-1996, https://doi.org/10.1002/hbm.22307 

Slaats-Willemse, D., Swaab-Barneveld, H., de Sonneville, L., van der Meulen, E., & 
Buitelaar, J. (2003). Deficient response inhibition as a cognitive endophenotype of 
AHD. Journal of the American Academy of Child & Adolescent Psychiatry, 42(10), 
1242-1248, doi: 10.1097/00004583-200310000-00016 

Sowell, E. R., Thompson, P. M., Leonard, C. M., Welcome, S. E., Kan, E., & Toga, A. W. 
(2004). Longitudinal Mapping of Cortical Thickness and Brain Growth in Normal 
Children. Journal of Neuroscience, 24(38), 8223–8231. 
https://doi.org/10.1523/JNEUROSCI.1798-04.2004 



159	

Springer, S. P., & Deutsch, G. (1998). Left brain, right brain: Perspective from cognitive 
neuroscience. 

Steinberg, L. (2008). A social neuroscience perspective on adolescent risk-taking. 
Developmental Review, 28(1), 78–106. https://doi.org/10.1016/j.dr.2007.08.002 

Stevens, M. C., Kiehl, K. A., Pearlson, G. D., & Calhoun, V. D. (2007). Functional neural 
networks underlying response inhibition in adolescents and adults. Behavioural 
Brain Research, 181(1), 12–22. https://doi.org/10.1016/j.bbr.2007.03.023 

Sturman, D. A., & Moghaddam, B. (2011). The neurobiology of adolescence: Changes in 
brain architecture, functional dynamics, and behavioral tendencies. Neuroscience 
& Biobehavioral Reviews, 35(8), 1704–1712. 
https://doi.org/10.1016/j.neubiorev.2011.04.003 

Swick, D., Ashley, V., & Turken, A. U. (2008). Left inferior frontal gyrus is critical for 
response inhibition. BMC Neuroscience, 9(1), 102. https://doi.org/10.1186/1471-
2202-9-102 

Thatcher, R., Walker, R., & Giudice, S. (1987). Human cerebral hemispheres develop at 
different rates and ages. Science, 236(4805), 1110–1113. 
https://doi.org/10.1126/science.3576224 

Tzourio-Mazoyer, N., Landeau, B., Papathanassiou, D., Crivello, F., Etard, O., Delcroix, 
N., Mazoyer, B., & Joliot, M. (2002). Automated Anatomical Labeling of 
activations in SPM using a macroscopic anatomical parcellation of the MNI MRI 
single-subject brain. Neuroimage, 15(1), 273-289. 
https://doi.org/10.1016/nim.2001.0978 

Urry, H. L., Reekum, C. M. van, Johnstone, T., Kalin, N. H., Thurow, M. E., Schaefer, H. 
S., … Davidson, R. J. (2006). Amygdala and Ventromedial Prefrontal Cortex Are 
Inversely Coupled during Regulation of Negative Affect and Predict the Diurnal 
Pattern of Cortisol Secretion among Older Adults. Journal of Neuroscience, 26(16), 
4415–4425. https://doi.org/10.1523/JNEUROSCI.3215-05.2006 

van den Wildenberg, W. P. M., van Boxtel, G. J. M., van der Molen, M. W., Bosch, D. A., 
Speelman, J. D., & Brunia, C. H. M. (2006). Stimulation of the Subthalamic Region 
Facilitates the Selection and Inhibition of Motor Responses in Parkinson’s Disease. 
Journal of Cognitive Neuroscience, 18(4), 626–636. 
https://doi.org/10.1162/jocn.2006.18.4.626 

Van Essen, D.C., Ugurbil, K., Auerbach, E., Barch, D… & E. Yacoub. (2012). The Human 
Connectome Project: a data acquisition perspective. Neuroimage, 62(4), 2222-
2231, https://doi.org/10.1016/j.neuroimage.2012.02.018 

Velanova, K., Wheeler, M. E., & Luna, B. (2008). Maturational Changes in Anterior 
Cingulate and Frontoparietal Recruitment Support the Development of Error 
Processing and Inhibitory Control. Cerebral Cortex, 18(11), 2505–2522. 
https://doi.org/10.1093/cercor/bhn012 

Verbruggen, F., & Logan, G. D. (2008). Response inhibition in the stop-signal paradigm. 
Trends in Cognitive Sciences, 12(11), 418–424. 
https://doi.org/10.1016/j.tics.2008.07.005 

Vink, M., Kahn, R. S., Raemaekers, M., van den Heuvel, M., Boersma, M., & Ramsey, N. 
F. (2005). Function of striatum beyond inhibition and execution of motor responses. 
Human Brain Mapping, 25(3), 336–344. https://doi.org/10.1002/hbm.20111 



160	

Weafer, J., Baggott, M. J., & de Wit, H. (2013). Test–retest reliability of behavioral 
measures of impulsive choice, impulsive action, and inattention. Experimental and 
Clinical Psychopharmacology, 21(6), 475–481. https://doi.org/10.1037/a0033659 

Whelan, R., Conrod, P. J., Poline, J.-B., Lourdusamy, A., Banaschewski, T., Barker, G. J., 
… Garavan, H. (2012). Adolescent impulsivity phenotypes characterized by 
distinct brain networks. Nature Neuroscience, 15(6), 920–925. 
https://doi.org/10.1038/nn.3092 

Whelan, R., Watts, R., Orr, C. A., Althoff, R. R., Artiges, E., Banaschewski, T., … Ziesch, 
V. (2014). Neuropsychosocial profiles of current and future adolescent alcohol 
misusers. Nature, 512(7513), 185–189. https://doi.org/10.1038/nature13402 

Whiteside, S. P., & Lynam, D. R. (2001). The Five Factor Model and impulsivity: using a 
structural model of personality to understand impulsivity. Personality and 
Individual Differences, 30(4), 669–689. https://doi.org/10.1016/S0191-
8869(00)00064-7 

Williams, B. R., Ponesse, J. S., Schachar, R. J., Logan, G. D., & Tannock, R. (1999). 
Development of inhibitory control across the life span. Developmental Psychology, 
35(1), 205–213. 

 Wolf, R. C., Plichta, M. M., Sambataro, F., Fallgatter, A. J., Jacob, C., Lesch, K.-P., … 
Vasic, N. (2009). Regional brain activation changes and abnormal functional 
connectivity of the ventrolateral prefrontal cortex during working memory 
processing in adults with attention-deficit/hyperactivity disorder. Human Brain 
Mapping, 30(7), 2252–2266. https://doi.org/10.1002/hbm.20665 

Wöstmann, N. M., Aichert, D. S., Costa, A., Rubia, K., Möller, H.-J., & Ettinger, U. (2013). 
Reliability and plasticity of response inhibition and interference control. Brain and 
Cognition, 81(1), 82–94. https://doi.org/10.1016/j.bandc.2012.09.010 

 


	University of Vermont
	ScholarWorks @ UVM
	2018

	Examining Inter- And Intra-Individual Differences In The Neurobiological Mechanisms Associated With Inhibitory Control
	Nicholas C. D'Alberto
	Recommended Citation


	Microsoft Word - DAlberto_Disseration_Final.docx

