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Abstract. Image classification is an important task in many medical
applications, in order to achieve an adequate diagnostic of different le-
sions. Melanoma is a frequent kind of skin cancer, which most of them
can be detected by visual exploration. Heterogeneity and database size
are the most important difficulties to overcome in order to obtain a good
classification performance. In this work, a deep learning based method
for accurate classification of wound regions is proposed. Raw images are
fed into a Convolutional Neural Network (CNN) producing a probability
of being a melanoma or a non-melanoma. Alexnet and GoogLeNet were
used due to their well-known effectiveness. Moreover, data augmentation
was used to increase the number of input images. Experiments show that
the compared models can achieve high performance in terms of mean ac-
curacy with very few data and without any preprocessing.
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1 Introduction

Skin cancer was the most commonly diagnosed cancer in the United States in
2016. Melanoma accounts for only 1% of all skin cancer cases, but the vast
majority of skin cancer deaths. This is a type of skin cancer caused by abnormal
multiplication of pigment producing cells that give color to the skin: melanocytes.

Melanoma is highly curable when detected in its earliest stages, it is more
likely than other skin cancer to spread to other parts of the body [1]. Melanoma,
in their initial growth phases, and other benign moles are similarities in their
characteristic, which makes the diagnosis difficult between what is malignant
and what is benign for experienced dermatologists [8].

The best way to detect skin cancer early is to recognize new or changing skin
growths, particularly those that look different from other moles. The ABCDE
rule (Fig. 1) outlines warning signs of the most common type of melanoma: A
is for asymmetry, B is for border irregularity, C is for color, D is for diameter
greater than 6 millimeters and E is for evolution [11].

Many previous techniques in dermatological computer aided classification
has lacked the generalization capability of medical practitioners due to insuffi-
cient data and require extensive preprocessing [2], lesion segmentation [6, 7] and
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Fig. 1. Traditional clinical analysis followed by dermatologists (ABCDE rule).

extraction of specific features before classification [4, 16]. Several learning-based
methods were applied form melanoma classification [13, 3, 15] using the special
features of this kind of lesion. By contrast, our proposal requires no human inter-
vention, since it is trained directly from the labelled images with a single neural
network.

Convolutional Neural Networks (CNNs) is one of the most popular deep
learning techniques for image analysis. CNNs were inspired by the animal visual
cortex and they are one of the first truly successful deep learning architectures,
which have shown outstanding performance in processing images and videos.
Nowadays, with the help of GPU-accelerated computing techniques, CNNs have
been successfully applied to object recognition (e.g. handwriting, face, behav-
ior...), recommender systems or image classification. Recent works show that
deep networks are being a powerful tools for medical image analysis [10], and
therefore for melanoma classification [12, 17].

In this work, two different deep learning based methods have been imple-
mented on a computer for detection of melanoma lesions, which could assist a
dermatologist in early diagnosis of this cancer. Both methods were evaluated
on the provided images from the DermIS and DermQuest databases (now in-
tegrated in Derm1011). The whole dataset is composed by 533 images, where
329 are melanomas and 204 nevi. The provided experimental results are really
promising, even more if we think about the few images that have been used.
Deep learning often requires hundreds of thousands or millions of images for the
best results.

The rest of the paper is organized as follows: Section 2 describes the deep
learning techniques used in this work. Experiments and discussed results are

1 Comprehensive digital resource for healthcare professionals including information
from world-renowned experts in the field. https://www.derm101.com/



reflected in Section 3. Finally, conclusions and future works are summarized in
Section 4.

2 Deep Learning Techniques

Deep learning algorithms, powered by advances in computation and very large
datasets, have shown to exceed human performance in visual tasks such as play-
ing games (Chess, Go, etc.) and object recognition. In this work, we outline a
development of a CNN in order to assist and improve the performance of der-
matologists in melanoma image based detection.

Machine learning technologies have already achieved significant success in
many areas including classification, regression and clustering. However, many of
these techniques work well only under a common assumption the the training
and test data are drawn from the same feature space and the same distribution.
Most statistical models need to be retrained or rebuilt with newly collected data
when the distribution changes. Unfortunately, in many real world applications
this process could be expensive or simply impossible. In such cases, transfer
learning can truly be suitable and beneficial.

The need for transfer learning may arise when the data is easily outdated or
when the distribution of data is very different among the distint classes. In such
situations, it is easier to adapt a classification model, which has been trained
on a similar problem, to help learn classification models for equal nature data.
There exists a large amount of works on transfer learning for reinforcement in
the literature. Nevertheless, in this paper, we only focus on transfer learning for
classification problems by using two widely known CNNs, such as AlexNet and
GoogLeNet, that are related more closely to the addressed problem.

AlexNet [9] consists of five convolutional layers and three fully connected lay-
ers, that won the ImageNet Large Scale Visual Recognition Challenge (ILSVRC)
in 2012. A schematic draw of the net’s architecture is shown in Fig. 2a. The input
is an RGB image of size 256 × 256, and it corresponds to one of 1000 different
classes. The output is a vector of probabilities with one value for each class.
Random crops of size 227 × 227 are generated from inside the 256 × 256 images
to feed the first layer of AlexNet. The first two convolutional layers are followed
by the max pooling layers. The third, fourth and fifth convolutional layers are
connected directly. The last is followed by a maxpool, and connected to a series
of two fully connected layers, to end into a softmax classifier with 1000 class
labels. ReLU activation is applied after all the convolution and fully connected
layers.

GoogLeNet [14] is a deep neural network architecture for computer vision
codenamed Inception. It was presented at the ILSVRC 2014 classification and
detection challenges, being one of the best the state-of-the-art deep networks.
The philosophy of this model is the deeper the better. This consists on both
increasing the depth of the network and the number of neurons at each layer. It
is composed by a total of 22 layers, most of them based on Inception modules
as depicted in Fig. 2b. All the convolutions use ReLU activation. The input of



Figure 2: An illustration of the architecture of our CNN, explicitly showing the delineation of responsibilities
between the two GPUs. One GPU runs the layer-parts at the top of the figure while the other runs the layer-parts
at the bottom. The GPUs communicate only at certain layers. The network’s input is 150,528-dimensional, and
the number of neurons in the network’s remaining layers is given by 253,440–186,624–64,896–64,896–43,264–
4096–4096–1000.

neurons in a kernel map). The second convolutional layer takes as input the (response-normalized
and pooled) output of the first convolutional layer and filters it with 256 kernels of size 5× 5× 48.
The third, fourth, and fifth convolutional layers are connected to one another without any intervening
pooling or normalization layers. The third convolutional layer has 384 kernels of size 3 × 3 ×
256 connected to the (normalized, pooled) outputs of the second convolutional layer. The fourth
convolutional layer has 384 kernels of size 3 × 3 × 192 , and the fifth convolutional layer has 256
kernels of size 3× 3× 192. The fully-connected layers have 4096 neurons each.

4 Reducing Overfitting

Our neural network architecture has 60 million parameters. Although the 1000 classes of ILSVRC
make each training example impose 10 bits of constraint on the mapping from image to label, this
turns out to be insufficient to learn so many parameters without considerable overfitting. Below, we
describe the two primary ways in which we combat overfitting.

4.1 Data Augmentation

The easiest and most common method to reduce overfitting on image data is to artificially enlarge
the dataset using label-preserving transformations (e.g., [25, 4, 5]). We employ two distinct forms
of data augmentation, both of which allow transformed images to be produced from the original
images with very little computation, so the transformed images do not need to be stored on disk.
In our implementation, the transformed images are generated in Python code on the CPU while the
GPU is training on the previous batch of images. So these data augmentation schemes are, in effect,
computationally free.

The first form of data augmentation consists of generating image translations and horizontal reflec-
tions. We do this by extracting random 224× 224 patches (and their horizontal reflections) from the
256×256 images and training our network on these extracted patches4. This increases the size of our
training set by a factor of 2048, though the resulting training examples are, of course, highly inter-
dependent. Without this scheme, our network suffers from substantial overfitting, which would have
forced us to use much smaller networks. At test time, the network makes a prediction by extracting
five 224 × 224 patches (the four corner patches and the center patch) as well as their horizontal
reflections (hence ten patches in all), and averaging the predictions made by the network’s softmax
layer on the ten patches.

The second form of data augmentation consists of altering the intensities of the RGB channels in
training images. Specifically, we perform PCA on the set of RGB pixel values throughout the
ImageNet training set. To each training image, we add multiples of the found principal components,

4This is the reason why the input images in Figure 2 are 224× 224× 3-dimensional.
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(b) Inception module with dimension reductions

Figure 2: Inception module

increase in the number of outputs from stage to stage. Even while this architecture might cover the
optimal sparse structure, it would do it very inefficiently, leading to a computational blow up within
a few stages.

This leads to the second idea of the proposed architecture: judiciously applying dimension reduc-
tions and projections wherever the computational requirements would increase too much otherwise.
This is based on the success of embeddings: even low dimensional embeddings might contain a lot
of information about a relatively large image patch. However, embeddings represent information in
a dense, compressed form and compressed information is harder to model. We would like to keep
our representation sparse at most places (as required by the conditions of [2]) and compress the
signals only whenever they have to be aggregated en masse. That is, 1×1 convolutions are used to
compute reductions before the expensive 3×3 and 5×5 convolutions. Besides being used as reduc-
tions, they also include the use of rectified linear activation which makes them dual-purpose. The
final result is depicted in Figure 2(b).

In general, an Inception network is a network consisting of modules of the above type stacked upon
each other, with occasional max-pooling layers with stride 2 to halve the resolution of the grid. For
technical reasons (memory efficiency during training), it seemed beneficial to start using Inception
modules only at higher layers while keeping the lower layers in traditional convolutional fashion.
This is not strictly necessary, simply reflecting some infrastructural inefficiencies in our current
implementation.

One of the main beneficial aspects of this architecture is that it allows for increasing the number of
units at each stage significantly without an uncontrolled blow-up in computational complexity. The
ubiquitous use of dimension reduction allows for shielding the large number of input filters of the
last stage to the next layer, first reducing their dimension before convolving over them with a large
patch size. Another practically useful aspect of this design is that it aligns with the intuition that
visual information should be processed at various scales and then aggregated so that the next stage
can abstract features from different scales simultaneously.

The improved use of computational resources allows for increasing both the width of each stage
as well as the number of stages without getting into computational difficulties. Another way to
utilize the inception architecture is to create slightly inferior, but computationally cheaper versions
of it. We have found that all the included the knobs and levers allow for a controlled balancing of
computational resources that can result in networks that are 2− 3× faster than similarly performing
networks with non-Inception architecture, however this requires careful manual design at this point.

5 GoogLeNet

We chose GoogLeNet as our team-name in the ILSVRC14 competition. This name is an homage to
Yann LeCuns pioneering LeNet 5 network [10]. We also use GoogLeNet to refer to the particular
incarnation of the Inception architecture used in our submission for the competition. We have also
used a deeper and wider Inception network, the quality of which was slightly inferior, but adding it
to the ensemble seemed to improve the results marginally. We omit the details of that network, since
our experiments have shown that the influence of the exact architectural parameters is relatively
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(b) Inception of GoogLeNet (image extracted from [14])

Fig. 2. Architecture of the networks.

the network is 224×224 taking RGB color channels with mean subtraction. The
output, as Alexnet, is a vector of 1000 components to determine between 1000
classes.

Both networks were trained on 1.2 million images from the ImageNet database2.
We used these pre-trained models and trained them on our dataset using trans-
fer learning in order to transfer the knowledge of these models to our target
problem.

A typical problem of these deep learning techniques are the requirement of
large datasets to perform a good model training. Small datasets provoke deep
networks do not generalize well data from the test set. Thus, these networks suffer
from the problem of over-fitting. Data augmentation is a simply way to reduce
over-fitting on models. The amount of training data is increased using only
its information. Data augmentation techniques have commonly been applied to
medical classification problems during last years with success [5]. Depending on
the problem we are dealing with, different augmentation methods can be applied.
The main techniques are based on data warping, which is an approach which
augment the input data in data space. A commonly practice for augmenting
image data is to perform geometric deformations, such as reflections, crops and
translations of the image. Also, changing the color and luminosity of the image

2 http://www.image-net.org



(a) Melanoma (b) Nevo

Fig. 3. Example of the two different classes of images.

is useful in some cases. All of them are performed as an affine transformation of
the original image.

3 Experimental results

In this section are summarized the experiments we carried out in order to eval-
uate the performance of the proposed models.

A total of 533 images, where 62% belongs to the melanoma class and the
rest are claassified as nevi, were used to train and test the models (Fig. 3). It
is a small dataset for a deep learning model, but one of our objectives is to
show that a high accuracy can be achieved with few samples. For this purpose,
data augmentation techniques are employed for precision improvement. These
are methods for constructing iterative sampling algorithms via the introduction
of unobserved data. In these experiments, we carried out reflections, crops and
rotations to the data.

There are several parameters that can be tuned in a deep neural network.
However, the main ones we are focusing on are:

– Batch Size (BS):indicates the amount of images processed in one iteration.
– Initial learning rate (LR): establishes with which rate is going to start the

learning procedure.
– Validation frequencies (Val. Freq.): is the number of iterations between eval-

uations of the validation metrics.

The parameter values selected for analysis are summarized in Table 1.
From a quantitative point of view, we have chosen a well-known measure

in order to compare the performance of the detection of the different studied
networks: the Accuracy (ACC). It measures the proportion of true detections
among the total number of tested images.

ACC =
TP + TN

TP + TN + FN + FP
(1)



Table 1. Parameters for neural network tuning

Parameter Tested values

BS {16, 32, 64, 128}
LR {0.0001, 0.00001, 0.000001}

Val. Freq. {5, 10, 15, 20}

where TP , TN , FP , and FN denotes the true positives, true negatives, false
positives and false negatives, respectively.

All the possible combinations of the values mentioned in Table 1 were used for
training and the outcomes of the test. In Table 2 are summarized the outcomes
of the proposed models, using both raw dataset and data augmentation.

With the non use of data augmentation, GoogLeNet performs slightly better
than Alexnet in average. Using batch sizes 16 or 32, there exist learning rates
with which the mean accuracy of Alexnet overcome GoogleNet, specially using
validations frequencies 15 and 20. However, for higher batch sizes and indepen-
dently from the learning rate used, GoogLeNet obtains the best results with a
best accuracy of almost 88%.

The best configurations are summarized in Table 3. When we use the origi-
nal dataset without applying data augmentation, smaller learning rates perform
better, whereas that when the data is augmented more stability is achieved with
a high learning rate for both networks. The optimal validation frequency for
any model is almost the same, which would say that this parameter in not too
relevant. On the other hand, the batch size values are discrepant and symmetric
with respect the data augmentation technique: Alexnet generates the best ac-
curacy with a batch size of 128 with more data and GoogLeNet needs 16, but
when the original dataset is used, GoogLeNet carried on a better optimization
with 128 and Alexnet with 32, reflecting their dependencies on the dataset size.

Fig. 4 shows the training loss and accuracy of the best configuration of the
Alexnet network using data augmentation. The smoothness of the plots indicates
that the model learned properly, reducing the fluctuations while the number of
epochs increased. The loss stabilization indicates that no over-fitting has oc-
curred and the absence of significant drops in the accuracy curve suggest that
the model is robust. This panorama changes when data augmentation is em-
ployed during the training phase. Despite the fact that both methods improve
substantially their results, now Alexnet is the best model for almost any config-
uration of the parameters, depicting an accuracy of 93,4% of detections in front
of the best 92% of detections of the GoogLeNet.

Finally, average confusion matrices for the best configurations are presented
in Table 4. The outcomes of the raw dataset (Tables 4a and 4c) are worse than
the augmented one. The amount of false negatives is around 8-9% for both
Alexnet and GoogLeNet, which is still quite high. Using Alexnet, only 52% of
the dataset is detected as melanoma (in front of the 62% that are present on the
dataset), and results reach 54% of true positives for GoogLeNet. The best rate
of false negatives (lower is better) is achieved using data augmentation (Tables



Table 2. Average accuracy and standard deviation of the proposed models. Best results
are boldfaced.

Non-Augmented Augmented
BS LR Val. Freq. Alexnet GoogleNet Alexnet GoogleNet

16

1E-06

5 0,839 ± 0,06 0,845 ± 0,02 0,927 ± 0,02 0,886 ± 0,05
10 0,834 ± 0,03 0,845 ± 0,06 0,927 ± 0,01 0,906 ± 0,03
15 0,843 ± 0,05 0,831 ± 0,05 0,928 ± 0,01 0,897 ± 0,07
20 0,835 ± 0,05 0,837 ± 0,04 0,931 ± 0,01 0,896 ± 0,02

1E-05

5 0,835 ± 0,04 0,859 ± 0,04 0,930 ± 0,01 0,897 ± 0,06
10 0,826 ± 0,05 0,826 ± 0,04 0,923 ± 0,01 0,914 ± 0,03
15 0,826 ± 0,04 0,841 ± 0,03 0,930 ± 0,01 0,886 ± 0,04
20 0,811 ± 0,03 0,857 ± 0,06 0,926 ± 0,01 0,912 ± 0,02

1E-04

5 0,842 ± 0,06 0,847 ± 0,04 0,923 ± 0,01 0,912 ± 0,03
10 0,831 ± 0,04 0,837 ± 0,06 0,927 ± 0,01 0,909 ± 0,02
15 0,816 ± 0,09 0,828 ± 0,03 0,928 ± 0,01 0,920 ± 0,02
20 0,836 ± 0,04 0,864 ± 0,03 0,925 ± 0,02 0,895 ± 0,03

32

1E-06

5 0,841 ± 0,04 0,857 ± 0,03 0,924 ± 0,01 0,889 ± 0,03
10 0,820 ± 0,04 0,802 ± 0,07 0,930 ± 0,01 0,896 ± 0,03
15 0,839 ± 0,03 0,819 ± 0,05 0,930 ± 0,01 0,903 ± 0,02
20 0,833 ± 0,03 0,833 ± 0,04 0,929 ± 0,01 0,888 ± 0,03

1E-05

5 0,833 ± 0,03 0,839 ± 0,05 0,925 ± 0,01 0,901 ± 0,03
10 0,842 ± 0,05 0,868 ± 0,05 0,925 ± 0,03 0,907 ± 0,02
15 0,834 ± 0,04 0,856 ± 0,07 0,927 ± 0,01 0,894 ± 0,02
20 0,851 ± 0,03 0,842 ± 0,05 0,926 ± 0,01 0,911 ± 0,02

1E-04

5 0,809 ± 0,06 0,830 ± 0,03 0,929 ± 0,01 0,905 ± 0,02
10 0,841 ± 0,06 0,837 ± 0,05 0,926 ± 0,01 0,914 ± 0,01
15 0,832 ± 0,04 0,837 ± 0,07 0,922 ± 0,01 0,904 ± 0,02
20 0,848 ± 0,02 0,856 ± 0,07 0,928 ± 0,01 0,910 ± 0,03

64

1E-06

5 0,827 ± 0,05 0,834 ± 0,04 0,930 ± 0,01 0,879 ± 0,05
10 0,835 ± 0,08 0,847 ± 0,02 0,925 ± 0,01 0,896 ± 0,06
15 0,843 ± 0,04 0,829 ± 0,04 0,927 ± 0,01 0,905 ± 0,07
20 0,826 ± 0,05 0,841 ± 0,06 0,929 ± 0,00 0,904 ± 0,04

1E-05

5 0,830 ± 0,04 0,841 ± 0,04 0,923 ± 0,01 0,917 ± 0,03
10 0,817 ± 0,05 0,826 ± 0,03 0,928 ± 0,01 0,872 ± 0,04
15 0,826 ± 0,06 0,857 ± 0,02 0,928 ± 0,01 0,904 ± 0,04
20 0,808 ± 0,05 0,847 ± 0,04 0,924 ± 0,01 0,910 ± 0,05

1E-04

5 0,805 ± 0,04 0,836 ± 0,06 0,921 ± 0,03 0,900 ± 0,04
10 0,832 ± 0,04 0,868 ± 0,05 0,925 ± 0,01 0,908 ± 0,05
15 0,841 ± 0,02 0,831 ± 0,08 0,925 ± 0,01 0,915 ± 0,03
20 0,826 ± 0,07 0,834 ± 0,05 0,924 ± 0,01 0,906 ± 0,03

128

1E-06

5 0,835 ± 0,05 0,829 ± 0,05 0,924 ± 0,01 0,913 ± 0,04
10 0,842 ± 0,02 0,841 ± 0,05 0,928 ± 0,01 0,906 ± 0,03
15 0,841 ± 0,04 0,878 ± 0,04 0,932 ± 0,01 0,906 ± 0,03
20 0,831 ± 0,05 0,822 ± 0,07 0,919 ± 0,02 0,906 ± 0,03

1E-05

5 0,841 ± 0,07 0,854 ± 0,05 0,925 ± 0,01 0,899 ± 0,04
10 0,849 ± 0,04 0,856 ± 0,05 0,925 ± 0,01 0,906 ± 0,05
15 0,827 ± 0,04 0,856 ± 0,05 0,927 ± 0,03 0,893 ± 0,03
20 0,825 ± 0,05 0,812 ± 0,06 0,927 ± 0,02 0,903 ± 0,06

1E-04

5 0,823 ± 0,04 0,857 ± 0,03 0,929 ± 0,01 0,912 ± 0,02
10 0,831 ± 0,04 0,854 ± 0,04 0,923 ± 0,01 0,917 ± 0,01
15 0,841 ± 0,05 0,854 ± 0,02 0,934 ± 0,01 0,908 ± 0,02
20 0,816 ± 0,03 0,843 ± 0,04 0,925 ± 0,02 0,895 ± 0,03



Fig. 4. Training progress of the best configuration of the augmented Alexnet.

Table 3. Best configuration of the proposed models.

Non-Augmented Augmented
Configuration Alexnet GoogleNet Alexnet GoogleNet

Batch Size 32 128 128 16
Learning Rate 1E-05 1E-06 1E-04 1E-04

Validation Frequency 20 15 15 15

4b and 4d), with 3% of FN for Alexnet. Moreover, 58% of the melanomas are
detected correctly. Although FP is not as much important as FN in medical
applications, the results showed that in never surpass 7% with raw data, which
is acceptable, and this rate improves until 4% for the augmented data. The
conjunction with good percentages of TP and TN demonstrate that our system
would be applicable to melanoma diagnostics.

4 Conclusions

In this paper we introduced an automatic classification model for melanoma de-
tection through convolutional neural networks. We employed transfer learning
techniques with two well-known deep networks: Alexnet and GoogLeNet. The
combination with data augmentation showed and improvement of the perfor-
mance, producing state-of-the-art results for melanoma detection. Experiments
on the DermQuest database demonstrate that 93% of accuracy can be achieved
with few images, unbalanced classes and with a not very deep network, providing
an effective platform for melanoma diagnostic with no human interaction and
avoiding the segmentation step.



Table 4. Average matrix confusion of the proposed models for the best configuration.

Predicted
Melanoma Nevus

Real
Melanoma 0.52 0.09

Nevus 0.07 0.32

(a) Non-Augmented Alexnet

Predicted
Melanoma Nevus

Real
Melanoma 0.58 0.03

Nevus 0.04 0.35

(b) Augmented Alexnet

Predicted
Melanoma Nevus

Real
Melanoma 0.54 0.08

Nevus 0.07 0.31

(c) Non-Augmented GoogleNet

Predicted
Melanoma Nevus

Real
Melanoma 0.56 0.06

Nevus 0.04 0.34

(d) Augmented GoogleNet

Further works include the use of the other datasets, which would improve
the performance and reduce the false negative detections even more. An ex-
tensive statistical analysis with more precision measures applied to a detailed
optimization of the network model would allow us to achieve better results for
the following cancer diagnosis and healing processes.
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