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l"ne object ul bie author in writing this tnesis was to make a compilation of material necessary to work certain problers in mathenatical physics irith che use of Fourier series. mitnoush whole books nave been written on uifferent aspects of tnis tnesis, all had sume i,ntervenine material which was too au.vanced for the iverage stukent.
finy student interested in rathe atics or pnysics camot ioil to see the inportmine on Fourier series. Io mention a few anplications, the series is usew in fincines the solution to verious problens in heat (iistribution, electriceil tronis.iission, and aireraft construction.
l'ne inhornation for this thesis vas taken fron difierent books contwinin; partial aitl'er Ential euvations, ortionomal sunctions, and infinite series. also, the author's seminar notes were used to a zreat extent.

I'he writer intruluces orthogonal functions and infinite series be-ore the discussion of r'ourier series. The exeriules help one to understand more convletely the mechanics oi the latter series. alter a uiscussion of certain artial differarini equations, tie autnor proceeds to some aplicutions of Fourier series.

## ORTHOGONAL FUNCTIONS

In general, two functions $u(x)$ and $\nabla(\dot{x})$ are said to be orthogonal to each other over an interval ( $\mathrm{a}, \mathrm{b}$ ) if the integral of their product vanishes over this interval, that is

$$
\int_{a}^{b} u(x) \cdot v(x) d x=0
$$

This concept of orthogonality is related, not obviously, to that of perpendicularity in geometry. Since the latter relations is not needed in this paper, it will not be discussed further.

## Periodicity

A function $f(x)$ has a period $p$ if $f(x+p)=f(x)$ for all values of $x$. Since $\sin (x+2 \pi)=\sin x$, it follows that $\sin x$ has a period $2 \pi$. Likewise cos $x$ has a period $2 \pi$, and $\cos 3 x$ has a period $2 \pi / 3$. The period $p$ may, or may not, be the smallest value of the period.

If the functions $f(x)$ and $g(x)$ have $p$ for a period, it is obvious that the following have a period p:

$$
\begin{aligned}
& f(x)+g(x), \\
& f(x)-g(x), \\
& f(x) \cdot g(x)
\end{aligned}
$$

## Special Integrals

It becomes necessary that the following special integrals be mentioned. Assume $p$ and $q$ to be non-negative integers.
(1)

$$
\begin{aligned}
\int_{-\pi}^{\pi} \cos p x d x & =0, \quad p \neq 0 \\
& =2 \pi, \quad p=0
\end{aligned}
$$

(2)
$\int_{-\pi}^{\pi} \sin p x d x=0$,
(3)
$\int_{-\pi}^{\pi} \sin p x \cos q x d x=0$,
(4)
$\int_{-\pi}^{\pi} \cos p x \cos q x d x=0, p \neq q$

$$
\begin{equation*}
\int_{-\pi}^{\pi} \cos ^{2} p x d x=\pi, \quad p \neq 0 \tag{5}
\end{equation*}
$$

$$
=2 \pi, p=0
$$

$$
\begin{align*}
\int_{-\pi}^{\pi} \sin ^{2} p x d x & =\pi, \quad p \neq 0  \tag{6}\\
& =0, \quad p=0
\end{align*}
$$

$$
\begin{equation*}
\int_{-\pi}^{\pi} \sin p x \sin q x d x=0, \quad p \neq q \tag{7}
\end{equation*}
$$

These special integrals will be used from time to time throughout the paper. They will be referred to by number.

Orthogonality of Trigonometric Functions

It is obvious, from the special integrals (3), (4), and (7), that the trigonometric functions $\sin p x, p=1,2,3, \cdots$, and $\cos q x, q=0,1,2, \cdots$, are orthogonal to each other over the interval $(-\pi, \pi)$.

## FUNDAMENTAL IDEAS CONCERNIING INFINITE SERIES

## Series With Constant Terms

A sequence is a succession of terms formed according to some fixed rule or law.

A series is the indicated sum of the terms of a sequence. When the number of terms is limited, the series is said to be finite. When the number of terms is unlimited, the series is called an infinite series.

An infinite series of constants would be

$$
a_{1}+a_{2}+a_{3}+\cdots+a_{n}+\cdots \cdots
$$

The above series is said to converge to a finite sum Lif

$$
\lim _{n \rightarrow \infty} S_{n}=L, \quad \text { where } S_{n}=\sum_{i=1}^{n}\left(a_{i}\right)
$$

which is to say that the $\left|I-s_{n}\right|$ can be made smaller than any other preassigned small positive quantity by taking $n$ large enough.

Series With Terms Which Are Functions of $x$

An infinite series whose terms are functions of $x$ is

$$
u_{1}(x)+u_{2}(x)+u_{3}(x)+\cdots+u_{n}(x)+\cdots \cdots
$$

For different values of x , the above series may diverge or converge. Suppose that the series converges for $a<x<b$;
then the sum of the series is something which depends on $x$, say a function of $x, f(x)$. It is said that a series of this type represents $f(x)$ in the interval ( $a, b)$.

Fourier Series

Under certain conditions a given function $f(x)$ may be represented in a certain interval $(-\pi, \pi)$ by a series of the form

$$
\begin{align*}
f(x) & \frac{a_{0}}{2}+a_{1}  \tag{8}\\
& \cos x+a_{2} \\
+b_{1} \cos 2 x+\cdots & \sin x+b_{2}
\end{align*} \sin 2 x+\cdots \cdot .
$$

Series (8) is called a Fourier series when the coefficients are determined properly.

The symbol $\sim$ is used to mean that the series represents $f(x)$ or corresponds to $f(x)$. The correspondence between $f(x)$ and its series may not always be an equality. In particular, the series is likely not to converge to $f(x)$ at a point of discontinuity. FOURIER SERIES

Formal Determination of Fourier Coefficients

If it is assumed that the Fourier series converges in the interval $(-\pi, \pi)$, and that the series can be integrated term by term, integration of (8) with the use of (1) and (2) gives

$$
\begin{equation*}
\int_{-\pi}^{\pi} f(x) d x=a_{0} \pi, \quad a_{0}=\frac{1}{\pi} \int_{-\pi}^{\pi} f(x) d x \tag{9}
\end{equation*}
$$

Each term of the series, with the exception of the constant term, reduces to zero.

To determine $a_{k}$ when $k \neq 0$ let ( 8 ) be multiplied through by $\cos k x$, and prepare to integrate in the interval $(-\mathbb{T}, \boldsymbol{\pi})$. This gives
$\int_{-\pi}^{\pi} f(x) \cos k x d x=\frac{a_{0}}{2} \int_{-\pi}^{\pi} \cos k x d x$ $+a_{1} \int_{-\pi}^{\pi} \cos x \cos k x d x+a_{2} \int_{-\pi}^{\pi} \cos 2 x \cos k x d x+\cdots \cdot$
$+b_{1} \int_{-\pi}^{\pi} \sin x \cos k x d x+b_{2} \int_{-\pi}^{\pi} \sin 2 x \cos k x d x+\cdots \cdot$
for $k=1,2,3, \cdots \cdot$
Again, after integration, each integral on the right, with the exception of one, reduces to zero because of (1), (3), and (4). This one is the term containing cos $k x \cos k x$ or $\cos ^{2} k x$, and it is found that

$$
\int_{-\pi}^{\pi}(x) \cos k x=a_{k} \int_{-\pi}^{\pi} \cos ^{2} k x d x=a_{k} \pi
$$

Therefore

$$
\begin{equation*}
a_{k}=\frac{1}{\pi} \int_{-\pi}^{\pi} f(x) \cos k x d x, k=0,1,2, \cdots \cdot \tag{10}
\end{equation*}
$$

Sinilarly, if (8) is multiplied through by sin $k x$ and integrated, the resulting expression
(11) $\quad b_{k}=\frac{1}{\pi} \int_{-\pi}^{\pi} f(x) \sin k x d x, \quad k=1,2,3, \cdots$ can be obtained.

After the coefficients are determined, one can insert them into the series and investigate for convergence.

## Examples

-A few examples will help to get a better understanding of the series.

Example 1. Find the series corresponding to the function

$$
f(x)=x, \quad-\pi<x<\pi
$$

and let $f(x+2 \pi)=f(x)$. The graph of this function is as follows:


Using (9) to find the coefficient $a_{o}$ gives
$a_{0}=\frac{1}{\pi} \int_{-\pi}^{\pi} x d x$,
$a_{0}=0$
From (10),

$$
\begin{aligned}
& a_{k}=\frac{1}{\pi} \int_{-\pi}^{\pi} x \cos k x d x=\frac{1}{\pi}\left[\frac{x}{k}\right. \\
&\left.\sin k x+\frac{1}{k^{2}} \cos k x\right]_{-\pi}^{\pi} \\
&=\frac{1}{\pi}\left[\frac{1}{k^{2}} \cos k \pi-\frac{1}{k^{2}}\right. \\
& \cos k \pi
\end{aligned}
$$

$a_{k}=0$.
From (11),

$$
\begin{aligned}
b_{k} & =\frac{1}{\pi} \int_{-\pi}^{\pi} \sin k x d x=\frac{1}{\pi}\left[\frac{-x}{k} \cos k x+\frac{1}{k^{2}} \sin k x\right]_{-\pi}^{\pi} \\
& =\frac{1}{\pi}\left[\frac{-\pi}{k} \cos k \pi-\frac{\pi}{k} \cos k \pi\right] \\
b_{k} & =-\frac{2}{k} \cos k \pi
\end{aligned}
$$

The inspection of $b_{k}$ shows that its value is positive when $k$ is odd, and negative when k is even. In general

$$
b_{k}=\frac{2}{k}(-1)^{k-1}
$$

Hence,
$f(x) \sim 2\left(\sin x-\frac{1}{2} \sin 2 x+\frac{1}{3} \sin 3 x\right.$

$$
\left.-\frac{1}{4} \sin 4 x+\cdots+\frac{(-1)^{k-1}}{k} \quad \sin k x+\cdots \cdot\right) \cdot
$$

It will be shown later that the value of this series converges to the value of the function for all x except at the points of discontinuity.

$$
\text { Example 2. Let } \begin{aligned}
f(x) & =-1, \quad-\pi \leqslant x<-\frac{\pi}{2}, \\
& =1, \quad-\frac{\pi}{2} \leqslant x \leqslant \frac{\pi}{2}, \\
& =-1, \quad \frac{\pi}{2}<x \leqslant \pi
\end{aligned}
$$

The graph of this function is known as a square wave.


Formulas (9), (10), and (11) will be used in determining the coefficients of the corresponding series.
$a_{0}=\frac{1}{\pi}\left[\int_{-\pi}^{-\frac{\pi}{2}}-d x+\int_{-\frac{\pi}{2}}^{\frac{\pi}{2}}+\int_{\frac{\pi}{2}}^{\pi}-d x\right]$

$$
\begin{aligned}
& =\frac{1}{\pi}\left\{-[x]_{-\pi}^{-\frac{\pi}{2}}+[x]_{-\frac{\pi}{2}}^{\frac{\pi}{2}}-[x]_{\frac{\pi}{2}}^{\frac{\pi}{2}}\right\} \\
& =\frac{1}{\pi}\left[\frac{\pi}{2}-\pi+\frac{\pi}{2}+\frac{\pi}{2}-\pi+\frac{\pi}{2}\right],
\end{aligned}
$$

$a_{0}=0$.
$a_{k}=\frac{1}{\pi}\left[\int_{-\pi}^{-\frac{\pi}{2}}-\cos k x d x+\int_{-\frac{\pi}{2}}^{\frac{\pi}{2}} \cos ^{\frac{\pi}{2}} k x d x+\int_{\frac{\pi}{2}}^{\pi}-\cos k x d x\right]$

$$
=\frac{1}{\pi}\left\{-\left[\frac{1}{k} \sin k x\right]_{-\pi}^{-\frac{\pi}{2}}+\left[\frac{1}{k} \sin k x\right]_{-\frac{\pi}{2}}^{\frac{\pi}{2}}-\left[\frac{1}{k} \sin k x\right]_{\frac{\pi}{2}}^{\pi}\right\}
$$

$a_{k}=\frac{4}{k \pi} \sin \frac{k \pi}{2}$.
$b_{k}=\frac{y}{\pi}\left[\int_{-\pi}^{-\frac{\pi}{2}}-\sin k x d x+\int_{-\frac{\pi}{2}}^{\frac{\pi}{2}} k l^{\frac{\pi}{2}}+\int_{\frac{\pi}{2}}^{\pi} \sin k x d x\right]$ $=\frac{1}{\pi}\left\{\left[\frac{1}{k} \quad \cos k x\right]_{-\pi}^{-\frac{\pi}{2}}-\left[\frac{1}{k}^{-\frac{\pi}{2}} \cos k x\right]_{-\frac{\pi}{2}}^{\frac{\pi}{2}}+\left[\begin{array}{l}\frac{1}{k} \\ \frac{\pi}{2} \\ \cos k x\end{array}\right]_{\frac{\pi}{2}}^{\pi}\right\}$ )

$$
b_{k}=0 .
$$

Hence,

$$
\begin{aligned}
f(x) & \sim \frac{4}{\pi}\left(\cos x-\frac{1}{3} \cos 3 x+\frac{1}{5} \cos 5 x\right. \\
& \left.-\frac{1}{7} \cos 7 x+\cdots+\frac{(-1)^{n-1}}{2 n-1} \cos (2 n-1) x+\cdots\right) .
\end{aligned}
$$

In order to present the next example, the limits of integration will be changed. The integration will be performed over an interval $2 \pi$ as previously; however, the interval ( $-\frac{\pi}{2}, \frac{3 \pi}{2}$ ) is going to be used in the place of $(-\pi, \pi)$. Since all the functions involved have the period $2 \pi$, each integral will be unchanged by this change in the limits of integration.

Example 3. Let $f(x)=\frac{2}{\pi} x,-\frac{\pi}{2} \leqslant x \leqslant \frac{\pi}{2}$,

$$
=-\frac{2}{\pi} x+2, \frac{\pi}{2} \leqslant x \leqslant \frac{3 \pi}{2} .
$$

The graph of this function represents an anti-symmetric saw-tooth wave.


To find the coefficients of the corresponding series of $f(x)$, the formulas (9), (10), and (11) will be used.

From (9),
$a_{0}=1 \quad \int_{-\frac{\pi}{2}}^{\frac{\pi}{2}} \frac{2}{\pi} x d x+\frac{1}{\pi} \int_{\frac{\pi}{2}}^{\frac{3 \pi}{2}}\left(\frac{-2 x}{\pi}+2\right) d x$,
$a_{0}=0$.
$\cdots$ usii-z (10),
$a_{k}=\int_{-\frac{\pi}{2}}^{\frac{\pi}{2}} \frac{2 \pi}{\pi} \cos k x\left(\pi x+\frac{1}{\pi} \int_{\substack{\pi}}^{\frac{3 \pi}{2}}\left(\frac{-2 x}{\pi}+2\right) \cos k x d x\right.$,
${ }^{a_{k}} \quad 0$.
fummula (II) ;ives
$b_{k}=\frac{1}{\pi} \int_{-\frac{\pi}{2}}^{\frac{\pi}{2}} \frac{2}{\pi} x \sin k x d x+\frac{1}{\pi} \int_{\frac{\pi}{2}}^{\frac{3 \pi}{2}}\left(\frac{-2 x}{7}+2, \sin k i d x\right.$,
$=\frac{1}{\pi k}\left(\cos \frac{3 \pi k}{2}-\cos \frac{\pi k}{2}+\frac{2}{\pi k^{2}}\left(3 \sin \frac{\pi k}{2}-\sin \frac{3 \pi k}{2}\right) \cdot\right.$
rur $h \cdots 1,2,3, \cdots \cdots$, bie sur or the cosiine thras eruil zero.
d'mesture,
$b_{S}=\frac{2}{\pi^{2} k^{2}}\left(3 \sin \frac{\pi k}{2}-\sin \frac{\pi k}{2}\right) \cdot$

It can be seen ihat for even values of $k$, $b_{k}$ rectuces to zeru. Finnce,
$f(x) \cdot 2 \frac{3}{\pi^{2}}\left[\sin x-\frac{1}{9} \sin 3 x\right.$
$\left.+\frac{1}{25} \sin 5 x+\cdots+\frac{\left(-1 j^{n-1}\right.}{(2 n-1)^{2}} \sin (2 n-1) x+\cdots \cdot\right] \quad$.
-xample 4. Let $f(x)=0, \quad-\pi \leqslant x \leqslant 0$,

$$
=x, \quad 0 \leqslant x \leqslant \pi,
$$

then using (9), (10), whi (11),
$a_{0}=\frac{1}{\pi} \int_{\pi}^{0} 0 d x+\frac{1}{\pi} \int_{0}^{\pi} x d x$,
$a_{0}=\frac{\pi}{2}$.
$a_{k}=\frac{1}{\pi} \int_{\pi}^{0} 0 \cos k x d x+\frac{1}{\pi} \int_{0}^{\pi} x \cos k \pi d x$,
$a_{1}=\frac{1}{\pi k^{2}}(\cos k \pi-1) \cdot$
$b_{k}=\frac{1}{7} \int_{-\pi}^{0} 0 \sin k x d x+\frac{1}{\pi} \int_{0}^{\pi} x \sin k x d x$,
hir $\frac{-1}{k} \cos k \pi$.
lise inspection of $a_{k}$ shows inat ite viue is zero wher $k$ is even, utrs v:Iue e unls $\frac{-2}{\pi} \frac{2}{n^{2}}$ when $k$ is odd. also, for o d intecers .in, $b_{k i}$ ermals $\frac{l}{k}$; for Even intejers, of ecunls $\frac{-1}{h}$. (e, ce, the comeranoing series for $f(x)$ is

$$
\dot{L}(x) \cdot 2 \cdot \frac{\pi}{4}-\frac{2}{\pi}\left[\cos x+\frac{1}{9} \cos 3 x\right.
$$

$$
+\frac{1}{25} \cos 5 x+\cdots+\frac{1}{(2 n-1)^{2}} \cos (2 n-1, x+\cdots]
$$

$$
+\sin x-\frac{1}{2} \sin 2 x
$$

$$
+\frac{1}{3} \sin 3 x+\cdots+\frac{(-1)^{k-1}}{k} \sin k x+\cdots \cdot
$$

¿-nver ence I. evorem

Ineorem. Let $f(x)$ ye a functiun definec arbitrurily in the hnterval ( $-\pi$, $\pi$ ), and outsice tnis interval deíineu oy ine equation $f(x+2 \pi)-f(x)$ so that it is, eriodic with period
$2 \pi$. If $f(x)$ has a finite number of points of ordinary discontinuity and a finite number of maxima and minima in the interval $(-\pi, \pi)$, then it can be represented by series (8), with the use of (9), (10), and (11), which converges at every point $x=x_{0}$ of the interval to the value

$$
\frac{f\left(x_{0}+\right)+f\left(x_{0}-\right)}{2}
$$

If $f(x)$ is continuous at the point $x=x_{0}$, then $f\left(x_{0}+\right)=$ $f\left(x_{0}-\right)=f\left(x_{0}\right)$, so that at all points of continuity the series converges to $f(x)$. At the points of ordinary discontinuity it converges to the arithmetic mean of the values of the right-hand and left-hand limits (Sokolnikoff, 1939).

As an illustration take example 1. The function $f(x)=x$ has a sine series, and was defined to be periodic. As the number of terms is increased, the value of the series will approach the value of the function as a limit for all values of $x,-\pi<x<\pi$, but not for $x= \pm \pi$. Since the series has a period $2 \pi$, it represents a discontinuous function with discontinuities at $x= \pm(2 n+1) \pi$. At these points the series converges to zero as a consequence of the convergence theorem. At points within the period, the series converges to the value of $f(x)$.

## Sine Series; Cosine Series

From the examples given previously, one can notice that a function $\mathcal{P}(x)$ may have a sine series or a cosine series. In general,
the series contains both sines and cosines. It is possible to determine beforehand whether the series will be a sine series or a cosine series from the idea of odd and even functions (Churchill, 1941).

An even function is defined as a function of x for which $f(-x)=f(x)$.

An odd function is defined as a function of $x$ for which $f(-x)=-f(x)$.

If $f(x)$ is an even function, it has the following property:

$$
\int_{-\pi}^{\pi} f(x) d x=2 \int_{0}^{\pi} f(x) d x
$$

If $f(x)$ is an odd function, it has the following property:

$$
\int_{\pi}^{\pi} f(x) d x=0
$$

If $f(x)$ is an even function, then $f(x)$ cos $k x$ is even. The proof of this is simple. Let
then

$$
\begin{aligned}
& g(x)=f(x) \cos k x \\
& g(-x)=f(-x) \cos (-k x), \\
& g(-x)=f(x) \cos k x, \\
& g(-x)=g(x)
\end{aligned}
$$

or

Similarly, if $f(x)$ is an even function, then $f(x)$ sin $k x$ is odd. As proof, let

$$
g(x)=f(x) \sin k x,
$$

then

$$
g(-x)=f(-x) \sin (-k x)
$$

or

$$
g(-x)=f(x) \quad(-\sin k x)
$$

or

$$
g(-x)=-f(x) \sin k x,
$$

$$
g(-x)=-g(x)
$$

It becomes obvious that if $f(x)$ is an even function in the interval $(-\pi, \pi)$ the Fourier series for $f(x)$ would contain only cosine terms, and the coefficients would be given by

$$
\begin{aligned}
& a_{k}=\frac{2}{\pi} \int_{0}^{\pi} f(x) \cos k x d x \\
& b_{k}=0
\end{aligned}
$$

Similarly, if $f(x)$ is odd, then $f(x)$ sin $k x$ is even and $f(x) \cos \mathrm{kx}$ is odd. The proof for each would be similar to the previous proofs. In this case the Fourier series would contain only sine terms, and the coefficients would be given by

$$
\begin{aligned}
& a_{k}=0 \\
& b_{k}=\frac{2}{\pi} \int_{0}^{\pi} f(x) \sin k x d x
\end{aligned}
$$

PARTIAL DIFFERENTIAL EQUATIONS

## Definition of Partial Derivatives

Let $u$ be given as a function of two independent variables $x$ and $y$,

$$
u=f(x, y)
$$

If y is given some fixed value, $u$ will vary only when x changes. When $x$ takes on an increment $\Delta x$, $u$ will change by an amount u such that

$$
\Delta u=f(x+\Delta x, y)-f(x, y)
$$

and

$$
\frac{\Delta u}{\Delta x}=\frac{f(x+\Delta x, y)-f(x, y)}{\Delta x} .
$$

Now if $\Delta x$ is allowed to approach zero as a limit, the quotient may asproach a limit. When this limit exists, it is called the partial derivative of $u$ with respect to $x$ :

$$
\frac{\partial u}{\partial x}=\lim _{\Delta x \rightarrow 0} \frac{f(x+\Delta x, y)-f(x, y)}{\Delta x}
$$

Similarly, if $x$ is given some fixed value and $y$ given an increment $\Delta y$, one is led, in general, to the limit

$$
\frac{\partial u}{\partial y}=\lim _{\Delta y \rightarrow 0} \frac{f(x, y+\Delta y)-f(x, y)}{\Delta y}
$$

which is the partial derivative of $u$ with respect to $y$ (Miller, 1941).

If $u=f(x, y)$, its first partial derivatives with respect to $x$ and $y$ are functions of $x$ and $y$. These functions may also be differentiated partially to obtain the four partial derivatives of second order; namely,

$$
\begin{aligned}
& \frac{\partial}{\partial x}\left(\frac{\partial u}{\partial x}\right)=\frac{\partial^{2} u}{\partial x^{2}}, \quad \frac{\partial}{\partial y}\left(\frac{\partial u}{\partial y}\right)=\frac{\partial^{2} u}{\partial y^{2}}, \\
& \frac{\partial}{\partial x}\left(\frac{\partial u}{\partial y}\right)=\frac{\partial^{2} u}{\partial x \partial y}, \quad \frac{\partial}{\partial y}\left(\frac{\partial u}{\partial x}\right)=\frac{\partial^{2} u}{\partial y \partial x}
\end{aligned}
$$

When the two second-order derivatives $\partial^{2} u / \partial x \partial y$ and
$\partial^{2} u / \partial y \partial x$ are continuous functions of $x$ and $y$, they are identical; therefore the order of differentiation is immaterial (Miller, 1941).

Example. Find the second partial derivatives of $u=f(x, y)=2 x^{2} y-4 x y^{2}$,

$$
\begin{aligned}
& u=2 x^{2} y-4 x y^{2}, \\
& \frac{\partial u}{\partial x}=4 x y-4 y^{2}, \quad \frac{\partial u}{\partial y}=2 x^{2}-8 x y \\
& \frac{\partial^{2} u}{\partial x^{2}}=4 y, \quad \frac{\partial^{2} u}{\partial y^{2}}=-8 x \\
& \frac{\partial^{2} u}{\partial x \partial y}=\frac{\partial^{2} u}{\partial y \partial x}=4 x-8 y
\end{aligned}
$$

## Introduction to Partial Differential Equations

A partial differential equation is a relation between any number of independent variables $x_{1}, x_{2}, x_{3}, \cdots x_{n}, a$ dependent variable $u$ depending upon them, and the partial derivatives of $u$ with respect to the independent variables. The order of the equation is that of the derivative of highest order contained in it. Thus two partial differential equations of the first order are

$$
x \frac{\partial u}{\partial x}+y \frac{\partial u}{\partial y}=0,
$$

and

$$
\frac{\partial u}{\partial x}=\frac{\partial u}{\partial y}
$$

r. mitiel diferential equation or the second order would be

$$
\frac{\partial^{2} u}{\partial x^{2}}+\frac{\partial^{2} u}{\partial y^{2}}=0
$$

Solutions of Certinia ísrtial ififfernotial tquations

Iuki.バ the jartial dit'rerential eruation

$$
\frac{\partial u}{\partial x}=\frac{\partial u}{\partial y}
$$

fr, m we ast jruranin, one can see thicit a solucion oula be $\lambda=x+J \cdot$ ror

$$
\frac{\partial u}{\partial x}=1, \quad \frac{\partial u}{\partial j}=1,
$$

suislites the equation. vther solutions ure $u=\sin (x+y)$, $u=e^{x+y}, \quad u=(x+y)^{n}, \quad$ Ennc, in entinly, $u=f(x+f)$. d'ue rcuation

$$
x \frac{\partial u}{\partial x}+y \frac{\partial u}{\partial y}=u
$$

is satisiied oy tie articular solation $u=\tan ^{-1} / \mathrm{x}$.
ㄴ. prouf,

$$
\frac{\partial u}{\partial x}=\frac{-y}{x^{2}+y^{2}}, \quad \frac{\partial u}{\partial y}=\frac{x}{x^{2}+y^{2}},
$$

inereiore

$$
\frac{-x y}{x^{2}+y^{2}}+\frac{x y}{x^{2}+y^{2}}=0 .
$$

## TWO APPLICATIONS OF FOURIER SERIE'S

## Problem on Distribution of Heat

Now it is possible to work a problem with the application of Fourier series. As an illustration take a thin rectangular plate of infinite length and width equal to $\pi$. Let the long edges of the plate be kept at constant temperature zero, and one of the short edges be the base with temperature equal to some function $f(x)$. The temperature decreases with increasing distances from the base to the temperature zero at an infinite distance from the base. Assume that the temperature has reached a steady state. The problem is to find the temperature at any point on the plate (Byerly, 1893).

It is convenient to use the rectangular coordinate system for this problem. Let the base be on the x-axis with one end at the origin, and let the long edges of the plate extend in the direction of the y-axis.

To solve a problem of two-dimensional steady-state heat flow, one has to deal with Laplace's equation (Miller, 194l). The equation has the form

$$
\begin{equation*}
\frac{\partial^{2} u}{\partial x^{2}}+\frac{\partial^{2} u}{\partial y^{2}}=0 \tag{12}
\end{equation*}
$$

Also the following boundary conditions will be needed to get the temperature $u(x, y)$ :

$$
\begin{equation*}
u(0, y)=0, \quad \text { when } J>0, \tag{I}
\end{equation*}
$$

$$
\begin{equation*}
u(\pi, y)=0, \text { when } y>0, \tag{2}
\end{equation*}
$$

(3)

$$
\lim _{y \rightarrow+\infty} u(x, y)=0, \quad 0 \leqslant x \leqslant \pi,
$$

(4)

$$
u(x, 0)=f(x)
$$

where $f(x)$ is a given function assigned in advance.
Using the method of separation, one can assume that a particular solution of (12) is some function $u(x, y)$ of the form $X(x) \cdot Y(y)$, where $X(x)$ is a function of $X$ alone, and $Y(y)$ is a function of $y$ alone. If the assumption is correct, it will lead to a solution; otherwise it is not justifiable. Beginning with $u(x, y)=X \cdot Y$ and taking partial derivatives with respect to $x$ and $y$, the following

$$
\begin{array}{ll}
\frac{\partial u}{\partial x}=X^{\prime} \cdot Y, & \frac{\partial u}{\partial y}=X \cdot Y^{\prime}, \\
\frac{\partial^{2} u}{\partial X^{2}}=X^{\prime \prime} \cdot Y, & \frac{\partial^{2} u}{\partial y^{2}}=X \cdot Y^{\prime \prime}
\end{array}
$$

is obtained. Substitution in (12) gives

$$
X^{\prime \prime} \cdot Y+X \cdot Y^{\prime \prime}=0
$$

or

$$
-\frac{X^{H}}{X}=\frac{Y^{H}}{Y} .
$$

Since the left member is independent of $y$ and the right member is independent of $x$, each member must be equal to the same constant. As far as equation (12) is concerned the constant could be positive or negative. However, to satisfy the boundary conditions of this
problem it is necessary to have the constant positive, in which case it might be represented by $+\lambda^{2}$, $\lambda$ being assumed to be real (Jackson, 1941). This can be seen by setting

$$
\frac{-X^{\prime \prime}}{X}=\frac{Y^{\prime \prime}}{Y}=-\lambda^{2}
$$

and solving for $Y$. Then

$$
Y=C_{1} \sin \lambda y+C_{2} \cos \lambda y ;
$$

but this cannot satisfy boundary condition (3), $\lim _{y \rightarrow \infty} u(x, y)=0$. The constants $C_{1}$ and $C_{2}$ would have to be zero. This cannot happen for a proper solution to the problem at hand. Therefore setting both members of

$$
\frac{-X^{\prime \prime}}{X}=\frac{Y^{\prime \prime}}{Y}
$$

equal to $+\lambda^{2}$, and not to $-\lambda^{2}$, is the best policy.
Then $X$ and $Y$ separately satisfy the differential equations

$$
X^{\prime \prime}(x)=-\lambda^{2} X(x), \quad Y^{\prime \prime}(y)=\lambda^{2} Y(y)
$$

The first has the solutions $\cos \lambda x$ and $\sin \lambda x$; whereas the second has solutions $e^{\lambda y}$ and $e^{-\lambda y}$. Hence, four possibilities for $u(x, y)=X(x) \cdot Y(y)$ are:
(a)
$e^{\lambda y} \sin \lambda x$,
(b) $e^{\lambda y} \cos \lambda x$,
(c)

$$
e^{-\lambda y} \sin \lambda x,
$$

(d)

$$
e^{-\lambda y} \cos \lambda x
$$

Of the four possibilities, functions (a) and (c) satisfy boundary condition (1); however functions (b) and (d) do not. Function (a) does not satisfy boundary condition (3), but function (c) does. Now, that leaves only $e^{-\lambda y} \sin \lambda x$ to work with. It can be seen that this function will satisfy boundary condition (2) if $\lambda$ is any integer. Therefore $e^{-y} \sin x, e^{-2 y} \sin 2 x, e^{-3 y} \sin 3 x, \cdots$, $e^{-n y} \sin n x,(n=1,2,3, \cdot \cdot \cdot)$, are solutions of

$$
\frac{\partial^{2} u}{\partial x^{2}}+\frac{\partial^{2} u}{\partial y^{2}}=0
$$

and they satisfy boundary conditions (1), (2), and (3).
It follows that if $k_{n}$ is any constant for $n$ an integer

$$
k_{n} e^{-n y} \sin n x
$$

is a solution. This follows from the fact that a solution of a homogeneous differential equation multiplied by a constant is also a solution (Byerly, 1893).

Assuming convergence, the following is true:
$u(x, y)=k_{1} e^{-y} \sin x+k_{2} e^{-2 y_{\sin }} 2 x+\cdots \cdot+k_{n} e^{-n y} \sin n x+\cdots \cdot$ This follows from the fact that if one has several solutions of a homogeneous differential equation the sum of such solutions is also a solution (Byerly, 1893).

By using the boundary condition $u(x, 0)=f(x)$, one can determine the coefficients or $\mathrm{k}^{\prime} \mathrm{s}$.
$f(x)=u(x, 0)=k_{1} \sin x+k_{2} \sin 2 x+\cdots+k_{n} \sin n x+\cdots$
The above series will represent $f(x)$ if tine coefficients are riven by

$$
k_{i i}=\frac{2}{\pi} \int_{0}^{\pi} f(x) \sin n x d x, \quad(n \cdot 1, \quad 2,3, \cdots)
$$

finding this expression for the coefficients is accomplished or taking:

$$
\begin{gathered}
\int_{0}^{\pi} f(x) \sin n x d x=k_{1} \quad \int_{0}^{\pi} \sin x \sin n x d x+k_{2} \int_{0}^{\pi} \sin 2 x \sin n x d x \\
+\cdots+k_{n} \int_{c}^{\pi} \sin n x \sin n x d x, \\
O r \quad \int_{0}^{\pi} f(x) \sin n x a x=k_{n} \int_{0}^{\pi} \sin ^{2} n x d x=\frac{k_{n} \pi}{2} .
\end{gathered}
$$

inere ore

$$
k_{n}=\frac{2}{\pi} \int_{0}^{\pi} f^{\prime}(x) \sin i x x .
$$



$$
\frac{\partial^{2} u}{\partial x^{2}}+\frac{\partial^{2} u}{\partial y^{2}}=0
$$

and the sour boundary curiitions cullen nus the so at ion
(13) $u(x, y)=k_{1} e^{-y} \sin x+k_{2} e^{-2 y} \sin 2 x+k_{3} e^{-3 y \sin } j x$
$+\cdots+k_{n} e^{-n y} \sin n x+\cdots \cdot$
where

$$
k_{n}=\frac{2}{\pi} \int_{0}^{\pi} f(x) \sin n x \operatorname{cx}, \quad(n=1, \quad 2, \quad 3, \cdots,
$$

## Vibrating String Problem

The vibrations of a stretched uniform elastic string fastened at both ends are described by a second-order partial differential equation.

Let the string have a length of $\pi$ units for simplicity in working the problem. Assume that one end of the string is at the origin, and that the string is along the $x$-axis. Assume further that the motion of the plucked string is in the ( $x, y$ )-plane. The problem is to get a function $\bar{y}(x, t)$ which will give the displacement y from the equilibrium position for any $x$ and $t$. Again Fourier series can be applied.

The function $J(x, t)$ must satisfy the partial differential equation of the vibrating string (Churchill, 1941),

$$
\begin{equation*}
\frac{\partial^{2} y}{\partial t^{2}}=a^{2} \frac{\partial^{2} y}{\partial x^{2}} \tag{14}
\end{equation*}
$$

where a is a positive constant depending on the units of measurement and the physical properties of the string.

If the string is displaced initially into the shape $y=f(x)$ at tine $t=0$, the function $y(x, t)$ must also satisfy the boundary conditions

$$
\begin{align*}
& y(0, t)=0,  \tag{1}\\
& y(\pi, t)=0 \tag{2}
\end{align*}
$$

$$
\begin{array}{ll}
\frac{\partial y}{\partial t}(x, 0)=0, & 0<x<\pi  \tag{3}\\
y(x, 0)=f(x), & 0<x<\pi,
\end{array}
$$

where $f(x)$ is assigned in advance. Boundary condition (3) states that the velocity is zero at the initial displacement.

Particular solutions of (14) may be found by the method assumed for the heat problem. Therefore

$$
\begin{gathered}
y(x, t)=X(x) \cdot T(t) \\
\frac{\partial y}{\partial x}=X^{\prime} \cdot T, \frac{\partial y}{\partial t}=X \cdot T^{\prime \prime} \\
\frac{\partial^{2} y}{\partial x^{2}}=X^{\prime \prime} \cdot T, \frac{\partial^{2} y}{\partial t^{2}}=X \cdot T^{\prime \prime}
\end{gathered}
$$

Substitution in (14) gives

$$
X \cdot T^{\prime \prime}=a^{2} X^{\prime \prime} \cdot T
$$

or

$$
\frac{T^{\prime \prime}}{a^{2} T}=\frac{X^{\prime \prime}}{X}
$$

Since the first member is independent of $x$ and the second member is independent of $t$, the quantity must be equal to a constant, say - $\lambda^{2}, \lambda$ being assumed to be real. A positive constant would not be useful for the present problem (Jackson, 1941). This can be seen by setting

$$
\frac{T^{\prime \prime}}{a^{2} T}=\frac{X^{\prime \prime}}{X}=\lambda^{2} .
$$

The solution

$$
X=C_{1} e^{\lambda x}+C_{2} e^{-\lambda x}
$$

will not satisfy the boundary conditions (1) and (2). There are no values of $C_{1}$ and $C_{2}$ for which $X(0)=0$ and $X(\pi)=0$. Therefore, one must use the negative constant $-\lambda^{2}$ (Churchill, 1941). Now $X$ and $T$ separately satisfy the differential equations

$$
T^{\prime \prime}(t)=-\lambda^{2} a^{2} T(t), \quad X^{\prime \prime}(x)=-\lambda^{2} X(x)
$$

The first has the solutions $\sin \lambda$ at and $\cos \lambda$ at; whereas the second has solutions sin $\lambda x$ and $\cos \lambda x$. Hence, the four possible solutions for $y(x, t)=X(x) \cdot T(t)$ are:
(a) $\sin \lambda x \sin \lambda a t$,
(b) $\sin \lambda x \cos \lambda a t$,
(c) $\cos \lambda x \sin \lambda a t$,
(d) $\cos \lambda \times \cos \lambda$ at.

As in the last problem, it may be supposed that $\lambda$ is a positive number.

Of the four possible solutions, (a) and (b) satisfy boundary condition (1); whereas functions (c) and (d) do not. Function (a) does not satisfy boundary condition (3), but function (b) does. Now function (b) will satisfy (2) if $\lambda$ is an integer. Then $\sin x \cos a t, \sin 2 x \cos 2 a t, \cdots, \sin n x \cos n a t$, ( $n=1,2,3, \cdots \cdot)$, are solutions to (14), and they also satisfy the boundary conditions
(1), (2), and (j). If $k_{n}$ is any constant for $n$ an intezer $\mathrm{k}_{\mathrm{n}} \sin \mathrm{nx} \cos n a \mathrm{t}$
 (1. O_luwin -s true (Jackson, 194ユ).
$y(2, b)=k_{1} \sin x \cos a t+k_{2} \sin 2 x \cos 2 a t+\cdots \cdot$

$$
+k_{n} \sin n x \cos \text { nat }+\cdots \cdot \cdot
$$

usin = the lounar, concition (4), one can aetemine the cuenficiatis J in's.

$$
\begin{aligned}
(\because)=\pi(x, 0)-k_{1} \sin x & +k_{2} \sin 2 x+k_{3} \sin 3 x+\cdots \cdot \\
& +k_{n} \sin n x+\cdots \cdot \cdot
\end{aligned}
$$

I'ne alove series will represent $f(\lambda$, î the coelficients sre iven by
$1,-\frac{2}{\pi} \int_{c}^{\pi} f(x) \sin n x$ aix, $\quad(n=1, \quad 2, \quad 3, \quad \cdots \cdot$


$$
\begin{aligned}
\int_{0}^{\pi} f(x) \sin \operatorname{inx} d x & =k_{1} \int_{0}^{\pi} \sin x \sin n+\pi_{2} \int_{0}^{\pi} \sin 2 x \sin \operatorname{six} \\
& +\cdots \cdot k_{n} \int_{0}^{\pi} \sin n x \sin n x d x
\end{aligned}
$$

or

$$
\int_{0}^{\pi} f(x) \sin n x d x=k_{n} \int_{0}^{\pi} \sin ^{2} n x d x=\frac{\operatorname{lin}_{n} \Pi 1}{2}
$$

Therefore

$$
k_{n}=\frac{2}{\pi} \int_{0}^{\pi} f(x) \sin k x d x
$$

This system consisting of the partial differential equation

$$
\frac{\partial^{2} y}{\partial t^{2}}=a^{2} \frac{\partial^{2} y}{\partial x^{2}}
$$

and the four boundary conditions then has the solution

$$
\begin{align*}
y(x, t)=k_{1} \sin x \cos a t & +k_{2} \sin 2 x \cos 2 a t+\cdots \cdot  \tag{15}\\
& +k_{n} \sin n x \cos n a t+\cdots \cdot
\end{align*}
$$

where $k_{n}=\frac{2}{\pi} \int_{0}^{\pi} f(x) \sin n x d x, \quad(n=1, \quad 2, \quad 3, \cdots)$.
SUMMMARY

The representation of a function $f(x)$ by a Fourier series within a certain interval is not uncommon. Although the writer has taken the interval ( $-\mathbb{T}, \mathbb{T}$ ) as his limits in integration, it is not necessary to do so. The limits depend on the period of the function at hand. The period $2 \pi$ may be replaced by one of arbitrary length; however the formulas will not be as simple.

One should notice that the solution to the heat problem contained exponential functions of $y$ and sine functions of $x$. Since the plate was assumed to have reached a steady state, the time element did not enter into the solution. Other problems of this type could be worked where the time element is a factor. In fact one could have a different surface with different boundary conditions.

The vibrating string problem presents a very interusting case for the irsividual interester in vibratory motion. Usins a suecial runction $f(x)$, one coll fina the anjlitucie whicriou for a fixed $x$. por other functions, a erson ii int be interested in the noies and overtones. Then the strin is struck instead of Iucken, the boundary comitions would be ilierent tnan triose ziven.
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