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Getting started

Workshop materials and resources:

http://go.illinois.edu/ddrf-curriculum 

https://uofi.box.com/v/digital-initiatives-htrc

HTRC Analytics and the HTDL: 

https://analytics.hathitrust.org | https://www.hathitrust.org

 Handout p. 1 for instructions
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Presentation Notes
Instructors should recommend participants NOT to use Internet Explorer for the web-based activities and choose an alternative browser such as Chrome or Firefox. Also, remind participants that they will need to create accounts for both HTRC Analytics and the HTDL. 

Additionally, for participants using Safari on a Mac, note that the activity_files zip will be automatically unzipped into a folder when downloaded. They will need to manually compress the folder into a zip file again by right clicking on the downloaded folder and selecting the “Compress ‘activity_files’” option. Then they can upload the compressed file to PythonAnywhere for our activities. 

http://go.illinois.edu/ddrf-curriculum
https://uofi.box.com/v/digital-initiatives-htrc
https://analytics.hathitrust.org/
https://www.hathitrust.org/


1. Introduction

CC-BY-NC
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Presenter
Presentation Notes
This module covers the basics of text analysis and introduces the HathiTrust Research Center (HTRC) and the tools and services it provides to facilitate large-scale text analysis of the HathiTrust Digital Library.




In this section we’ll…

 Introduce text analysis and broad text analysis workflows

Make sense of digital scholarly research practices

 Introduce HathiTrust and the HathiTrust Research Center

 Understand the context for one text analysis tool provider

 Introduce our hands-on example and case study

 Recognize research questions text analysis can answer
4
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Here is a brief outline of what we will be covering in this module. 
We will first introduce the field of text analysis, and then introduce HathiTrust and the HathiTrust Research Center. Then we will look at the sample research question and case study examples that will frame the activities in this workshop.



What is text analysis?

Using computers to reveal information in and about text
(Hearst, 2003)

• Algorithms discern patterns
• Text may be “unstructured” 
• More than just search

What is it used for?
• Seeking out patterns in scientific literature
• Identifying spam e-mail

5
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Our first topic is what exactly is text mining, or text analysis?
Text analysis a subset of data analysis. Broadly speaking, it’s the process by which computers are used to reveal information in and about text (Marti Hearst definition). Computer algorithms can discern patterns in bodies of (often unstructured) text. ”Unstructured” means that little is known about the semantic meaning of the text data and that it does not fit a defined data model or database. An algorithm is simply a computational process that creates an output from an input. In text analysis, the input would be the unstructured text, and the output would be indicators to help you reveal different things about the text. It should be noted that text analysis is more than just search, meaning it’s not just about discovery and knowing something is there. It’s also about exploring what does it mean for something to be there. For instance, knowing the word “creativity” appears in x number of volumes is only the first step; we also want to know what does this tell us. 
Text analysis can be used for a variety of purposes. It can be used for exploratory and analytical research, such as seeking out patterns in scientific literature to pick up trends in medical research otherwise difficult to see from the vantage point of an individual reader. It can also be used in developing tools that we use in our daily lives, for example creating spam filters to identify spam e-mail.



Break textual data into smaller pieces

Abstract (reduce) text so that a computer can crunch it

Counting!
• Words, phrases, parts of speech, etc.

Computational statistics
• Develop hypotheses based on counts of textual features

How does it work?

6
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So how does text analysis work in general? Text analysis usually follows these steps:
First, the text needs to be transformed from a form that human readers are familiar with to something that the computer can “read”. This means we need to break the text into smaller pieces, and abstract (reduce) it into things that a computer can crunch.
Counting is often what happens next. Some of the things that are often counted include words, phrases, and parts of speech. The number of these counts can be used to identify characteristics of texts. 
Then, researchers can apply computational statistics to the counts of textual features, and develop hypotheses based on these counts.



Shift in perspective, leads to shift in research questions
• Scale-up to “distant reading” (Moretti, 2013)

One step in the research process
• Can be combined with close reading

Opens up:
• Questions not provable by human reading alone
• Larger corpora for analysis
• Studies that cover longer time spans

How does it impact research?

7
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Understanding text via text analysis has a significant impact on how research is being conducted. 

In a general sense, the shift in the researcher’s perspective leads to shifts in research questions. Text analysis techniques are sometimes called “distant reading”. This is a term coined by Stanford professor Franco Moretti, meaning “reading” literature not by studying particular texts, but by aggregating and analyzing massive amounts of texts and “reading” them at a “distance”. This scaling-up and “distancing” can bring out more insights from a very different vantage point. 

It is also worth mentioning that text analysis doesn’t have to be the primary method in a research project. It may be just one step in the entire process, or it can be combined with close reading. This approach has been called “intermediate reading” or “distant-close reading”.

This shift in research perspective allows for new kinds of research questions to be asked, or for old questions to be “answered” in new ways. Here are some of the possibilities that text analysis can bring to researchers:
It can explore questions not provable by human reading alone
It allows larger corpora for analysis
It allows studies that cover longer time spans

As pointed out by Laudin and Goodwin, text analysis techniques are often best when combined with qualitative assessment and theoretical context. 



Text analysis research questions

May involve:

• Change over time

• Pattern recognition

• Comparative analysis

8
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Text analysis research questions explore a wide range of topics, from biomedical discovery to literary history. Research questions that are conducive for text analysis methods may involve these characteristics:
Change over time 
Pattern recognition 
Comparative analysis 




Activity

In pairs or small groups, review the summarized research 
projects available at http://go.illinois.edu/ddrf-research-
examples. Then discuss the following questions:

How do the projects involve change over time, pattern 
recognition, or comparative analysis?

What kind of text data do they use (time period, source, etc.)?

What are their findings? 

 Handout p. 2
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Let’s look at some real-world examples that show these characteristics, as well demonstrate the impacts on research we discussed earlier. 

For this Activity, please split into groups and review these summarized research projects http://go.illinois.edu/ddrf-research-examples . Discuss the following questions:
How do the projects involve change over time, pattern recognition, or comparative analysis?
What kind of text data do they use (time period, source, etc.)?
What are their findings? 

Research project summaries are in the above URL for the instructor’s use.


http://go.illinois.edu/ddrf-research-examples


Example: Rowling and “Galbraith”: an authorial analysis

Question:
Did JK Rowling write The Cuckoo’s Calling under 
the pen name Robert Galbraith?

Would be impossible to prove through human 
reading alone!

comparative | patterns Book cover for The 
Cuckoo’s Calling

Read more: Rowling and “Galbraith”: an authorial analysis (Juola, 2013) 
10
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Let’s look at some other real-world examples in more detail together. Here is a well-known example of text analysis that used a method called Stylometry. When The Cuckoo’s Calling by Robert Galbraith was published in 2013, people wondered if the book was actually written by the famous JK Rowling under a pen name. A research question such as “Did JK Rowling write The Cuckoo’s Calling under the pen name Robert Galbraith?” is a good fit for using text analysis methods to explore, because this question is very difficult to answer and prove just by reading and comparing various texts. It involves comparative analysis (The Cuckoo’s Calling vs. other books by Rowling) and recognizing patterns between her writing and The Cuckoo’s Calling).




Example: Rowling and “Galbraith”: an authorial analysis

Approach: 

Reading led to hunch about authorship

Computational comparison of diction between this book and 

others written by Rowling

Statistical ‘proof’ of authorial fingerprint

Read more: Rowling and “Galbraith”: an authorial analysis (Juola, 2013) 
11
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Therefore, the overall approach to and process of exploring this question was:
At first, human reading led to hunch about authorship that raised the question. 
Then, Patrick Juola conducted a Stylometric analysis to complete a computational comparison of diction between this book and others written by Rowling. By comparing a set of linguistic variables between the text of The Cuckoo’s Calling and four other texts (one by Rowling, three by other “distractor authors” for comparison), the results suggested that Rowling’s writing style is the closest to the author of the The Cuckoo’s Calling.
This provided a kind of statistical “proof” of authorial fingerprint, and Rowling admitted to writing the novel under the pen name Galbraith shortly after.

Juola’s approach was to compare The Cuckoo’s Calling with Rowling’s own writing, as well as with samples written by three other authors as “distractor authors” for comparison. He broke the text of The Cuckoo’s Calling into chunks of 1000 lines and compared each chunk individually against the baseline model built from each of the four candidate novels. This comparison consisted of conducting four separate types of analyses focusing on four different linguistic variables that indicate style, including the distribution of word lengths, the 100 most common words in the text, the distribution of character 4-grams (groups of four adjacent characters) and word bigrams (pairs of adjacent words). The results pointed strongly to Rowling as the author of The Cuckoo’s Calling out of the four authors studied.



Question:
What themes are common in 19th century literature?

Answering this question requires a very large corpus and an 
impossible amount of human reading! 

patterns | comparative

Read more: Significant Themes in 19th Century Literature (Jockers and Mimno, 2012)

Example: Significant Themes in 19th Century Literature

12
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Here’s another example. A researcher may want to explore a question such as “What themes are common in 19th century literature?” 
Matt Jockers and David Mimno asked this question in a paper published in 2012.
This is a “huge” research question that would require a very large corpus and an impossible amount of human reading to answer. Hence, it is a good fit for using text analysis, and more specifically topic modeling, to investigate. 
It involves the recognition of thematic patterns in the writing, and compares those patterns across many works from the period.




Example: Significant Themes in 19th Century Literature

Approach: 

Run large quantities of text through a statistical algorithm 

Words that co-occur are likely to be about the same thing

Co-occurring words are represented as topics

Read more: Significant Themes in 19th Century Literature (Jockers and Mimno, 2012)
13
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To explore what themes are common in 19th century literature, Jockers and Mimno ran large quantities of texts through a statistical algorithm to discover “topics”.  Topic modeling is based on the idea that words that co-occur are likely to be about the same thing, so co-occurring words are represented as topics. 

Note that topic modelling is unsupervised machine learning because human inputs are minimal (the only input is the text). 



Example: Significant Themes in 19th Century Literature

From paper -
Figure 3: Word 

cloud of topic 
labeled “Female 

Fashion.”
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Here is a visualization of one of their results. It’s a word cloud consisting of a theme they identified algorithmically, which they have labeled “female fashion”. We see words such as gown, silk, dress, lace, and ribbon. These are words that tended to co-occur across their corpus of nineteenth century text. Through these results, Jockers and Mimno are able to argue that authors from this time period wrote about what women wore.

Note that “female fashion” is a term they applied to summarize the group of words that the computational analysis had identified as a topic; the algorithm itself cannot give you the name of the topic. This will be explained in more detail in one of our other modules. 




Example: The Emergence of Literary Diction

Question: 
What textual characteristics constitute “literary language”?

This question covers a very large time span! 

change over time | patterns

Read more: The Emergence of Literary Diction (Underwood and Sellers, 2012) 15
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Here’s our last example. A question like “What textual characteristics constitute ‘literary language’?” is a good one for text analysis. 
This question covers a very large time span, so it would also be almost impossible to answer with human reading. 
It explores change over time, as well as pattern deduction.



Example: The Emergence of Literary Diction

Approach: 

 Train a computational model to identify literary genres

Compare which words are most frequently used over time in non-

fiction prose versus “literary” genres

Demonstrated tendency for poetry, drama, and fiction to use older 

English words

Read more: The Emergence of Literary Diction (Underwood and Sellers, 2012) 
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In this example, Ted Underwood and Jordan Sellers used classification algorithms to study what characteristics constitute “literary language”. 
Their approach was to show the difference in words used in poetry, drama, and fiction with those used in nonfiction to demonstrate how “literary language” developed over time. First, they trained a computational model to identify literary genres. Then, they compared which words are most frequently used over time in non-fiction prose versus “literary” genres. Their results demonstrated tendency for poetry, drama, and fiction to use older English words.
More background on this example: In their research, the authors noted that defining the distinctive characteristics of “literary language” was historically a large part of literary criticism, but that it was largely abandoned because of the changing definition of literature over time. Literature referred to writing or learning generally, up until the middle of the 18th century. The concept of literature as imaginative writing emerged gradually between 1750 and 1850. The authors were interested in investigating the changes in literary language over time, as ideas of what constituted literature transformed. They used the relative use of newer words to older words to investigate differences. Their dataset consisted of a collection of 4,275 mostly book-length documents, and they included only the most common ten thousand words in the collection and excluded determiners, prepositions, conjunctions and pronouns.  
The authors explain that there are social implications to word age, because there were 200 years during which English was almost exclusively spoken, while French was used for writing. When English began to be written again, around 1250, literate vocabulary was borrowed from French and Latin. So, the older words tend to be more informal and the newer words were more learned or literate language. This is their basis in using the changing ratio of older and newer words over time to reveal patterns in the development of literary language.
They used a similar process to differentiate literary language in the different genres, and to see how this changed over time. 
 



Example: The Emergence of Literary Diction

From paper: graph of 
diction patterns between 
genres, using frequency 

counts

Y axis: Yearly ratio of words 
that entered English before 
1150 / words that entered 
from 1150-1699 

X axis: Year1700 1750 1800 1850

2.5

2.0

1.5

1.0

Genre
Poetry, Drama, Fiction
Nonfiction Prose
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Here is another look at one of the graphs from their paper. It shows one way that literary diction differs from that of nonfiction writing between 1700 and 1900. The Y axis shows the ratio of old words to new words, and the X axis shows years. So, the graph illustrates word age over time. The words used in Poetry, Drama, and Fiction are shown in purple, and nonfiction prose are shown in dark gray. The graph shows a gradual increase in the use of new words in both categories until about 1775, when older words began to be more prevalent in Poetry, Drama, and Fiction. 
Therefore, this analysis reveals some patterns in the development of literary language.
The authors point out that by the end of the 19th century there was a “sharply marked distinction between literary and nonliterary diction: novels were using the older part of the lexicon at a rate almost double that of nonfiction prose.”  




Founded in 2008

Grew out of large-scale digitization initiative at academic 

research libraries 

• With roots in Google Books project

Over 120 partner institutions continue to contribute

HathiTrust

18
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HathiTrust is a library consortium founded in 2008, a community of research libraries committed to the long-term curation and availability of the cultural record. 
It is as an offshoot of the Google Books project, and most digitization has happened at academic research libraries. 
Currently, it has grown to over 120 partner institutions, mostly in the US, but also abroad. 



Contains over 16 million volumes
• ~ 50% English

• From the 15th to 21st century, 20th 
century concentration

• ~ 63% in copyright or of 
undetermined status

Search and read books

in the public domain

HathiTrust Digital Library 

19
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The HathiTrust Digital Library is concerned with collecting, preserving, and providing access to the content digitized at the partner institutions, mostly digitized books from libraries.
HTDL contains over 16 million volumes made up of more than 5 billion total pages. Over half of the volumes are in English. It has material going back to the 15th century, though the majority of the content comes from the 20th century. As a result of the 20th century concentration, about 63% of the material is in copyright or restricted because its rights status is unknown, and about 37% is in the public domain. The HT has a review project for determining rights statuses for that chunk of “unknown” material. While the HTRC is getting set-up to provide access on certain terms to in-copyright content, for now it provides access to the 37% of the HTDL that’s in the public domain.
The HTDL has its own interface for searching, reading, and building collections of volumes in the public domain. 



HathiTrust Research Center

Facilitates text analysis of HTDL content

Research & Development

Located at Indiana University and the University of Illinois

20
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The HTRC is concerned with allowing users to gather, analyze and produce new knowledge primarily via computational text analysis. It facilitates large-scale computational research of HTDL content. The “center”, which is located at Indiana University and the University of Illinois, does various R&D for non-consumptive text analysis, a concept that we will be explaining in later slides. It conducts user studies, finds cutting-edge technical solutions, and builds tools and services.



HTRC for text analysis

Digitized text 

Computational methods

Analysis

HathiTrust 
Research Center

at scale from the digital library

provided tools and services

Scanned & 
OCR-ed

E.g. Word 
counts, 
classification, 
topic modeling 
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In the next section, we will introduce HathiTrust, the HathiTrust Digital Library (HTDL), and the HathiTrust Research Center (HTRC), and how they work to support large-scale text analysis. Here is a diagram illustrating where the HTDL and HTRC are in a basic text analysis workflow. Please note that this is not a naturally occurring workflow, but an optional approach that the researcher can initiate. We will talk more about how a text analysis workflow can often be non-linear and messy later in this module. �
As we briefly introduced in the previous section, in a basic text analysis workflow, a researcher:
Gathers digitized text (text that has been scanned and OCR-ed) Note: OCR (Optical character recognition) refers to the mechanical or electronic conversion of images of typed, handwritten or printed text into machine-encoded text. 
Applies computational methods to that text, such as word counts, classification techniques, and topic modeling
And then analyzes the results generated by the algorithm or technique

The HTRC enters the workflow at the points of providing digitized text at scale from HTDL and providing tools and services that enable computational research. 

The researcher, of course, still brings her own analysis to bear on the results.




Non-consumptive research

Research in which computational analysis is performed on text, but 
not research in which a researcher reads or displays substantial 
portions of the text to understand the expressive content presented 
within it.

Complies with copyright law

 Foundation of HTRC work

Other terms: non-expressive use
22
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HTRC tools and services operate within a “non-consumptive” research paradigm. 
This is a term for text analysis research that lets a person run tools or algorithms against data without letting them read the text. The precise definition is shown here on the slide (Research in which computational analysis is performed on text, but not research in which a researcher reads or displays substantial portions of the text to understand the expressive content presented within it).

Non-consumptive research complies with copyright law because of the distinction in law between “ideas” and “expressions”. It is sometimes called non-expressive use (because it works with “ideas” instead of specific “expressions”, hence the term “non-expressive”). 

The non-consumptive research paradigm is the foundational underlying structure of HTRC work.




Workshop outline

Follow the research process:
• Gathering textual data
• Working with textual data
• Analyzing textual data
• Visualizing textual data

Hands-on activities around a central research question & 
case study example at each step 

• Using both HTRC and non-HTRC tools
23
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The main topics of this module end here. In the final section, we will introduce the outline and structure of our workshop, and talk about a sample research question and case study that we will keep returning to throughout the workshop. 

Here is the outline of the workshop.
The workshop content is divided into modules, and the modules generally follow the research process of conducting text analysis. 
We will cover two modules about gathering textual data
One module about working with textual data
Two modules about analyzing textual data
One module about visualizing textual data
In each module, we will complete hands-on activities around a central research question and discuss a case study example at each step of the research process. 
We will use both HTRC and non-HTRC tools as our goal today is to develop transferable skills. 




Sample Reference Question

Question:
I’m a student in history who would like to incorporate digital methods 
into my research. I study American politics, and in particular I’d like to 
examine how concepts such as liberty change over time.

Approach: 
 We’ll practice approaches for answer this question throughout the 

workshop
24
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In the workshop, we will keep returning to this sample text analysis reference question. Imagine that a student comes to you with this research topic: “I’m a student in history who would like to incorporate digital methods into my research. I study American politics, and in particular I’d like to examine how concepts such as liberty change over time.” As we work from one module to the next following the research process, we’ll practice different approaches for answering this question throughout the workshop. The question will also help us frame the role of the librarian in supporting or participating in text analysis research.



Case Study
Inside the Creativity Boom | Researcher: Samuel Franklin

Question:

How do the use and meaning of creative and creativity change 
over the 20th century?

Approach: 
We’ll discuss how this researcher approached his question 

throughout the workshop
Learn more: https://wiki.htrc.illinois.edu/x/CADiAQ

25
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Throughout the workshop, we will also be introducing a real case study of text analysis step by step. The case study is called Inside the Creative Boom and was conducted by researcher Samuel Franklin. His project explored how the use and meaning of creative and creativity changed over the 20th century. We’ll discuss how this researcher approached his question throughout the workshop to give you a more concrete idea of what needs to be considered and done in each step of a text analysis research project.

Modified from project report abstract: 

The project set out to make use of the HathiTrust corpus to map the career of the words “creative,” “creativity,” and their less common variants over the last several hundred years, with an emphasis on the twentieth century. It was already known that the word “creative” emerged gradually over the course of the modern era, increasing in use rapidly in the twentieth century, and that “creativity” only barely appeared around the turn of the twentieth century and exploded into the regular English lexicon in the post-WWII era. In order to discern the relationship between these two patterns, and to figure out if the recent rise of “creativity” signifies simply the popularization of a pre-existing concept or a new conceptual formation, a more granular analysis of these trends was necessary. Have the increases in the use of the word types “creative” and “creativity” been distributed evenly throughout the printed corpus, or have they clustered around certain fields, genres, or communities of discourse? To what topics, activities, and types of people have those words pertained? Is it possible to discern variation and change in the meanings of those words across and between genres, fields, and eras? To answer these questions, [he] proposed utilizing a number of different analytical tools such as collocates, topic modelling, and faceted queries, using the HathiTrust corpus and subsets therein.

Link to final report: https://wiki.htrc.illinois.edu/download/attachments/31588360/Franklin_ACS_End-Report.pdf?version=1&modificationDate=1506961462000&api=v2 



https://wiki.htrc.illinois.edu/x/CADiAQ


A word of caution…

Workshop outline suggests research workflow like:

Find 
text 

Prepare 
text

Apply 
algorithm

Visualize 
results

26
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Before we move on, there is one point that needs to be emphasized. Our workshop outline and modules may appear to suggest the research workflow of a text analysis project is linear and follows a predetermined sequence one step after another, like this diagram on the slide. One finds text, prepares the text, analyzes it with algorithms and visualizes the results. 




A word of caution…

Actual research workflow like:

Search 
for text 

Clean 
text

Apply 
algorithm

Exploratory 
visualizationGet 

access to 
text 

Prepare 
text

Visualize 
results
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However, an actual text analysis workflow is usually much more complicated and is rarely a linear, sequential process. It’s often more like this diagram here on this slide. Depending on the project, a researcher may repeat certain steps in small cycles, or return to previous steps, or do some exploratory steps to determine next steps. Therefore, it is important to note that while we are using the modules to represent the general, progressive process of text analysis research, things are a lot messier in real life. 




Discussion

What examples have you seen of text analysis?

What makes a research question conducive to data 

mining methods?

28
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Let’s pause for a brief discussion. 
What examples have you seen of text analysis?
In what contexts do you see yourself using text analysis? What about the researchers you support?
Instructor facilitates whole-group discussion.




Questions?

29
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That’s all we have for this lesson, and we will be happy to take any questions from you. 



2. Gathering Textual Data

30 CC-BY-NC
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This lesson introduces the options available to researchers for accessing textual data. In addition to discussing the variety of textual data providers, this lesson covers the process of building a text corpora in the HTDL interface and importing it into HTRC Analytics for analysis.  



In this section we’ll…

Explore the concept of a text data and where to find it

 Provide data reference for researchers

Build a HathiTrust workset

 Gain experience in building a textual dataset

Learn how Sam built a Creativity Corpus of HathiTrust
volumes

Understand real-world data collection strategies
31
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Here is an outline of what we will be covering in this module. 
First, we will explore options for finding data for text analysis. 
We will also consider the concept of a dataset for text analysis. 
For our Activity, we will build our own corpora of HathiTrust text and import it into HTRC Analytics for analysis. Note here that when viewing text as data, we usually analyze them by corpus or corpora. A “corpus” of text can refer to both a digital collection and an individual's research text dataset. Text corpora are bodies of text. 
Finally, we will also take a look at our case study and learn how Sam built his Creativity Corpus of HathiTrust volumes.




Where we’ll end up

Create a 
collection of 
volumes from the 
HathiTrust Digital 
Library and 
prepare it for 
analysis in 
HTRC Analytics 
as a workset
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By the end of this module, you will have created a collection of volumes from the HathiTrust Digital Library and prepared it for analysis in HTRC Analytics as a workset. 



Kludging access

“Text analysis projects share in common 3 challenges. First, data 
of interest must be found. Second, data must be gettable. Third, 
if it’s not already formed according to wildest dreams, ways must 
be known of getting data into a state that they are readily usable 
with desired methods and tools.”

Kludging: Web to TXT (Padilla, 2015)
http://www.thomaspadilla.org/2015/08/03/kludge/
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Thomas Padilla, Visiting Digital Research Services Librarian at the University of Nevada Las Vegas, wrote about three common challenges among text analysis projects.
First, data of interest must be found. Second, data must be gettable. Third, if it’s not already formed according to wildest dreams, ways must be known of getting data into a state that they are readily usable with desired methods and tools. 
Before any text analysis can be conducted, researchers need to find the textual data that they need, and this process is not as easy as it may seem. In this module, we will be exploring different options of finding text.


http://www.thomaspadilla.org/2015/08/03/kludge/


Not always easy
• copyright restrictions

• licensing restrictions

• format limitations

• hard-to-navigate systems

** issues more pronounced at scale**

Finding text

34

Presenter
Presentation Notes
There are plenty of sources for finding textual data for analysis, but suitable text for computational text analysis is not always easy to get. 
One issue that a researcher may run into is copyright and licensing restrictions, which may prohibit users from storing or publishing data. This is especially common when you are looking for texts provided by vendor databases.
Another common issue is texts are often provided in formats that require additional processing before computational analysis can be conducted. For example, some documents are only provided as scanned images, which will need to be OCR-ed and cleaned before analysis. 
A third issue is many systems that a researcher may want to obtain text from were not built with text analysis in mind, so they can be difficult to navigate and/or challenging to pull text from. Higher level programming and tech skills will be needed in such cases to get the text out.
Additionally, such issues can be easier to address or circumvent when you are only working with a small amount of text, but when researchers want to work on a larger scale, the difficulties get compounded. Hopefully, things will get easier in the near future.



Be aware of licensing restrictions

Strategies

• Addendums to libraries’ contracts 

• Vendor-provided services

• Asking for special permission case-by-case

Example: JSTOR Data for Research

Vendor databases
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Now, let’s look at three common types of sources where users can start looking for the textual data that they want. 
One way to get data is from vendor databases provided by libraries. Data provided by vendors can be of higher quality, but this is also where one needs to be very careful about licensing restrictions. Often, a library’s agreements with vendors may prohibit the steps needed to do text analysis, such as storing or publishing data.
There are a few strategies that can make getting text with vendors easier:
A library can modify or add to their contract with the vendor to get access that permits text analysis. This may take some time and additional negotiations on the library side, but the pay-off can be very valuable to users. 
Some vendors are currently building tools and services for text mining their collections, so obtaining text may be easier in the foreseeable future. However, it is unclear how long it will take for a specific vender to get these tools and services fully developed, and not all vendors are doing this.   
In some cases, researchers can ask for special permission to mine a specific portion of vender-provided data, but sometimes the vendor will require fees for doing so. 

One example of existing vendor-provided services is JSTOR Data for Research (http://dfr.jstor.org). This is a free service for researchers wishing to analyze journal and pamphlet content on JSTOR, and the website provides data sets of OCR, metadata, key terms, N-grams and reference text of a portion of JSTOR content. By creating an account, users can download metadata, word frequencies, citations, key terms, and N-grams of up to 1,000 documents. Larger-scale requests are handled on a case-by-case basis.
 




Wealth of material, but: 

• Often siloed

• Access not formulated for research at scale

Things to look for: 

• Plain text

• Bulk download 

Example: UNC’s DocSouth Data

Library/archives digital collections
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Digital collections (from libraries, archives, and museums) often has a wealth of text data. However, data from these sources are usually siloed, and access is not formulated for research at scale. 
When finding data in digital collections, there are two things to look for that can make things easier. First, try to get text that is in an accessible format, such as plain text. Second, look for interfaces that can permit bulk download. 
UNC’s DocSouth Data is an example of a digital collection that can be used for text analysis. There are many others.

DocSouth Data (http://docsouth.unc.edu/docsouthdata/ ) provides access to some of the Documenting the American South collections at the University of North Carolina in formats that work well with common text mining and data analysis tools. Currently, four collections are available for download in a zip file containing each of the texts in the collection as plain text, each of the texts 



Social media 

Popular with social science researchers

To access:

• Some provide systems to access text

• Or there are 3rd-party tools on the market

Example: Twitter API (Application Programming 

Interface)
37
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Social media platforms are an additional source of text data, and research based on analysis of social media data is getting increasingly popular and useful. 
Currently, some social media platforms have designated systems that allow access to some data. There are also some 3rd-party tools available. Twitter in particular has an API. An API (Application Programming Interface) is a set of clearly-defined communication methods (may include commands, functions, protocols, objects, etc.) that can be used to interact with an external system. They are basically instructions (written in code) for accessing systems or collections. 
We’ll come back to APIs later.





Activity

Strengths Weaknesses

Vendor database

Library/archives
digital collections

Social media

Building a corpus for political history, what are the strengths and 
weaknesses of each of these broad sources for textual data?

 Handout p. 3
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Let’s do a short activity before we move on to the next section. We just introduced three different sources of textual data and some of their characteristics. We would like you to consider in pairs or in small groups: If we are building a corpus for political history, what are the strengths and weaknesses of each of these broad sources for textual data? Please discuss and take some notes in the chart together (it’s provided in the handout of this section), and we’ll come back together as a group and share our ideas. 

(Instructor organizes the activity. If time runs short, only discuss in pairs and skip the group sharing.)





Evaluating sources of text data

Are there 
copyright 

and 
licensing 

concerns?

How 
technically 

experienced 
is the 

researcher?

Does the 
researcher 

have 
funding?

How much 
flexibility is 
needed for 

working with the 
data?

Is the text 
they want to 
use already 
digitized?

What format 
does the 

researcher 
expect the 
data in?

Does the 
researcher 

already have a 
data source in 

mind?

What is the 
period, 
place, 

person of 
interest?
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When assisting researchers in finding textual data for their projects, here are some things to consider about evaluating a textual data source.
Does the researcher already have a data source they’d like to use, and is it digitized? 
Are there potential copyright and licensing restrictions. Does the researcher study the mid 20th century? Do they want to use a journal database? If so, look for services that try to help researchers legally circumvent these restrictions.
Do they have a period, place, or person of interest - that will obviously heavily dictate what data source they will find useful.
You may want to know more about how much flexibility is needed for the researcher working with the data. If the researcher wants to do a lot of their own manipulation and clean-up, then you should look for sources that are as open as possible, like the Internet Archive.
It is important to consider how technically experienced is the researcher. If the person is a beginner, you probably want to let then try looking at sources with easy bulk downloading, like DocSouth Data. 
It will be helpful to know if the researcher has funding. Sometimes you have to pay extra for access to OCR text from vendor sources, so it is better to get an idea if the researcher has any resources that can be allocated to paying for textual data.




Building corpora

 Identify texts through full text search
• Use a key term or phrase

 Identify texts through metadata
• Search by certain author(s)
• Search within a date range
• Search for a specific genre

Or some combination of the two! 
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Next, we will talk about the process of building corpora. As mentioned before, text corpora are bodies of text.
A researcher starts building corpora by first identifying texts that fit their specific research needs. This usually involves finding texts that contain a key term or phrase through a full text search. 
According to the specific research question, one can also identify texts through metadata, for example searching for texts written by certain author(s), that are within a particular date range, or of a specific genre. 



Building corpora

Process usually involves deduplication

What to keep/discard is project dependent

Examples of deduplication:
• OCR quality
• Earliest edition
• Editions without forewords or afterwords
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The process will also typically involve doing some deduplication, which means getting rid of multiples of volumes. What to keep and discard will be dependent on the specific needs of the project. Some examples of deduplication a researcher might choose include: choosing the volume with the best OCR quality, choosing the earliest edition, or choosing editions without forewords or afterwords. 

We will be discussing a little more about this when we get to Sam’s project later in this module. 




Discussion

What expertise do librarians already have to help with 

building a corpus for textual analysis?
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Let’s wrap up this module with a discussion. What expertise do you think librarians already have to help with building a corpus for textual analysis?

(Short discussion for 5-10 minutes. if time runs short, skip this discussion.) 



HTRC Worksets

User-created collections of text from the HathiTrust

Digital Library

• think of them as textual datasets

Can be shared and cited

Suited for non-consumptive access
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Now, let’s look specifically at how the HTRC can provide access to textual data and assist users in building up a text corpora for analysis. 
HTRC Worksets are one way the HathiTrust the allows users to create text corpora to analyze. A workset is a user-created collection of texts from the HathiTrust Digital Library. You can think of them as textual datasets. 
The idea behind worksets is that researchers can build their own collections, which is something they are used to doing also in the analog world, and these worksets can be cited by and shared with other users, which helps encourage ensuring reproducibility (for example, other people can test your results when they run the same analysis on your shared worksets). 
Worksets are also suited for non-consumptive access, which you may remember means users cannot directly “consume” the text in full, but can run tools or algorithms against data for research analysis.




mdp.49015002221845

mdp.49015002221837

mdp.49015002221829

mdp.49015002221787

mdp.49015002221811

mdp.49015002221761

mdp.49015002221779

mdp.49015002203140

mdp.49015002203157

mdp.49015002203033

mdp.49015002203231

mdp.49015002203249

mdp.49015002203223

mdp.49015002203405

mdp.49015002203272

mdp.49015002203215

HTRC Worksets

Workset viewed on the web Workset 
manifest
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When you view a workset on HTRC Analytics, you’ll get metadata about the volumes in the workset. You cannot read the text in this interface. At its core, the workset is just a manifest of volume IDs.



Building worksets

Stored in HTRC 
• Require account with university email address

Ways to build:
• Import from HT Collection Builder
• Compile volume IDs elsewhere
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How can we build worksets? First, worksets are stored in HTRC Analytics, and you will need to create an account linked to an institutional email address to store your worksets. 

Currently here are two ways to build a workset:
You can create collections with the HT Collection Builder and import them into HTRC Analytics as worksets. We will be building a workset using this method in our later Activity.
Another way is to compile volume IDs elsewhere and upload it to HTRC Analytics, and HTRC Analytics will create a workset based on that list.



Sample Reference Question

I’m a student in history who would like to incorporate digital methods 
into my research. I study American politics, and in particular I’d like 
to examine how concepts such as liberty change over time.

Approach: 
Create a textual dataset of volumes related to political speech in 

America with the HT Collection Builder, and upload it to HTRC
Analytics as a workset for analysis
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Let’s go back to our sample reference question. The student would like to examine how concepts such as liberty has changed over time, so one way we can approach this question is to first create a textual dataset of volumes related to political speech in America with the HT Collection Builder, and upload it to HTRC Analytics as a workset for analysis.

The student has referenced a series of publications called “Public Papers of the Presidents of the United States” previously in their research. They think these volumes, which contain presidential speeches, would be a good data source for their research. 



Activity

In this activity, you will log in to HTDL and create a collection
containing volumes of the public papers of the presidents of the 
United States, and import it into HTRC Analytics as a workset. 

Follow the instructions on the handout to build your workset.

Websites:
• HTDL: https://www.hathitrust.org
• HTRC Analytics: https://analytics.hathitrust.org

 Handout p. 3
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START Activity

(Instructor may choose to demo live/go through the screenshots for the first few slides of building a collection, then let participants work on their own to create the collection. Afterwards, the instructor can demo live/go through the import process in HTRC Analytics along with the participants.)

For our Activity, let’s practice building worksets. We will log in to HTDL and create a collection containing volumes of the public papers of the presidents of the United States, and then import it into HTRC Analytics as a workset. Use the links on the slide to access HTDL (https://www.hathitrust.org) and HTRC Analytics (https://analytics.hathitrust.org).


https://www.hathitrust.org/
https://analytics.hathitrust.org/


Go to HTDL interface

https://www.hathitrust.org48
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Activity

First, let’s go to the HTDL interface. The homepage of the site looks like this. 

Current step(s) in activity:
Go to HTDL site


https://www.hathitrust.org/


Log in
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Activity

Click on the “LOG IN” button on the right to sign in. 

Current step(s) in activity:
HTDL Log in




Log in
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Activity

If you are affiliated to an HT partner institution, select your partner institution from the list and click on continue, then follow the directions for institutional log in. If not, click on “See options to log in as a guest”, and you will be directed to a page with multiple options (such as logging in with your Google or Twitter account). 

Current step(s) in activity:
HTDL Log in




Search for volumes

• Click on “Advance full-text search” 
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Activity

Once you are logged in, click on the “FULL-TEXT” tab to search in full text. Now you can start thinking about a search query to find volumes for your collection. Why don’t you try building your own collection for our imagined researcher? You can check the instructions on the handout if you get stuck. We’ll give you 5-10 minutes to make your collection, and then we will regroup.

(Optional narrative below)
First, enter in a search query. 
For this example, let’s do an advanced full-text search for volumes that contain both “public papers” and “United States” in their titles. Because I’m an expert librarian, I know there are published speeches by presidents called, “Public Papers of the Presidents of the United States” so I’m structuring my query to look for those volumes.
Note that the default setting is doing a simple search in full-text, so you will need to click on the “Advanced full-text search” link under the search bar. 


Current step(s) in activity:
Search for volumes 



Search for volumes

52

Presenter
Presentation Notes
Activity

You will see two blank search fields connected by “AND” logic for you to fill in. Since we want to look for volumes that have two specified phrases (“public papers” and “United States”) in their titles, the “AND” logic works perfectly and we don't need to change it. For both search fields, select “this exact phrase” and “Title” to limit our search. Type “United States” in one search field and “public papers” in the other (without the quotation marks). Click on “Search” at the bottom of the page to view results. 

Current step(s) in activity:
Search for volumes 



Filter results and select volumes

Filter results 
on the left 
sidebar

An advanced search for 
volumes that contain all the
words/phrases below in the 
title field: “public papers” and
“United States”Select all or some of 

the returned search 
items for your 
collection.
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Activity

After the search results appear, we can further facet the results using the options provided in the sidebar on the left. After you are satisfied with the results, click on the “Select” box on the left side of an entry to select it for your collection. You can also click on “Select all on page” when you feel like every item on the page should be added to your collection. When you’re ready, click on the “Select Collection” bar and choose “[CREATE NEW COLLECTION]” from the drop-down menu. Then hit the “Add Selected” button on the right. 

For instructors, we recommend that you only select a couple of items using the check boxes during your demonstration, since it may take a long time for the system to process your request if you select all items or many items. You may want to recommend workshop participants to refrain from selecting too many items as well during the activity so no one will need wait too long to get to the next step.  

Encourage attendees to take a curatorial perspective when selecting volumes. 


Current step(s) in activity:
View search results. NOTE: you can facet in the sidebar
Select volumes





Add volumes to collection

Once texts are 
selected, click 
“Select 
Collection” 
choose 
“[CREATE NEW 
COLLECTION]” 
click “Add 
Selected” 
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Activity

When you’re satisfied with your selection, click on the “Select Collection” bar and choose “[CREATE NEW COLLECTION]” from the drop-down menu. Then hit the “Add Selected” button on the right. 


Current step(s) in activity:
Click “Select Collection”  choose “[CREATE NEW COLLECTION]” click “Add Selected” 




Add collection metadata
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Activity

A pop-up window will appear that prompts you to add some metadata to your collection before the system creates it for you. 
Fill in the name and description of your new collection. You can choose to make the collection public or private, and we recommend writing a short description whenever you make collections public. When done, click on “Save Changes” to create your collection.


Current step(s) in activity:
Fill in collection name and description, select public or private
Create collection




View your collection
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Activity

After the collection is successfully created, you should see a a confirmation message above the search results. To view your collection, click on “My Collections” near the top right of the page. 

Current step(s) in activity:
View collection




View your collection
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Activity

This will bring you to all your collections. You can manage your collections here by viewing collections, changing the public or private status of a collection, and deleting collections you don’t need. Click on the title of the collection you just created to view it. 

Current step(s) in activity:
View collection




Grab the collection URL
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Activity

You will be able to see the title and description of your collection, as well as all the items in it. Copy (highlight and ctrl-C/cmd-c) the URL in the bar. You will need this to create your workset.

Current step(s) in activity:
Copy collection URL




Go to HTRC Analytics
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Activity

Now, we will need to go to HTRC Analytics and import the collection as a workset for analysis. This is what the HTRC Analytics website looks like. We suggest logging in first after landing on this page. 

Current step(s) in activity:
 Access HTRC Analytics

https://analytics.hathitrust.org/


Sign in
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Activity

Look for the sign in/ sign up section near the top right part of the page. Since we’ve already created an account, let’s click on “sign in”. 


Current step(s) in activity:
 Sign in


https://analytics.hathitrust.org/


Sign in
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Activity

We are now brought to the login page. Enter your user name and password, then click on the “Sign in” button. 


Current step(s) in activity:
 Sign in





Sign in
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Activity

After you’ve logged in successfully, you will be directed to the homepage again and your username will appear at the top right.


Current step(s) in activity:
 Sign in





Go to Worksets page
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Activity

Now, we are ready to import our HT Collection into HTRC Analytics as a workset. Click on the “Worksets” option on the header menu. This will bring you to the worksets page. 

Current step(s) in activity:
Go to Worksets page



Choose to create a workset
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Activity

You can view your own worksets as well as public worksets on this page. To import your HT collection, click on “Create a workset” near the top right. 


Current step(s) in activity:
Click on “Create a workset”



Choose creation method
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Activity

There are 2 creation options for HTRC worksets: either upload a file containing a list of HathiTrust volume IDs if curated outside of the HTDL interface, or import from the HTDL using the collection URL. This activity uses the “import from HT” method. 

Current step(s) in activity:
Choose workset creation method




Input workset information

Add collection 
URL here
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Activity

Paste (ctrl-v/cmd-v) your HT collection URL in the Collection URL field and click to retrieve the information for the collection. Name your workset and write a description. When naming, please note that only characters A-Z, 0-9, (), -, or _  are allowed, so do not use spaces or other special characters. Check the “Make private workset” box if you want to create a private workset. Finally, hit the “Create Workset” button. 


Current step(s) in activity:
Add metadata to workset, upload downloaded TSV file of HT collection




View created workset
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Activity

If successful, you should be brought back to your worksets page, and the new workset that you just created should be listed. Click on the name of the workset to view it. 

Current step(s) in activity:
View created workset



Workset review

How did it go?

What kind of search criteria did you use?

Did you find any challenges?
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Let’s wrap-up our activity and talk about what you did.
How did it go? 
What kind of search criteria did you use?
Did you find any challenges?




Bulk retrieval

Most researchers will need more than 1 or 10 texts

• Hundreds, thousands, or millions of texts

Getting lots of data could take lots of time!

• Point-and-click is inefficient

• Automate when possible
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For text analysis projects, most researchers will need more than 1 or 10 texts – they will be working with hundreds, thousands, or millions of texts! Getting all this data can be very time-consuming. Simply pointing and clicking is inefficient, so it’s very necessary to automate when possible.
In this module, we will introduce options for automated data retrieval and practice some basic web scraping.



Transferring files

 FTP or SFTP: (Secure) File Transfer Protocol 

• moves files from one place to another on the internet

 rsync

• Efficient: sends only the differences

• Run from command line

• Used by HathiTrust, can be used to download Extracted Features data

Automating retrieval
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Let’s spend a little time going through three different ways to automate the retrieval of text, which is especially important when you’re working at scale.

First, providers can make data available through file transfer mechanisms.

File Transfer Protocol (FTP) and Secure (or SHH) File Transfer Protocol (called SFTP) are ways of moving files from one place to another on the internet. 

Rsync, which is used by the HTRC, is another. Rsync is efficient because it sends only the differences between the files at the source location and the files at the destination location. You need to run rsync from the command line. Note that rsync can be used to download Extracted Features data.




Web scraping (grabbing text on the web)
Avoids tedious copying-and-pasting

Some ways to scrape text from the web:
• Run commands such as wget or curl in the command line

• Write and run a script (a file of programming statements)

• Use software such as webscraper.io or Kimono

Automating retrieval

71

Presenter
Presentation Notes
Another way to bulk retrieve content is through web scraping, which means grabbing text on the web. Plenty of text exists on the web that could be used for analysis, and web scraping helps you to avoid getting that text by tedious copying-and-pasting.

There are a couple of ways to scrape text from the web:
You can run commands in the command line (we’ll discuss more about the command line later in this module).
You can write a script, which is basically a file containing a set of programing statements that can be run using the command line. We will be using scripts in some of our hands-on activities in later modules. 
There are also some web scraping software that you can use, such as webscraper.io or Kimono.
We’ll come back to web scraping later in the module!

Additional information on commands for web scraping: both curl and wget are command line tools that can download contents from FTP, HTTP and HTTPS. Technically, curl is a command line tool for getting or sending files using URL syntax. It uses the library libcurl, which is a client-side URL transfer library. Wget is command line only and does not have a library.



Web scraping for the wise

Web scraping puts a large workload on targeted server
• This can upset the data holder

Some data providers are more than willing to share
• Ask for access
• Check for an API 

Otherwise, time your requests to add a delay between 
server hits

• It’s polite
• Also signifies you are not a malicious attacker
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Before we conclude this section, it is important to note that web scraping can put a large workload on the scraped server, and this can upset the data holder. 
Actually, some data providers are more than willing to share their data. Therefore, be a good citizen and ask first if they’ll give you access before you start scraping on your own, and make sure to check if they have an API. 
If you still have to use web scraping on your own, it is suggested that you time your requests to add a delay between server hits. This is not only polite, but also signifies you are not a malicious attacker. 





Automating retrieval

APIs (Application Programming Interfaces)
Digital pathways to or from content

• Sometimes need a “key” for access

Can be used to gain programmatic access 
• Usually need to write code to retrieve content 
• Sometimes have graphical user interface (GUI)

Examples: A number of digital content providers have APIs 
• Twitter API: display tweets on a non-Twitter website
• Chronicling America API: https://chroniclingamerica.loc.gov/about/api/
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I just mentioned  APIs, which is another way to automate the retrieval of text. Let’s look at them more closely. API stands for application programming interface. 

APIs are basically instructions (written in code) for accessing systems or collections. They are digital pathways to or from content. For example, using Amazon’s API, you can display information about items for sale via Amazon on sites not operated by Amazon. You might think of them like a mailbox: you open the door (sometimes with a key) and either retrieve or deposit items.
Usually you will need to write code to retrieve content via APIs, but some of them have graphical user interfaces (GUI) that make the process more convenient.
A number of digital content providers, including the HT, have APIs to make it easier to grab data and metadata. 
A few examples are the Twitter API, which allows tweets to be downloaded or displayed on non-Twitter websites, and the Chronicling America API, which opens access to newspapers digitized and made available by the Library of Congress. 




HT and HTRC datasets

Bulk HathiTrust data access

Dataset Kind of data Description Volumes available

HT Custom
data request

Full text Download page images 
and plain text OCR

Public domain

HTRC 
Extracted
Features

Abstracted
text and 
metadata

JSON files for eachof
15.7 million volumes in 
HathiTrust

All 

HTRC Data 
API

Full text Plain text OCR All for HT 
members; public 
domain for others
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Creating worksets (collections) is just one way of working with text data in the HathiTrust, which we introduced in Module 2.1. Users can also download data in bulk from the HT and HTRC to work on their own machines, and this chart outlines some different HT and HTRC datasets that can be acquired. 
If a researcher needs full text, a HT custom data request can give them bulk access to page images and OCR text limited to volumes in the public domain. 
When a researcher can make do with “abstracted text”, they can retrieve HTRC extracted features, which are per-volume files of select metadata and data elements. The researcher will be able to get JSON files of select data such as word counts and metadata of all available volumes. 
Finally, very advanced researchers can access HT through the HTRC’s Data API, which is used in a special environment called the Data Capsule only. The Data Capsule is for advanced researchers, and it isn’t conducive to the workshop environment, so we won’t be discussing it in this workshop other than mentioning it now. 
Both the custom data requests and extracted features are retrieved via file transferring – there is no provided user interface. We have already introduced file transferring earlier (we talked about FTP, SFTP, and rsync), and we will be discussing the HTRC Extracted Features in detail in one of our later modules.



Case study: Inside the Creativity Boom

Building a creativity corpus

Searched across full text of HTDL for creativ*

Made initial list of over million volumes

De-duplicated
• Kept different editions of same work; discard multiple copies of 

same edition 

Ended up with refined list (workset) of volumes
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Finally, let’s look at our case study and see how Sam completed the step of finding the textual data that he needed for his project. 

First, Sam did a search across the HTDL for the term “creativ*”, which would give him results that contained either “creative” or “creativity”. After the search, he had an initial workset of 2.7 million volumes, but there were some duplicative materials. For the purposes of his project, he decided that duplicates may impact and skew his results, so he moved on to the deduplication process. In the end, he decided to keep different editions of same work but discard multiple copies of same edition. It should be noted that this worked for his project, but different projects may require different rules when doing deduplication. This was also not done “by hand” but by comparing metadata for volumes. Sam ended up with a final, refined list of volumes (a workset) which was his “creativity corpus.”

Note: The decision to discard identical volumes or editions, while preserving multiple editions of a single title, was made with the idea that more widely published works are also more widely circulated and therefore more influential and/or paradigmatic of the way language is used in general. 





Case Study: Inside the Creativity Boom

After creating final list of volumes:
Used rsync to retrieve HTRC Extracted Features for the 

volumes

Remember rsync is a command line utility that transfers files 

between computers
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Now let’s return to our Creativity Boom case study again. What did Sam do get the text that he needed in bulk?
After creating a final list of volumes in the HDTL, Sam used rsync to retrieve the HTRC Extracted Features files that he wanted to analyze. 
Remember that rsync is a command line utility, like wget is, that transfers files between computers.




Case Study: Inside the Creativity Boom

What exactly is the HTRC Extracted Features dataset?

Metadata: bibliographic; 
inferred
Data: words and word counts77
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We’ve mentioned the HTRC Extracted Features dataset in the last two slides, so let’s quickly take a look at what it is. We’ll be getting hands-on experience with it later.
The HTRC Extracted Features dataset is per-volume files of select metadata and data elements. 
The metadata includes things like bibliographic metadata (author, title, publication date) pulled from the MARC record, as well as metadata that has been inferred by a computer (how many blank lines there are on each page, for example).
The data includes things like words and the number of times they occur per page.
The files are formatted in JSON, the same format we saw earlier with the HT Bibliographic API. 
An example of the structured HTRC Extracted Features data is on the screen.




Features in the HTRC

HTRC Extracted Features dataset

Downloadable 

Structured data consisting of features

5 billion pages, in 13.6 million volumes

https://analytics.hathitrust.org/datasets#ef
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This concept of translation to features is especially important in the HTRC, where a dataset of Extracted Features has been made available. 
Extracted Features dataset is one way the HTRC tries to facilitate text analysis outside of pre-built tools to give researchers more flexibility for their work.
The dataset is a downloadable, structured dataset in a JSON file consisting of 5 billion pages within 13.6 million volumes of content, pulled from the entire HT corpus.

The link to the Extracted Features dataset webpage is shown here on the slide.

https://analytics.hathitrust.org/datasets#ef


HTRC Extracted Features (EF)

The features are 

• Selected data and metadata

• Extracted from raw text

Position the researcher to begin analysis

• Some of the preprocessing is already done

Form of non-consumptive access
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The “features” that are extracted are page- and volume-level data and metadata pulled from the raw text. This information positions the researcher at a point where they can begin their analysis because some of the pre-processing has been done: The text has been tokenized, and some things like counts and part-of-speech tagging is already done. It’s a form of non-consumptive access that allows the researcher to analyze the entire corpus through the extracted content without having access to the full, expressive text.



Pulled from 
bibliographic 
metadata

 Title

Author

 Language

 Identifiers 

Per-volume features
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At the volume-level, the features are mostly pulled from the bibliographic metadata. They include things like title, author, and language that are included in the library catalog metadata. They also include the unique identifiers for the volume, such as the HT ID, which is consistent across HT tools and services, and the OCLC number.

You can see an example of volume level metadata in the Extracted Features JSON format on the slide.



Per-page features

Page sequence

Computationally-
inferred metadata

• Word, line, and 
sentence counts

• Empty line count
• Language
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For each page in the volume, there is also metadata. This includes the sequence of the page in the volume, as well as computationally-inferred metadata, such as the number of words, lines, sentences, and empty lines on the page, as well as the language for the page in question.

You can see an example of the metadata included for each page within an Extracted Features file.
For the language, “en” here means English.




Page section features

Public papers of 
the presidents of 
the United 
States (Gerald 
R. Ford, book 2)
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As we’ll see, Extracted Features pull out metadata for each section of each page (header/footer/body). 
The image on the screen shows the different sections of two pages from Public papers of the presidents of the United States (Gerald R. Ford volume, book 2). 
EF help the researcher navigate the para-textual information to get to the pieces most relevant to them.




Page section features

Public papers of the 
presidents of the 
United States 
(Gerald R. Ford, 
book 2)
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As we’ll also see, Extracted Features can provide counts of characters occurring at the beginnings and end of lines. This can help identify tables of contents, indices, and title pages, as well as to differentiate poetry from prose, because they all have notable different patterns in the types of characters that occur at the beginnings and ends of lines. For example, we can notice some patterns here from the table of contents of Public papers of the presidents of the United States (Gerald R. Ford volume, book 2). Or, for another example, English-language poetry from some time periods is highly likely to start each line with a capital letter, and end each line with a lowercase letter or punctuation mark. 





Header, body, footer

 Line, empty line, and 
sentence count

 Counts of beginning- and 
end-line characters

 Token counts 
• Homonyms counted 

separately 

• Part-of-speech codes are 
from the Penn Tree Bank

Page section features
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The page-level features are further broken down by section of the page. This makes it so a researcher can drop headers and footers easily. 

These features include line counts, empty line counts, and sentence counts, and counts of the characters that begin and end lines. 
There are also part-of-speech-tagged tokens and their frequencies. The part of speech codes are from the Penn Tree Bank. And homonyms are counted separately: For example, you can differentiate between Rose the name, rose the flower, and rose the verb. 

On the slide, there’s an example of the body section for a page in an EF file.  

Penn Tree Bank: https://www.ling.upenn.edu/courses/Fall_2003/ling001/penn_treebank_pos.html 




Read and reflect

Santa Barbara Statement on Collections as Data (Collections 
as Data National Forum, 2017) 
https://collectionsasdata.github.io/statement/

Provides a set of high level principles to guide collections as 
data work
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Let’s wrap up this lesson with a discussion based on a short reading. 

The Santa Barbara Statement on Collections as Data was initiated during an Institute of Museum and Library Services national forum at the University of California Santa Barbara (March 1-3 2017). It provides a set of high level principles to guide collections as data work. 

We will read some parts of the Statement and discuss the development of digital collections in libraries. 

(Short discussion for 5-10 minutes.)


https://collectionsasdata.github.io/statement/


Read and reflect

 “Any digital material can potentially be made available as data that are 

amenable to computational use. Use and reuse is encouraged by openly 

licensed data in non-proprietary formats made accessible via a range of 

access mechanisms that are designed to meet specific community needs.”

 “Ethical concerns are integral to collections as data.” 

 Principle 2 for collections as data: “Collections as data development aims 

to encourage computational use of digitized and born digital collections.”

-- Santa Barbara Statement on Collections as Data
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Some main points from the Statement are shown on the slide.

Digital libraries and digital collections contain many textual documents, which can potentially be made available as data for computational use. Principle 2 of the Statement states “Collections as data development aims to encourage computational use of digitized and born digital collections.” 

Read full Statement here: https://collectionsasdata.github.io/statement/ 

(Short discussion for 5-10 minutes.)




Read and reflect

Does your library provide access to digital collections as data?

How so? Why not? How could it?
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Think about the collections available at your library. Does your library provide access to digitized materials in a way that is conducive to text analysis? If so, how? If not, why? How could it be more conducive to text analysis?

(Short discussion for 5-10 minutes.)




Questions?
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That’s all we have for this lesson, and we will be happy to take any questions from you. 




3. Working with Textual Data
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In order to do text analysis, a researcher needs some proficiency in wrangling and cleaning textual data. This module address the skills needed to prepare text for analysis after it has been acquired.  
 



In this module we’ll…

Think about what happens when text is data 
 Understand best practice in the field

Consider common steps to cleaning and preparing text data
 Make recommendations to researchers

Learn how Sam prepared his Creativity Corpus for analysis
 See how one scholar data prepared data

90

Presenter
Presentation Notes
Here is an overview of what we’ll be covering in this module. We will think about what happens when text is data and consider common steps to prepare data for text analysis. In our Activity, we will practice data cleaning on the speeches we scraped. Finally, in our case study, we will learn how Sam prepared his Creativity Corpus for analysis.




 Data is material generated or collected while conducting 
research 

 Examples of humanities data:
• Citations
• Code/Algorithms
• Databases
• Geospatial coordinates

Can you think of others?

Humanities data

Definition adapted from: NEH, https://www.neh.gov/files/grants/data_management_plans_2018.pdf91
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In a humanities research setting, “Data” can be defined as material generated or collected while conducting research. 

Humanities data may include citations, software code, algorithms, databases, geospatial coordinates (for example, from archaeological digs). We can see that humanities data can be very diverse and broad in scope.

Can you think of other examples? 
(Answers can be: digital tools, documentation, reports, articles, etc.)

This definition is adapted from the National Endowment for Humanities(NEH)’s definition of ”data” in their document Data Management Plans for NEH Office of Digital Humanities Proposals and Awards. Examples of humanities data are also provided in this document. 

https://www.neh.gov/files/grants/data_management_plans_2018.pdf 

https://www.neh.gov/files/grants/data_management_plans_2018.pdf


Data quality
• Clean vs. dirty OCR
• HathiTrust OCR is dirty (uncorrected)

Analyzed by corpus/corpora
• Text corpus: a digital collection OR an individual’s research text dataset
• Text corpora: “bodies” of text

 Text decomposition/recomposition (Rockwell, 2003)
• Cleaning data involves discarding data
• Prepared text may be illegible to the human reader

Text as data

92

Presenter
Presentation Notes
We’re not always used to thinking about text as data, but text can be viewed as data and analyzed in certain ways in digital scholarship. 

When approaching text as data, here are some things to keep in mind:

First, having textual data of sufficient quality is important. Textual data quality is determined by how it’s created. Hand-keyed text is often of the best quality, while text obtained by OCR, Optical Character Recognition, can vary in quality. Raw, uncorrected OCR text is dirty, and it can only become clean until it is corrected. Please note that HathiTrust OCR is dirty and uncorrected.
When viewing text as data, we usually analyze them by corpus or corpora. As mentioned in previous modules, a “corpus” of text can refer to both a digital collection and an individual's research text dataset. Text corpora are bodies of text.
When preparing text, one can think in terms of what Geoffrey Rockwell has called text decomposition or re-composition. The text will be split, combined, or represented in ways that distinguish it from human readable text. It may involve discarding some text, and requires the researcher to shift their understanding of the text from human-legible object to data. What stays, what goes, and how things are manipulated is a researcher’s choice. While there are emerging best practices, there isn’t a step-by-step guide to follow.



Preparing data

A researcher may:

 Correct OCR errors

 Remove title, header information

 Remove html or xml tags

 Split or combine files

 Remove certain words, punctuation marks

 Lowercase text

 Tokenize the words
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After gathering the data needed for research and before conducting the actual analysis, data often requires preparation. Preparing data, which has been referred to as “janitorial work,” takes a lot of time and effort.

Examples of what may be necessary to do before the data is in a workable state: 
Correcting OCR errors.
Removing title and header information.
Removing html or xml tags.
Splitting or combining files. 
Removing certain words or punctuation marks.
Making text into lowercase.

This is where scripting is helpful – a person isn’t going to (or shouldn’t) open every file one-by-one and do all this clean-up work manually. 




Key concepts

Tokenization

[four], [score], [and], [seven], [years], [ago], [our], [fathers], 
[brought], [forth], [on], [this], [continent], [a], [new], [nation], 
[conceived], [in], [liberty], [and], [dedicated], [to], [the], 
[proposition], [that], [all], [men], [are], [created], [equal]

Breaking text into pieces called tokens. Often certain 
characters, such as punctuation marks, are discarded in 

the process
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An additional step in preparation is called tokenization. Tokenization is simply the process of breaking text into pieces called tokens. Often certain characters, such as punctuation marks, are discarded in the process. 
Here’s a tokenized version of the beginning of The Gettysburg Address on the slide. The original text, which is in a human-readable form, has been translated into tokens. 
While the tokens can still be parsed by a human, it isn’t in a form we regularly read. It can now, however, be read and processed by a computer. 



Preparing data

Preparation affects results

• Amount of text and size of chunks

• Which stop words removed; which characters are included

• Whether to lowercase and normalize words

Preparation for analysis takes time, effort

• This is where scripting becomes useful!
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It is important to note that different choices in text preparation will affect the results of the analysis. Depending on the amount of text and size of chunks, which stop words are removed and which characters are included, and whether to lowercase and normalize words, the eventual text that is ready for analysis can be very different. Additionally, preparation for analysis takes a lot of time and effort. This is where scripting becomes useful!

Additional information about how text preparation impacts results: 
https://ssrn.com/abstract=2849145  





Activity

Term
Punctuation
Numbers
Lowercasing
Stemming
Stopword Removal
n-gram Inclusion
Infrequently Used Terms

• In groups of 2 or 3, assign 
each person several of the 
text preparation actions 
seen in the table to the 
right (Denny and Spirling, 
2017).

• Read the descriptions. 
Then take turns explaining 
each to your group.

 Handout p. 5
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Let’s do an activity to learn more about data preparation techniques for text analysis. On your handout, under “Working with Text Data”, you’ll find a table with key approaches and their definitions. In small groups, divide the terms amongst yourselves, read the definitions and when finished, explain your terms to your partners.
These definitions come from an interesting paper titled “Text Preprocessing For Unsupervised Learning: Why It Matters, When It Misleads, And What To Do About It” (https://papers.ssrn.com/sol3/papers.cfm?abstract_id=2849145)

(Instructor organizes the activity. If time runs short, can ask participants to take about 3 minutes to familiarize themselves with the concepts on their own instead of doing the 5-10-minute group discussion) 



Case Study: Inside the Creativity Boom

After downloading the Extracted Features data for the 
relevant volumes, used scripting to: 

Narrow corpus to individual pages that contained 
creativ*

• Discarded all other pages 

Discard certain tokens such as pronouns and 
conjunctions

• To keep only to most ”meaningful” terms
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Now let’s see how Sam handled the pre-processing of his Creativity Corpus. 
In preparation for analysis, he discarded (i.e. deleted from his dataset) all of the pages in the corpus that did not include a form of creativ*
He was only interested in knowing what concepts were talked about around creative, so he wanted to retain only text in close proximity in the volume
He also discarded (i.e. deleted from his dataset) certain tokens, such as pronouns and conjunctions to keep only the most “meaningful” terms.
Sam did not do additional OCR cleaning to his corpus. That kind of pre-processing is at the discretion of the researcher, and depends on how much noise or messiness he was willing to tolerate and often relates to the size of the corpus and the quality at which the data started. One might be willing to tolerate more noise in a larger corpus, or be more interested in cleaning OCR that is below a certain quality. It need not always be “clean” before analysis. 



Read and Reflect…

Passage from “Against Cleaning” by Katie Rawson and 
Trevor Muñoz

They suggest a strategy for dealing with humanities 
data:

• Shared authority control across data sets
• Indexes for nuance
• Tidy, not clean data
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Katie Rawson and Trevor Munoz published a piece called “Against Cleaning” that theorized data preparation in the humanities, and presents their ideas for best practice in standardizing humanities data. 
They suggest a strategy for dealing with humanities data that takes into account the kind of non-standard menu data they dealt with during the “What’s on the Menu” Project, a crowdsourced-transcription project. Some of those suggestions are on the screen.


http://curatingmenus.org/articles/against-cleaning/


Read and Reflect…

“When humanities scholars recoil at data-driven research, they are often 
responding to the reductiveness inherent in this form of scholarship. This 
reductiveness can feel intellectually impoverishing to scholars who have spent 
their careers working through particular kinds of historical and cultural 
complexity… From within this worldview, data cleaning is then maligned 
because it is understood as a step that inscribes a normative order by wiping 
away what is different. The term “cleaning” implies that a data set is ‘messy.’ 
“Messy” suggests an underlying order. It supposes things already have a 
rightful place, but they’re not in it—like socks on the bedroom floor rather than 
in the wardrobe or the laundry hamper.” 

- “Against Cleaning” (Rawson and Muñoz, 2016) 
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Let’s read an excerpt from the piece, which can be found on your handout or the screen. 




Discussion

What does this excerpt suggest about the nuances of data 

cleaning? 

What does “clean” imply? 

How might you talk to researchers on your campus who 

would be uncomfortable with the idea of clean v. messy 

data?
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We have time now to reflect in small groups about what it means to “clean” data in the humanities, and how you might broach the topic with scholars on your campus. 

 (This is should be a small group discussion for 5-10 minutes) 




Questions?
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That’s all we have for this lesson, and we will be happy to take any questions from you. 




4. Analyzing Textual Data
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Using Off-the-Shelf Tools

Presenter
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In this lesson, we will be focusing on supporting beginner researchers in performing text analysis by using off-the-shelf, pre-built tools. It will discuss the advantages and constraints of web-based text analysis tools and programming solutions, introduce basic text analysis algorithms available in the HTRC algorithms, and demonstrate how to select, run, and view the results of the topic modeling algorithm.




In this module we’ll…

 Weigh the benefits and drawbacks of pre-built tools for text analysis

 Evaluate researcher questions and requests, and match tool to request

 Learn how a web-based topic modeling algorithm works

 Gain experience with off-the-shelf solutions text mining

 Run the HTRC Topic Modeling algorithm and analyze the results

 Build confidence with the outcomes of data-intensive research

 See how Sam explored HTRC Algorithms for his research

 Understand how a researcher evaluated an off-the-shelf tool
103

Presenter
Presentation Notes
Here is an outline of this module. We will weigh the benefits and drawbacks of pre-built tools for text analysis, learn how a topic modeling algorithm works, and run the HTRC Topic Modeling algorithm and analyze the results. We will also consider how Sam experimented with HTRC Algorithms to explore his corpus.




Where we’ll end up

Bubble visualization of topics 
created with HTRC algorithm104
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By the end of this module, you will have run the HTRC Topic Modeling algorithm on a sample workset of politically-themed texts and analyzed the results. 



Pre-built tools

Benefits
• Easy to use, good for teaching 

Drawbacks
• Less control, limited capabilities

Examples: 
• Voyant, Lexos

• HTRC algorithms: e.g. Topic Modeling algorithm
105

Presenter
Presentation Notes
For performing text analysis, there are both pre-built tools and do-it-yourself tools that you can choose from. 

The benefits of pre-built tools are they are usually easy to use, they don’t require too much technical knowledge, and they can be very useful in teaching.

The main drawback of pre-built tools is because they have predefined functions, they offer less control to the researcher and limit what a user can accomplish.

Voyant, Lexos, and HTRC algorithms are examples of pre-built tools. The HTRC Topic Modeling algorithm, which identifies “topics” in a set of text based on words that have a high probability of occurring close together, is a representative HTRC algorithm that can be used for exploratory analysis. As we mentioned before, we will try using this algorithm together later in this module. 



Choosing a pre-built tool

Quick analysis and visualizations:
• Voyant
• Lexos

Concordances:
• AntConc
• Voyant

Machine learning
• WEKA Workbench aids machine learning
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Choosing a pre-built tool is based on the goal of the analysis. Each pre-built tool has its own strengths, outputs, and weaknesses. 
For quick analysis and visualizations, Voyant and Lexos are all excellent choices. They don’t allow much parameterization, but they are very easy to use. To make concordances(seeing key words in context), AntConc or Voyant are tools programmed to do that. Voyant is both web-based and downloadable, so there no installation required unless desired by the researcher, while AntConc is software the user must install on their computer.
Weka is the tool to use for researchers who want to try machine learning with a tool that has a visual front-end. It also needs to be installed.



Do-it-yourself tools

Alternative to pre-built, off-the-shelf tools
 Involve programming
Benefits: 

• Run on your own, allow for more parameterization and 
control

Drawback: 
• Require technical knowledge
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You can also use do-it-yourself tools for text analysis as an alternative, and these tools usually involve some degree of programming.

The advantages of using do-it-yourself tools are you can set your own workflows and parameters, and it allows you to have more control over what you want to do.

The drawback is they usually require technical knowledge and may be a lot harder to use. 

We’ll come back to do-it-yourself options later in the workshop!



HTRC algorithms

Plug-and-play text analysis

Built into the HTRC interface

• Mostly “as-is” 

• Limited parameterization 

• Analyze HTRC worksets

Good when you want to use HT text specifically
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For this module, we are going to use the HTRC algorithms as an example of how to use a pre-built tool for text analysis. The HTRC provides some algorithms through HTRC Analytics, and they can be used to analyze HTRC worksets.

An algorithm is just a way of saying a computer function - text goes in, process happens, and results come out. 

HTRC algorithms can extract, refine, analyze, and visualize worksets. They can basically perform “plug-and-play” text analysis. 

Because they are built into HTRC Analytics, they are mostly limited in how much they can be tweaked or customized. The algorithms are primarily for users who don’t know how or don’t want to work with custom code. It can be a good tool for learning and just trying things out. 



Choosing an HTRC algorithm

Task-oriented algorithms:

• Produce list of named entities

• Visualize most frequently used words

• Generate script for downloading Extracted Features files

Analytic algorithms:

• Generate topic models
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Currently there are four HTRC algorithms available. How do you choose which HTRC algorithm to use? Naturally, it depends on what you want to do. 

Most of the algorithms are task oriented. For example, there are ones for generating a list of named entities and for visualizing more frequently used words.

The algorithm that generates topic models is more analytic. �



Key terms in text analysis

Bag-of-words

created the four in new are ago Liberty fathers that forth 
continent a nation seven and conceived equal score 
dedicated on to years this all our men brought and 
proposition 

Concept where grammar and word order of the original text 
are disregarded and frequency is maintained.
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Next, we will focus on a specific text analysis method: topic modeling. One concept closely related to topic modeling is the bag-of-words model. 
“Bag-of-words” is a concept where grammar and word order of the original text are disregarded and frequency is maintained. Here is an example of the beginning of The Gettysburg Address as a bag of words.




Topic Modeling
Chunk text into documents

Documents = bags of words
Stop words are removed

Each word in each document is compared 

Words that tend to occur together in documents are likely to 
be about the same thing

 Topics are predictions of words co-occurrence

Key terms in context
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Topic modeling is a method of using statistical models for discovering the abstract "topics" that occur in a collection of documents.
This image visualizes what happens in a topic model. 
For this kind of analysis, the text is chunked, and stop words (frequently used words such as “the”, “and”, “if”) are removed since they reveal little about the substance of a text. 

The computer treats the textual documents as bags of words, and guesses which words make up a “topic” based on their proximity to one another in the documents, with the idea the words that frequently co-occur are likely about the same thing. 

So the different colored groupings are the groups of words that the computer has statistically analyzed and determined are likely related to each other about a “topic”.



Tips for topic modeling

Treat topic modeling as step in analysis

 Input affects output
• Number of texts analyzed, number of topics generated
• Be familiar with your input data
• Know that stop words can shape results

Examine results to see if they make sense

Understand the tool
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Here are some tips for topic modeling:
Treat topic modeling as one part of a larger analysis.
Understand what you input, including how you set your parameters, will affect the output. Some points to note are:
Be careful with how you set the number of texts analyzed, as well as number of topics generated
Be familiar with your input data
Know that changing your stop word list can have really interesting impacts on your topics, so tread carefully/wisely.
You’re going to want to go back to the text at some point. Make sure to examine your results to see if they make sense.
Also, try to gain some basic understanding of your tool. Reading some relevant documentation is especially important when the tool is within a “black box”. Speaking of understanding your tools, it’s important to note that the HTRC algorithm only has two parameters you can set right now, so it’s not suitable for really robust topic modeling. But for teaching and exploration of HT text specifically, the HTRC topic modeling algorithm can be a good place to start.



HTRC topic modeling description

https://analytics.hathitrust.org/algorithms/InPhO_Topic_Model_Explorer113
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Together, let’s read the description of the HTRC topic modeling algorithm to see if we can understand what it does. The description is on the screen, or you can find it on the Algorithms page in HTRC Analytics (you will need to log in first to be able to see the page).

Downloads each HathiTrust volume from the Data API. Tokenizes each volume using the topicexplorer init command.
Apply stoplists based on the frequency of terms in the corpus, removing the most frequent words accounting for 50% of the collection and the least frequent words accounting for 10% of the collection.
Create a new topic model for each number of topics specified. For example, "20 40 60 80" would train separate models with 20 topics, 40 topics, 60 topics and 80 topics.
Display a visualization of how topics across models cluster together. This enables a user to see the granularity of the different models and how terms may be grouped together into "larger" topics.
More documentation of the Topic Explorer is available at https://inpho.github.io/topic-explorer/.
�What is the stoplist removal protocol for this algorithm?�

https://analytics.hathitrust.org/algorithms/InPhO_Topic_Model_Explorer


Sample Reference Question

I’m a student in history who would like to incorporate digital 
methods into my research. I study American politics, and in 
particular I’d like to examine how concepts such as liberty 
change over time.

Approach: Run topic modeling algorithm to get a feel for the 
topics present in your workset.
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Returning to our sample reference question, let’s explore how you might use the HTRC algorithms to do this research. 
One way to approach it is to run the topic modeling algorithm to see what topics are present in a body of political speech texts. We already have a sample workset of the public papers of the presidents to play with.




Activity

In this activity you will run the topic modeling algorithm in HTRC 

Analytics to explore the most prevalent topics in our president public 

papers workset. 

What You Need:

Website: https://analytics.hathitrust.org

Workset: poli_science_DDRF

 Handout p. 7
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START Activity

In this Activity, we will run the topic modeling algorithm in HTRC Analytics to explore the most prevalent topics in our president public papers workset. We will be accessing and running the algorithm via HTRC Analytics, and will be using a sample workset already shared on the site. NOTE: see intro to workset on next slide


(Instructor may choose to demo live/go through the screenshots to introduce the entire process, and then let participants do the activity on their own.)

Overview of steps in activity:
Make sure you’re signed in to HTRC Analytics
Click “algorithms”
Note the algorithms and their descriptions
Click “Execute” under the topic modeling algorithm
Prepare to run the algorithm
Choose a workset (poli_science_DDRF)
Enter a job name 
Change number of topics
Hit “submit”
Show refreshing of results page to watch the status change, point out that it can take a while to get results based on the size of the workset, complexity of the algorithm, and the load on the machine at the time. (NOTE: Now that results are being cached, this job should happen pretty quickly since this job has already been run.)
When done, click on the job name under the completed jobs
Look at the visualization of the topics
Show how results can be downloaded

https://analytics.hathitrust.org/


About the political science workset

Government-published series: Public papers of the presidents of the 
United States

• “Public Messages, Speeches, and Statements of the President”

 16 volumes from U.S. presidents during the 1970s:
• Jimmy Carter 

• Gerald Ford 

• Richard Nixon

We’ll use the same workset (‘poli_science_DDRF@eleanordickson’) 
so that we can all examine the same results!
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Before we actually run the algorithm, here’s a quick introduction to the sample political science workset we will be using in this activity. 

This workset consists of a set of volumes from a government-published series, Public papers of the presidents of the United States. It contains the public messages, speeches, and statements of the President. The workset includes 16 volumes from Jimmy Carter, Gerald Ford, and Richard Nixon. We are starting with the 1970s because we were able to find volumes representing every year in that decade in the HathiTrust so it represents a relatively complete, discrete set. 

In order for us to examine the same results, we will all use the same workset for this activity. 



Using the HTRC Algorithms  Handout p. 7

https://analytics.hathitrust.org117
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Activity

Now, why don’t you run the topic modeling algorithm on this workset. The instructions are included in the handout, and you can work alone or with a partner. Raise your hand if you get stuck. I’ll be demoing up here if you’d like to follow along.  

Current step(s) in activity:
Make sure you’re signed in to HTRC Analytics
Click “algorithms”


https://analytics.hathitrust.org/


Analysis in the HTRC  Handout p. 7
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Activity

For this activity, let’s click “Execute” under InPhO Topic Model Explorer (v1.0).

Current step(s) in activity:
•You’ll see the list of 4 algorithms with descriptions. Clicking execute will allow you to run your chosen algorithm on a specified workset.
•Click “Execute” under the topic modeling algorithm.



Prepare to run an algorithm
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Activity

You will be brought to a page with a more detailed description of the functions of the algorithm and helps you set up the parameters according to your needs. 


Current step(s) in activity:
Prepare to run the algorithm



Prepare to run an algorithm
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Activity

First, you will have to choose a workset to run the algorithm on. Use the drop-down menu to select from your own worksets, or check the “Include public worksets” option on the right to select from public worksets as well as your own worksets. 

Current step(s) in activity:
Choose a workset (poli_science_DDRF@eleanordickson)




Choose workset(s) for analysis

Check box to 
include public 
worksets first
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Activity

For this activity, check the “Include public worksets” option and select “poli_science_DDRF@eleanordickson”. To navigate to the workset more quickly, after clicking on the arrow button to expand the list of worksets, type “EF” and the down arrow and the workset that we need will appear at the bottom of the list.  


Current step(s) in activity:
Choose a workset (poli_science_DDRF@eleanordickson)




Prepare to run an algorithm
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Activity

After selecting a workset for analysis, enter a job name of your choice, and this is the name that will show up later as your “Job Name” when looking at results. 



Current step(s) in activity:
Enter a job name 




Set the number of topics
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Activity

Next, we can set the number of training iterations and the number of topics to be created. Let’s keep the default setting of 200 iterations, but edit the number of topics to 20 and 60 to give us fewer results to review.
Running few training iterations will process more quickly, while running more iterations will take longer, but produce more precise results. 200 tends to be good for experimenting and 1000 is best when producing something for publication.��Hit the submit button to run the algorithm.

NOTE: the topic modeling algorithm will return slightly different results each time it is run, since it is probabilistic, unless the exact same parameters are used. If an attendee gets different results than you, ensure them that their outcome is normal and use it as an opportunity to discuss what it means to do probabilistic, computational work. 


Current step(s) in activity:
Change number of topics to 20 60
Hit “submit”




Run the analysis
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Once you click the “Submit” button to start your job, you’ll be taken to a screen with your job history. You’ll see active jobs at the top. Notice that the status may change when you refresh the screen, and you’ll see your completed jobs below. 

It can take a while to get results based on the size of the workset, complexity of the algorithm, and the load on the machine at the time. 

(If some users cannot get their jobs processed quickly, the instructor may show the results on the screen.)

When done, the job name will move down to the Completed Jobs section.


Current step(s) in activity:
Go to jobs page.
When done, click on the job name under the completed jobs



View results

Check box to minimize 
overlap among nodes

Hover over bubble for top
terms in topic
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Activity

Once the job is completed, click on the job name under the Completed Jobs section. You will be taken to a page with the results of this job. 
Scroll to the “output” area, and you first will see the bubble visualization of the generated topics, showing how the topics cluster.
If you hover over a bubble, you’ll see the top terms in that topic.
The clusters and colors are determined automatically by an algorithm, and provide only a rough guide to groups of topics that have similar themes.
Checking the collision detection checkbox will minimize overlap among the nodes but distort the underlying similarity relationships.
�Current step(s) in activity:
•Look at the bubble visualization of the topics
•Show how results can be downloaded



Topics visualized
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Activity
�These numbers on the side relate to the number of topics generated, as do the size of the bubbles. You can toggle the display of the n-topic clusters by clicking on the numbers. You’ll see that the bubbles in the 20-topic clusters are larger than the bubbles in the 60-topic clusters.
�Current step(s) in activity:
•Look at the word clouds of the topic
•Show how results can be downloaded 




Results files
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You can download 3 results files:
topics.json:
This file contains the topics for each model, the top 10 terms in each, and the term probabilities within that topic
cluster.csv:
This file contains the information that drives the visualization. 
In column K, you can see which training iteration the rows refer to
The column topic shows which topic within that training iteration the row refers to
The columns orig_x, orig_y, and cluster tell the visualization how to group and display the bubbles
workset.tez: can be loaded into an instance of the InPho Topic Model Explorer on your own machine
The topic modeling tool that underlies this algorithm can also be installed and run locally. 
You can feed the outputs of your HTRC algorithm into that tool if you have it installed and play with the visualization in more depth, as well as gain access to additional visualization view
More information can be found by clicking the link in the algorithm description ( https://inpho.github.io/topic-explorer/.) 

Current step(s) in activity:
•Click through the tabs
•Show how results can be downloaded 
��



Topics listed

Examples from 20-topics cluster:

Topic 1
nation, because, problems, 
under, america, security, 
nations, programs, con, much

Topic 2
may, such, peace, war, 
between, america, last, must, 
after, soviet

Examples from 60-topics cluster:

Topic 3
like, department, percent, said, things, office, 
get, assistance, programs, every

Topic 4
oil, programs, presidents, nations, 
cooperation, york, billion, council, kind, visit

Topic 5
problems, much, system, economy, proposed, 
must, each, end, case, effective
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Here are some of the topics generated by the algorithm.

Some possible names for the topics:
Topic 1: National security
Topic 2: U.S.-Soviet relations
Topic 3: Administration
Topic 4: International affairs
Topic 5: Economic issues



Analyzing results

What would you name these topics?

Are you skeptical of any of the results?

Did you learn anything new from the topics produced?
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Let’s look at these results together. As we have mentioned before, topic modeling basically makes guesses about topics in the form of groupings of words, but it cannot directly give you what these groups of words stand for. What exactly are these topics still needs to be identified by the researcher. What would you name these topics? Are you skeptical of any of the results? Did you learn anything new from the topics produced?

Some possible names for the topics:
Topic 1: National security
Topic 2: U.S.-Soviet relations
Topic 3: Administration
Topic 4: International affairs
Topic 5: Economic issues




Key approaches to text analysis

Broad Area: Natural Language Processing (NLP)

• Specific Methods:
• Named entity extraction: what names of people, places, and 

organizations are in the text?
• Sentiment analysis: what emotions are present in the text? 
• Stylometry: what can we learn from measuring features of style?

Using computers to understand the meaning, relationships, and semantics 
within human-language text 
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First, let’s look at some key approaches to text analysis. One key approach is Natural Language Processing (NLP), meaning using computers to understand the meaning, relationships, and semantics within human-language text. Generally for natural language processing, full text is needed. It is not a bag-of-words method. Some common, specific methods under NLP are:
Named entity extraction, which uses computers to learn about what names of people, places, and organizations are in the text.
Sentiment analysis, which uses computers to explore what emotions are present in the text. 
Stylometry, which uses computers to speculate who wrote the text based on language style.



Key approaches to text analysis

Broad Area: Machine Learning

• Specific Methods
• Topic modeling – What thematic topics are present in the text?
• Naïve Bayes classification – Which of the categories that I have 

named does the text belong to?

Training computers to recognize patterns. 
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Another key approach to text analysis is Machine Learning, which is training computers to recognize patterns in text without explicit human programming. Machine learning can either be unsupervised (with minimal human intervention) or supervised (with more human intervention). Here are some common, specific methods that are based on machine learning:  
Topic modeling, which explores the thematic topics present in the text. Remember that topic modeling is a bag-of-words approach. 
Naïve Bayes classification, which explores the categorization of texts, i.e. determining what categories that the researcher have named does a certain text belong to. 



Activity: Identify the method 

Broad area Specific method 

'Rowling and 
"Galbraith”’: an 
authorial analysis

Significant Themes 
in 19th Century 
Literature

The Emergence of 
Literary Diction

 Handout p. 9

Note: 
Broad areas/specific methods are those defined in the previous two slides

Link to project summaries: http://go.illinois.edu/ddrf-research-examples132
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Let’s review what we just covered. On the screen are each of the examples we looked at in Module 1, the introduction. Can you identify which broad area of text analysis each example falls in and what the specific method was? These broad areas/methods are defined in the previous two slides that we just went through. 

Note: you can review the projects online (http://go.illinois.edu/ddrf-research-examples)

(If time runs short, cut the time down for this activity.)



http://go.illinois.edu/ddrf-research-examples


Case Study: Inside the Creativity Boom

Before making his Creativity Corpus, Sam 

experimented with an older version of the HTRC topic 

modeling algorithm

His practice HTRC workset included public domain texts 

from 1950 to present

• Creativ* in the title
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Now, let’s return to our Creativity Boom case study by Sam. In the early stages of Sam’s research project, he experimented with HTRC algorithms, using an earlier version of the topic modeling algorithm. He had built a workset of volumes containing “creativ” in the title. Then he did topic modeling because he wanted to see what topics were prevalent in volumes related to the subject of creativity.



Case Study: Inside the Creativity Boom

Are these good topics?
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These are the topics that can be generated by the algorithm using Sam’s workset of volumes that contain creativ* in the title. Look at the results. Do you think they are illuminating? 

We see that the dataset can affect the output in not-so-great ways.






Tips for topic modeling

Treat topic modeling as step in analysis

Be familiar with input text

Examine results to see if they make sense

Know that stop words can shape results

Understand the tool
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Remember our tips for topic modeling. Sam’s workset included substantial government documents. Do you think they would have skewed his results?





Case Study: Inside the Creativity Boom

Sam then used HTRC Extracted 

Features to get the data needed to 

analyze contemporary material

 The fits and starts of his project are 

a great real-world example!
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Because Sam wanted to explore 20th century (i.e. predominately in-copyright) volumes, he applied for an HTRC ACS award that allowed him to have assistance analyzing otherwise (at that point) restricted text.

Sam’s false start with his public domain corpus and topic modeling exploration are great real-world examples of the non-linear research process. Using the web-based algorithm, he was able to quickly discern there was an issue with his workset. This realization allowed him to move on to other options.





Case Study: Inside the Creativity Boom

After reducing Creativity Corpus to pages containing forms 

of creativ*:

Performed topic modeling on those pages

Ended up with topics that reflect what themes are prevalent 

around concept of “creativity” in the 20th century

Graphed the topics over time to see how their usage changed

Presenter
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Let’s see how Sam made use of HTRC Extracted Features. 
Once he had his creativity corpus prepared, he performed topic modeling on only those pages he had identified as containing a form of “creative.” 
That way he was able to see what themes or topics appeared around the concept of creativity in the literature.
He then graphed the topics to see how their prevalence changed over time.



Case Study: Inside the Creativity Boom

 Topics that decreased in 
usage over time

• god, christ, jesus, creation, 
word

• species, animals, natural, 
plants, soil

• nature, mind, creative, world, 
human

• invention, power, creative, 
own, ideas

Creativity topics with falling usage

138

Presenter
Presentation Notes
Here are the topics that decreased in prevalence from 1940 to 2000. They include:
god, christ, jesus, creation, word
species, animals, natural, plants, soil
nature, mind, creative, world, human
invention, power, creative, own, ideas

From these topics, Sam was able to argue that the usage of “creative” changed over the course of the twentieth century be become less related to words like “generative” or “productive”

Note: He first experimented with topic modelling using a common technique called Latent Dirichlet Allocation (LDA), which is the method described in the last module that is used by most out-of-the box tools. There was a potential problem with using it, though. Typically in LDA, the order in which texts are sampled is either chronological (starting from the beginning of the list) or randomized to control for time. Sam wanted to be to use time as factor, because he wanted the model to be able to identify topics specific to their particular eras, but he did not want older topics to be drowned out by the massive number of works published in the latter-years of his period of study. With help, he developed code for temporally weighting the training sample (chronologically, by decade, randomizing within each decade) in order to soften the temporal bias without entirely removing it.




Case Study: Inside the Creativity Boom

 Topics that increased in 
usage over time

• advertising, media, 
marketing, sales, television

• economic, development, 
capital, economy, production

• poetry, language, poet, 
poets, poems

• social, creative, study, 
development, behavior

Creativity topics with increasing usage
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Next we can see the topics that increased in prevalence from 1940 to 2000. They include: 
advertising, media, marketing, sales, television
economic, development, capital, economy, production
poetry, language, poet, poets, poems
social, creative, study, development, behavior
Using these results, Sam made the argument that the usage of creative became more related to art or imagination. 



Discussion

 To what kinds of researchers on your campus would you 

recommend pre-built text analysis tools?

What additional skills do you feel you would need to develop in 

order to support advanced researchers?
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Before we end this session, let’s have a short discussion about digital scholarship in an educational or research setting. Do you teach digital scholarship tools to students and researchers? What aspects do you find challenging? What techniques have worked for you in the past? If you have not taught digital scholarship tools, what techniques appeal most to you at this point?

(This is should be a small group discussion for 5-10 minutes. If time runs short, try to cut this discussion down to 5 minutes at most instead of doing a 5-10-minute discussion.)





5. Visualizing Textual Data

141 CC-BY-NC
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This lesson is an introduction to data visualization in general, with a focus on textual data analysis. It also introduces the HathiTrust+Bookworm interface that allows the user to visualize word usage over time.




In this module we’ll…

 Introduce common visualization strategies for text data

 Communicate with researchers about their options

Use a web-based visualization tool, HathiTrust+Bookworm

 Gain experience creating and reading data visualizations

See how Sam used HathiTrust+Bookworm for his project

 Learn how HT+BW was utilized in research
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In this module, we will first Introduce some common visualization strategies for text data. Next, we will use a web-based visualization tool called HathiTrust+Bookworm to explore lexical trends. Finally, we will see how Sam used HT+Bookworm in his project for visualizing his data. 




Where we’ll end up

Create 
visualization of 
word usage 
trends across the 
HathiTrust 
corpus.
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By the end of this module you will have used HathiTrust+Bookworm to create a visualization of word usage trends across the HathiTrust corpus.



Data visualization

Data visualization is the process of converting data sources into 

a visual representation

Visualizations present particular ways of interpreting data

Data visualization is an entire field of study; we’re barely 

scratching the surface
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First, it is important to understand what data visualization is.
Data visualization is the process of converting data sources into a visual representation. This representation is usually in graphical form. Broadly speaking, anything that displays data in some visual form can be called a data visualization, including both traditional graphs and charts, as well as more innovative data art. In this lesson, we will be focusing on more common and well-established forms of data visualization.
Visualizations present particular ways of interpreting data. It is not a transparent, objective projection of what the data is. By selecting different types of visualization and adjusting parameters, the resulting visualization is a researcher’s specific way of interpreting and presenting data. 
Data visualization is an entire field of study, so we’re barely scratching the surface in this module!



Why visualize text data?

Understand broader themes of a dataset

Explore patterns in the data 

Cluster texts for overview or classification 

Compare data to other data (e.g., correlating with social 
networks)

Adapted from Jason Chuang’s Text Visualization course at Stanford University
http://hci.stanford.edu/courses/cs448b/f11/lectures/CS448B-20111117-Text.pdf145
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Why do researchers visualize data? In general, visualization can help us gain new insights about textual data. Some of the reasons one might want to visualize textual data include:
By visualizing textual datasets, researchers can understand the general “gist” or broader themes of texts, and they may discover some patterns that cannot be easily extracted by reading texts word-by-word or text-to-text. 
They can also help with tracking any general changes that occur to a certain collection over time and space. For example, we can use HT+Bookworm, a tool we will be introducing later in this lesson, to track lexical trends.
Visualization tools can also cluster/group texts for the researcher for overview or classification purposes according to different parameters.
In some cases, a researcher may also want to compare multiple collections of texts, or to correlate patterns in text to those in other data. Visualization can aid in revealing connections and differences between datasets. 

Adapted from Jason Chuang’s Text Visualization course at Stanford University: http://hci.stanford.edu/courses/cs448b/f11/lectures/CS448B-20111117-Text.pdf


http://hci.stanford.edu/courses/cs448b/f11/lectures/CS448B-20111117-Text.pdf


Place in research process

 In the earlier exploration stage of a project: 
• Explore full range of data
• Discover characteristics and themes in data

 In the later explanation stage of a project:
• Communicate findings to others in a clearer and more 

efficient way
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Data visualization can be used in two stages during the research process. It can happen in both the earlier exploration stage as well as the later explanation stage. 

In the earlier exploration stage, visualization can be used as a discovery tool. By visualizing data, researchers can explore the full range of the data and extract features and themes/trends in the data. For example, a researcher can use word clouds to visualize the results of topic modelling in order to identify topics more easily, or they can visualize social networks to discover relationships. 

In the later explanation stage, visualizations are commonly used for communicative purposes, often for clearer explanation and presentation of results in publications or other venues. In many cases, visualizations can also better capture the attention and interest of audiences, and serve as prompts for further questions.



Common text data visualizations

Word cloud 
Relatively unsophisticated, but effective
Size of word relates to prominence or salience

Topic models from 
HTRC Algorithms
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There are many types of data visualizations that can be categorized in multiple ways. In this section, we will present some common types of textual data visualizations. 
Most of you have probably seen a word cloud before –it’s usually a graphical representation of word frequency. We saw word clouds earlier in our topic models from the HTRC algorithms, where size related to prominence or salience within the topic. It’s a relatively unsophisticated type of visualization, but often quite effective.

In conventional word clouds, only the font size is controlled to represent one dimension of data (word frequency), but other variables such as text color, font style and tag orientation can also be manipulated to encode additional data dimensions if needed (for example, see research conducted by Waldner et al. in the Further Reading section). 




Common text data visualizations

Trees or hierarchies
Word trees

Occurrences of “I have a dream” in 
Martin Luther King’s historical 

speech. 
(Wattenberg and Viégas, 2008)
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Another common type of textual data visualization is trees/hierarchies. Tree-type structures or hierarchies in texts can be analyzed to gain insights on their characteristics. One way to visualize such relationships in texts is a word tree. 
A word tree is a type of visualization that displays the connection of words in a text in a tree-like structure. It is often used to show the different contexts in which a word or phrase appears and can reveal themes and recurrences. The example here on the slide is a word tree of Martin Luther King’s “I have a dream” speech made by Wattenberg and Viégas. The main “root” of the tree is the word “I”, and the “branches” of the tree are all the words or phrases that follow the word “I” in the speech. In a word tree, words that show up more frequently in combination with the selected “root” word or phrase are displayed in larger font size. As we can see, in this word tree, the phrase “have a dream” most frequently follows the root word “I”. If we go further down this branch, we can see that multiple sentences in the speech begin with “I have a dream that one day”. Therefore, this word tree visually displays King’s use of repetition in his speech to build momentum and emotion.



Common text data visualizations

Networks
Node-link diagrams

Good for representing topic 
models

Visualize connections between 
named entities

Topic model of English books, 
1850-1899 

(Underwood, 2012)149
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Networks are also common among visualizations.
Often textual data contains web-like relationships among items that cannot be conveniently captured with a tree structure, and in such cases networks may be used to visualize these complex relationships. 
A node-link diagram is a commonly-used type of visualization for representing networks. It captures named entities (such as people, places, and topics) as nodes (also called “vertices”) and relationships as links (also called “edges”), with a circle or dot representing a node, and a line representing a link. 

The figure on the screen is a node-link diagram of topics in English books from 1850-1899 by Ted Underwood. In it, each node (dot) represents a topic he uncovered using topic modeling on his dataset. The color of the dots represents genres (poetry, drama, fiction, nonfiction, and biography). He correlated the topics to one another to see what words the topics had in common. The visualization shows those connections between correlated topics. Read more about Ted Underwood’s visualization of topic modeling here: https://tedunderwood.com/2012/11/11/visualizing-topic-models/





Common text data visualizations

Temporal- or spatial-based

visualizations

Temporal visualizations

Percent representation of female characters 
in English literature 

(Underwood and Bamman, 2016) 
https://tedunderwood.com/2016/12/28/the-

gender-balance-of-fiction-1800-2007/
150

Presenter
Presentation Notes
Another common category is temporal/spatial-based visualizations, and they are used when textual data is tied to temporal or spatial elements that researchers want to highlight.
A common temporal visualization is a timeline (like those we often see in history books), but here‘s another example. The visualization on the slide shows the percentage representation of female characters in English-language fiction over time. 

https://tedunderwood.com/2016/12/28/the-gender-balance-of-fiction-1800-2007/


Common text data visualizations

Temporal or spatial visualizations

Maps

Percent of newspaper pages 
containing the term “hoosier” 

(Palmer, Polley, & Pollock, n.d.)
http://centerfordigschol.github.io/ch

roniclinghoosier/map1.html
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Additionally, maps are a kind of temporal/spatial-based visualization especially popular in digital humanities.
Spatial-based data can usually be visualized with various kinds of thematic maps. 
The map on the screen shows the percent of newspapers in the US containing the term “hoosier.” Notice the concentration in Indiana! 

http://centerfordigschol.github.io/chroniclinghoosier/map1.html


Common text data visualizations

Other “multi-dimensional” visualizations 

Bubble charts

Heat maps

Bubble chart: readability of 
U.S. presidential speeches

(The Guardian, 2013)
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Textual data can also be visualized in many other ways to display other kinds of “multi-dimensional” relationships between the attributes associated with the data, and we will call them other “multi-dimensional” visualizations here for the ease of our discussion. Familiar visualizations such as pie charts and bar charts are all under this category. For textual data, bubble charts and heat maps are common types of visualizations that can be used. 
Bubble charts can display three dimensions of data, with one variable plotted on the x-axis, another one on the y-axis, and the third one represented by the size of the bubbles. The example on the slide visualizes the readability of U.S. presidential speeches by the Guardian. Each speech is represented by a colored bubble – the larger the bubble, the longer the speech. Clusters of same-colored bubbles are speeches made by the same president (for example, the small cluster of dark blue bubbles on the far right of the visualization are all speeches made by Obama). The vertical axis represents the reading level of the speeches – the higher a bubble is placed on the graph vertically, the more difficult the speech is to read. The horizontal axis represents the time the speeches were made – the later the speech was made, the bubble representing the speech is placed more near the right side of the graph. 



Common text data visualizations

Other “multi-dimensional” 

visualizations 

Heat maps

Heatmap of MARC cataloging at the 
Library of Congress by book year and 

cataloging year
(Schmidt, 2017)  

http://sappingattention.blogspot.com/2017
/05/a-brief-visual-history-of-marc.html153
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Heat maps can also visualize three dimensions of data, this time with the third dimension being the shade of color. The example on the slide shows a heatmap of MARC cataloging at the Library of Congress by book year and cataloging year, Ben Schmidt. The year the item was published is on the vertical axis, the year the MARC record was created is on horizontal axis, and the color relates to the number of books cataloged. As we can see, many MARC catalog records were created in the early days of MARC as backlogs were cleared. Over time, only more recently published items were cataloged with MARC. 




Activity
Match type of use to the type of visualization:
Visualization What would it be good for?
Word cloud
Trees or hierarchies
Networks
Timeline
Map
Bubble chart
Heatmap

Uses
Change over 
time 
Spatial
Topical density
Relationships
Word 
distribution

 Handout p. 10

** Bonus: what kinds of variables (i.e. data points) you would 
need for each visualization?154
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Now let’s do a short activity. Think about the kinds of visualizations we have looked at so far. Working alone or with your partner, can you match the kinds of visualizations to the various cases when they might be used? There isn’t necessarily a 1-to-1 match here. 

If you have time, see if you can think about the kinds of variables (data points like location, data, etc) you would need for each kind of visualization.

We’ll discuss when you’re finished.




Common visualization tools

Word clouds
• Voyant
• Wordle

 Word use trends 
• Google Books Ngram

Viewer
• HathiTrust+Bookworm

Tabular data visualization
• Tableau

 Mapping
• ArcGIS Online with 

StoryMaps
• Tableau

 Network graphs
• Gephi
• NodeXL
• DH Press
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There are a number of easy-to-use web-based tools for creating visualizations of textual data. The following tools are suitable for beginners to explore some basic types of visualizations. 
To create word clouds, you can try Voyant and Wordle. Voyant can create many types of visualizations including word clouds, bubble charts, networks, and word trees, and has a user-friendly interface that works great as a learning tool. Wordle only creates word clouds and provides less opportunities for fine-tuning your results, but can still be helpful in getting a general idea of the text. 
To visualize word usage trends, Google Books Ngram Viewer and HathiTrust+Bookworm both enables users to search for words in corpora of texts and visualize their usage over time. 
For tabular data visualization, Tableau is a great choice.
If you are interested in mapping, ArcGIS Online/StoryMaps can be used to incorporate GIS information and maps into interactive timelines and stories. Tableau also has similar functions. 
For making network graphs, we recommend Gephi, NodeXL, or DH Press.



Python
• matplotlib, pyplot

• ggplot library

R
• ggplot2

D3.js
• Javascript library for visualizations

Common visualization libraries
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The advanced researcher may choose from a number of do-it-yourself visualization strategies, which generally involve specific programming packages that will create charts and tables from a dataset. 
In Python, the package Pandas—which as you’ll remember is good for working with data—has a plot() function that will make quick charts. Another Python package for visualizations is called ggplot. If you want to use ggplot, you’ll have to make sure you have it installed and then call it in a script or program.
One reason some researchers like to use R versus Python is because of its visualization capabilities. Some find it easier to visualize with R, and the package many use is called ggplot2. There are wars in the data science and programming communities about R versus Python and ggplot versus ggplot2. It’s not important to understand the details of this preference-battle, but it might be useful to know that opinions about which is better are strongly held.
Finally, there is a JavaScript library for visualizations called D3.js or just D3. It is a relatively straightforward program for making visualizations that can be displayed on the web.




Review: key terms in text analysis

N-gram

four score, score and, and seven, seven years, years ago, 
ago our, our fathers, fathers brought, brought forth, forth on, 
on this, this continent, continent a, a new, new nation, 
nation conceived, conceived in, in liberty, liberty and…

A contiguous chain of n items from a sequence of text 
where n is the number of items. Example: Bigram.
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In the next section, we will be introducing you to HathiTrust+Bookworm. But first, let’s return briefly to a term we learned about earlier in the text pre-processing module.
N-grams are a contiguous chain of n-items (i.e. words) where n is the number of items in the chain. Notice how in the bigram example on the screen the window of the gram slides across the text, so in bigrams, a word will occur with both the word preceding and following it. 
HathiTrust+Bookworm makes use of unigrams – or single words. 




N-gram visualization: HathiTrust + Bookworm

Brings together:

 Text data (unigrams) 

Bibliographic metadata

Visualization tool

 Track trends in a repository

HathiTrust

Bookworm 
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Bookworm is a tool that visualizes language usage trends in repositories of digitized texts in a simple and powerful way. 
It is a tool that facilitates the observation of chronological trends for words and phrases in large digitized collections of textual documents with metadata facets.
HathiTrust + Bookworm can visualize word frequencies over time in texts from the HathiTrust Digital Library. Currently, only unigrams (single words) can be searched and visualized with HT+Bookworm.




Bookworm framework

Visualizes categories

The category is plotted along the x-axis
• Often plot years along the x-axis
• Can plot other things!

HathiTrust+Bookworm is just one implementation of the 
framework

Adapted from Ben Schmidt, “Bookworm API Philosophy”
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Normal search engines are very good at finding individual texts: Bookworm is good at finding and understanding categories in a library. 
The simplest use case is returning usage of a word across years: the goal here is to understand something about the years through the words they use.
Bookworm is a framework that can be applied to other corpora. The HT+BW version is just one implementation! 



https://bookworm-project.github.io/Docs/api_philosophy.html


Example HT+Bookworm view

Track social change: lady vs. woman over time
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Here is an example of how Bookworm can be used to compared word usage trends. In this example, we can see some overall trends in the usage of the word “lady” when compared to that of the word “woman” over the years.



Reading an HT+BW graph

 Let’s look at how verbs change over time
• Eg. Burned vs. burnt

Do you 
see any 
trends?
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To quantify the dynamics of language evolution, Aiden et al. studied the regularization of English verbs over hundreds of years. His group originally conducted a manual study first and published the results in Nature in 2007, and then proceeded to study this phenomenon further using computational methods in 2007. 
They called this approach Culturomics, defined as “the application of high-throughput data collection and analysis to the study of human culture”. 
One of their examples was “burned” vs “burnt.” Let’s try!
(Instructor should demo this segment live if possible and use the screenshots in the slides as backup)

Search “burned” and “burnt” in Bookworm. They both work as the past tense and past participle of the verb “burn”, but has the usage of the two changed over time, respectively? After visualizing the usage of the two words in Bookworm, we can see that before the 1860s, “burnt” was used more than “burned”, but afterwards it became the opposite. 
You can try visualizing other sets of verbs in Bookworm. Do you see any trends?



Bookworm interface

Limit 
your 
search 
with 
facets

https://bookworm.htrc.illinois.edu/develop162
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Now let’s take a closer look at the Bookworm interface.

Link to HT+BW page: https://bookworm.htrc.illinois.edu/develop 

(Instructor should demo this segment live if possible and use the screenshots in the slides as backup)

Begin a search by typing in a word in the search column. You can click on the plus and minus signs next to the search columns to add or reduce the number of columns to search for multiple words at the same time for comparison. By clicking on the funnel icon next to “All texts”, you can also limit your search with facets, for example “Language” or “Publication Country”. 

https://bookworm.htrc.illinois.edu/develop


Bookworm interface

Fine-tune 
your 
results
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By clicking on the “Dates”, “Metric”, and “Case” tabs on the top right corner of the page, you can also fine-tune your results by controlling the time period, changing metrics, switching between case-sensitive and case-insensitive, and smoothing with different parameter settings. When you’re all set, hit the “Search” button to generate the visualization. 



Bookworm interface

Links directly to texts in the HTDL
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If everything goes well, your visualization will appear on the screen. When you point your cursor to a specific spot on a curve, a window will display the option “click for texts”. After a single click, another window that shows the top results of your searched word in that year will appear. You can then click on the name of each entry to be directed to its corresponding volume in the HathiTrust Digital Library.



Sample Reference Question

I’m a student in history who would like to incorporate digital 

methods into my research. I study American politics, and in 

particular I’d like to examine how concepts such as liberty 

change over time.

Approach: 

Explore word usage trends of political concepts within the 

HathiTrust using HT+BW165
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Let’s think about our sample reference question again. One possible approach is to explore usage trends of political concepts using HathiTrust+Bookworm. 



Activity

 In this activity, you will use HT+BW to explore lexical 

trends

Website: https://bookworm.htrc.illinois.edu/develop

 Handout p. 10
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For our Activity, you will use HT+BW to visualize lexical trends related to your own research interests. 

Access HT+BW from the link on the slide and try searching some terms. Be creative and feel free to experiment! Also, try using faceting to get more interesting results.


INSTRUCTOR MAY DEMO LIVE IN WORKSHOP.

If time runs short, while introducing the activity, ask participants to share their results in pairs very briefly as soon as they finish exploring on their own. In this way, the discussion can be folded into the Activity and take up less time. 


https://bookworm.htrc.illinois.edu/develop


Examples
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If you are interested in political concepts, here is one example to try. Use HT+BW to visualize “socialism” and “fascism”. Do you see any trends?

Example 1: Socialism vs. fascism





Examples
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Another example is graphing “nationalism” and “internationalism”. Do you see any trends?

Example 2: Nationalism and internationalism






Bookworm review

What trends did you discover?
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What trends did you discover? Would anyone like to share?







Case Study: Inside the Creativity Boom

Sam used HT+Bookworm to visualize the use of 
“creative” in the HTDL over time
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Let’s check in on Sam. HT+BW was relatively important to Sam’s project. He was able to track to usage of words like “creative” and “creativity” over time. Notice how steeply it rose! Sam’s inclination about the rise of “creativity” matches the literature.




Case Study: Inside the Creativity Boom

Sam also used an experimental HT+BW interface to 

create different kinds of visualizations…
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Sam used a few beta visualizations with HT+BW, to create different kinds of visualizations.




Case Study: Inside the Creativity Boom

 “Creative” by language and year
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One he made was this heatmap view showing the relative prominence of “creativity” in the literature over time.



Case Study: Inside the Creativity Boom

 “Creativity” by library classification and year
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He also made this alternate heat map, which divides the corpus by Library of Congress subject heading. These views are examples of how Bookworm can display more than just word-frequency line graphs.




Discussion

Where does visual literacy fit into data literacy overall? 

What would it mean to be visually literate, particularly 

with regard to text analysis?
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Finally, let’s wrap-up with a discussion. 
Where does visual literacy fit into data literacy overall? 
What would it mean to be visually literate, particularly with regard to text analysis?

If time runs short, skip this discussion and wrap up the workshop.




Questions?
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That’s all we have for this lesson, and we will be happy to take any questions from you. 




Need more help?

Contact: 
htrc-help@hathitrust.org

award #RE-00-15-0112-15Materials developed as part of project funded by  

https://teach.htrc.illinois.edu
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