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#### Abstract

This article studies the strong stability of scalar difference equations of continuous time in which the delays are sums of a number of independent parameters $\tau_{i}, i=1,2, \ldots, K$. The characteristic quasipolynomial of such an equation is a multilinear function of $e^{-\tau_{i} s}$. It is known that the characteristic quasipolynomial of any difference equation set in the form of one-delay-per-scalar-channel (ODPSC) model is also in such a multilinear form. However, it is shown in this article that some multilinear forms of quasipolynomials are not characteristic quasipolynomials of any ODPSC difference equation set. The equivalence between local strong stability, the exponential stability of a fixed set of rationally independent delays, and the stability for all positive delays is shown, and relations with the structured singular value problem are presented. A procedure to determine strong stability in the special case of up to three independent delay parameters in finite steps is developed. This procedure means that the structured singular value problem in the case of up to three scalar complex uncertain blocks can be solved in finite steps.
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## 1 Introduction

This article studies the stability problem of systems with characteristic quasipolynomial,

$$
\begin{align*}
& \Delta(s)=1+ \\
& \sum_{m=1}^{K} \sum_{1 \leq i_{1}<i_{2}<\cdots<i_{m} \leq K} a_{i_{1} i_{2} \ldots i_{m}} e^{-\left(\tau_{i_{1}}+\tau_{i_{2}}+\cdots+\tau_{i_{m}}\right) s}, \tag{1}
\end{align*}
$$

where $\tau_{i}, i=1,2, \ldots, K$ are independent parameters, and $a_{i_{1} i_{2} \ldots i_{m}}$ are real coefficients. For $K=1,2$ and 3 ,

[^0]$\Delta(s)$ in (1) becomes
\[

$$
\begin{align*}
\Delta(s)= & 1+a_{1} e^{-\tau_{1} s}  \tag{2}\\
\Delta(s)= & 1+a_{1} e^{-\tau_{1} s}+a_{2} e^{-\tau_{2} s}+a_{12} e^{-\left(\tau_{1}+\tau_{2}\right) s}  \tag{3}\\
\Delta(s)= & 1+a_{1} e^{-\tau_{1} s}+a_{2} e^{-\tau_{2} s}+a_{3} e^{-\tau_{3} s} \\
& +a_{12} e^{-\left(\tau_{1}+\tau_{2}\right) s}+a_{13} e^{-\left(\tau_{1}+\tau_{3}\right) s} \\
& +a_{23} e^{-\left(\tau_{2}+\tau_{3}\right) s}+a_{123} e^{-\left(\tau_{1}+\tau_{2}+\tau_{3}\right) s} \tag{4}
\end{align*}
$$
\]

respectively. Obviously, $\Delta(s)$ in (1) is the characteristic quasipolynomial of the difference equation of continuous time,

$$
\begin{align*}
& y(t)+ \\
& \sum_{m=1}^{K} \sum_{1 \leq i_{1}<i_{2}<\cdots<i_{m} \leq K} a_{i_{1} i_{2} \ldots i_{m}} y\left(t-\tau_{i_{1}}-\tau_{i_{2}}-\cdots-\tau_{i_{m}}\right) \\
& =0 . \tag{5}
\end{align*}
$$

As $\Delta(s)$ in (1) is a multilinear function of $e^{-\tau_{i} s}, i=$ $1,2, \ldots, K$, it is closely related to the following form of one-delay-per-scalar-channel (ODPSC) difference equa-
tion set,
$y_{k}(t)=\sum_{j=1}^{K} d_{k j} y_{j}\left(t-\tau_{j}\right), k=1,2, \ldots, K$,
where
$y_{k}(t) \in \mathbb{R}, d_{k j} \in \mathbb{R}, k, j=1,2, \ldots, K$.
Indeed, the characteristic function of (6) is
$\Delta_{1}(s)=\operatorname{det}(I-D E)=0$,
where
$D=\left(d_{i j}\right)_{K \times K}$,
$E=\operatorname{diag}\left(e^{-\tau_{1} s}, e^{-\tau_{2} s}, \ldots, e^{-\tau_{K} s}\right)$.
An expansion of the determinant shows that $\Delta_{1}(s)$ is indeed a multilinear function of $e^{-\tau_{i} s}, i=1,2, \ldots, K$ in the form of (1). [7] in Section 9.6 illustrated through an example how to rewrite the difference equation of the form (5) to the ODPSC difference equation set of the form (6) for the case of $K=2$. Unfortunately, while such rewriting is always possible for $K \leq 2$, it may not be possible in some cases with $K \geq 3$ as will be shown later in this article. Therefore, studying (1) indeed has independent interest.

Difference equation of continuous time, in addition to its independent interest, also plays an important role in the theory of time-delay systems of neutral type $[5,7]$. Especially, a necessary condition for the exponential stability of the coupled differential-difference equation (8)(9) below is the exponential stability of the associated difference equation (6).
$\dot{x}(t)=A x(t)+\sum_{j=1}^{K} B_{j} y_{j}\left(t-\tau_{j}\right)$,
$y_{k}(t)=C_{k} x(t)+\sum_{j=1}^{K} d_{k j} y_{j}\left(t-\tau_{j}\right), k=1,2, \ldots, K$,
where
$x(t) \in \mathbb{R}^{n}, y_{k}(t) \in \mathbb{R}$.
Similarly, the exponential stability of the difference equation (5) is a necessary condition for the exponential stability of the differential-difference equations of neutral type studied in [15] for $K=2$ and [6] for $K=3$. Time-delay systems of neutral type may arise in natural systems [7], or as a result of feedback control such as Smith predictor [17] and discrete implementation of distributed-delay feedback control [12-14, 20].

The stability of difference equations of continuous time has been studied using the Lyapunov functional approach $[18,19]$ and frequency domain approach $[1,8,9]$. This article uses the frequency domain approach. Similar to systems described by differential equations, a system described by difference equation (5) is exponentially stable if and only if all its characteristic roots $s_{k}, k=1,2, \ldots$, i.e., the solutions of the equation
$\Delta(s)=0$,
satisfy $\operatorname{Re}\left(s_{k}\right) \leq-\epsilon$ for some $\epsilon>0$.
In this article, we concentrate on the strong stability of the system (1). In other words, we are interested in the stability of (1) when the delay parameters $\tau_{1}, \tau_{2}, \ldots, \tau_{K}$ are subject to independent, although arbitrarily small, deviation from the nominal values. The surprisingly significant impact of such small deviation was first documented by [9] and [11]. Our results are analogous to the one given by [7] and [8]. For systems with up to three independent delays, a procedure is derived that can check strong stability in finite steps.

As shown in [5], the strong stability problem of such difference equation is closely related to the structured singular value problem $[3,4,16,21]$. Therefore, the procedure derived here means that we have obtained a method to calculate the structured singular value for up to three scalar complex uncertain blocks.

The remaining parts of this article is organized as follows. Section 2 discusses the relationship between the systems described by (1) and the ODPSC model described by (7). Section 3 develops the general theory of strong stability of system (1). These two sections are very similar to the contents of [10]. Section 4 presents a method to check strong stability of the system (1) in finite steps when there are not more than three independent parameters. Section 5 discusses the relationship between the strong stability problem and the structured singular value problem. Section 6 provides some numerical examples to illustrate the developed method.

## 2 Relations with ODPSC model

From the discussion above, we know that the characteristic quasipolynominal of the ODPSC form of difference equation set (6) has the form of (1). However, as will be shown in Theorem 1 below, for a given quasipolynominal $\Delta(s)$ of the form (1) with $K \geq 3$, it is not always possible to find an ODPSC difference equation set (6) such that its characteristic function $\Delta_{1}(s)$ is equal to $\Delta(s)$. Therefore, it is of independent interest to study the system (1).

Theorem 1. For a given quasipolynominal $\Delta(s)$ in the form of (1) with $K=3$, there exists a $3 \times 3$ matrix $D$
such that $\Delta_{1}(s)$ given in (7) satisfies $\Delta_{1}(s)=\Delta(s)$ if and only if the following inequality holds:

$$
\begin{align*}
& \left(a_{12} a_{3}+a_{13} a_{2}+a_{23} a_{1}-2 a_{1} a_{2} a_{3}-a_{123}\right)^{2} \\
\geq & 4\left(a_{1} a_{2}-a_{12}\right)\left(a_{2} a_{3}-a_{23}\right)\left(a_{3} a_{1}-a_{13}\right) . \tag{11}
\end{align*}
$$

Proof. For the sake of convenience, write $\delta_{k}=$ $e^{-\tau_{k} s}, k=1,2,3$. Expand the determinant in (7) and simplify, we obtain

$$
\begin{align*}
\Delta_{1}(s)= & 1-d_{11} \delta_{1}-d_{22} \delta_{2}-d_{33} \delta_{3} \\
& +D_{12} \delta_{1} \delta_{2}+D_{23} \delta_{2} \delta_{3}+D_{31} \delta_{3} \delta_{1} \\
& -\operatorname{det}(D) \delta_{1} \delta_{2} \delta_{3} \tag{12}
\end{align*}
$$

where
$D_{i j}=\left|\begin{array}{ll}d_{i i} & d_{i j} \\ d_{j i} & d_{j j}\end{array}\right|$.
By matching the coefficients, it is not difficult to show that
$\Delta_{1}(s)=\Delta(s)$,
if and only if the following four equations are satisfied

$$
\begin{align*}
& d_{12} d_{21}=a_{1} a_{2}-a_{12},  \tag{14}\\
& d_{23} d_{32}=a_{2} a_{3}-a_{23}  \tag{15}\\
& d_{13} d_{31}=a_{1} a_{3}-a_{13}  \tag{16}\\
& d_{21} d_{32} d_{13}+d_{31} d_{12} d_{23} \\
& =a_{12} a_{3}+a_{13} a_{2}+a_{1} a_{23}-a_{123}-2 a_{1} a_{2} a_{3} . \tag{17}
\end{align*}
$$

First consider the case
$\left(a_{1} a_{2}-a_{12}\right)\left(a_{2} a_{3}-a_{23}\right)\left(a_{3} a_{1}-a_{13}\right)=0$.
Then, (11) is satisfied. Equation (18) means that at least one of the following three equations is satisfied
$a_{1} a_{2}-a_{12}=0$,
$a_{2} a_{3}-a_{23}=0$,
$a_{3} a_{1}-a_{13}=0$.
Without loss of generality, suppose (19) is satisfied. Choose $d_{12}=0$. Then it is always possible to choose $d_{23}, d_{32}, d_{13}, d_{31}$ such that $d_{32} \neq 0, d_{13} \neq 0$ and (15)-(16) are satisfied. We may then choose
$d_{21}=\frac{1}{d_{32} d_{13}}\left(a_{12} a_{3}+a_{13} a_{2}+a_{1} a_{23}-a_{123}-2 a_{1} a_{2} a_{3}\right)$,
and (14)-(17) are all satisfied.
Now consider the case (18) is not satisfied. Let
$d_{12}=\alpha, d_{23}=\beta$.

Without loss of generality, we restrict $\alpha \neq 0, \beta \neq 0$. Then (14) and (15) become
$d_{21}=\frac{a_{1} a_{2}-a_{12}}{\alpha}, d_{32}=\frac{a_{2} a_{3}-a_{23}}{\beta}$,
and equation (17) can be written as

$$
\begin{align*}
& \frac{\left(a_{1} a_{2}-a_{12}\right)\left(a_{2} a_{3}-a_{23}\right)}{\alpha \beta} d_{13}+\alpha \beta d_{31} \\
= & a_{12} a_{3}+a_{13} a_{2}+a_{1} a_{23}-a_{123}-2 a_{1} a_{2} a_{3} . \tag{22}
\end{align*}
$$

Therefore, there exists a matrix $D$ such that (14)-(17) are satisfied if and only if there exist $\alpha, \beta, d_{13}$ and $d_{31}$ such that (16) and (22) are satisfied. For any given $\alpha$ and $\beta$, in the $d_{13}-d_{31}$ parameter space, the equation (16) represents a hyperbola, and (22) represents a straight line. The existence of their solutions is equivalent to the existence of intersections between the straight line and the hyperbola. We separate them into the following four cases.

## Case 1:

$$
\begin{aligned}
& a_{1} a_{3}-a_{13}>0 \\
& \left(a_{1} a_{2}-a_{12}\right)\left(a_{2} a_{3}-a_{23}\right)<0 .
\end{aligned}
$$

Obviously, (11) is satisfied. In this case, the hyperbola represented by (16) is located at the first and third quadrant, and the straight line has a positive slope. The situation is illustrated in Fig. 1. It can be easily seen that they always intersect at two points.


Figure 1. The location of curves represented by (16) and (22) in case 1.

## Case 2:

$$
\begin{aligned}
& a_{1} a_{3}-a_{13}<0 \\
& \left(a_{1} a_{2}-a_{12}\right)\left(a_{2} a_{3}-a_{23}\right)>0 .
\end{aligned}
$$

Obviously, (11) is satisfied, the hyperbola is located at the second and fourth quadrant, and the straight line


Figure 2. The location of curves represented by (16) and (22) in case 3.
has a negative slope. Therefore, there are always two intersecting points.

Case 3:

$$
\begin{aligned}
& a_{1} a_{3}-a_{13}>0 \\
& \left(a_{1} a_{2}-a_{12}\right)\left(a_{2} a_{3}-a_{23}\right)>0 .
\end{aligned}
$$

The possibility of intersection in this case depends on the parameters. The tangent of the hyperbola at $\left(d_{130}, d_{310}\right)$ is
$d_{31}=-\left(\frac{d_{310}}{d_{130}}\right)\left(d_{13}-d_{130}\right)+d_{310}$.
As $\left(d_{130}, d_{310}\right)$ needs to satisfy (16) in order to be on the hyperbola, (23) can be written as
$\frac{d_{31}}{2 d_{310}}+\frac{d_{13}}{2 \frac{a_{1} a_{3}-a_{13}}{d_{310}}}=1$.
On the other hand, the straight line described by (22) can be written as

$$
\begin{align*}
& \frac{d_{31}}{\frac{a_{12} a_{3}+a_{13} a_{2}+a_{23} a_{1}-2 a_{1} a_{2} a_{3}-a_{123}}{\alpha \beta}} \\
& +\frac{d_{13}}{\frac{\alpha \beta\left(a_{12} a_{3}+a_{13} a_{2}+a_{23} a_{1}-2 a_{1} a_{2} a_{3}-a_{123}\right)}{\left(a_{1} a_{2}-a_{12}\right)\left(a_{2} a_{3}-a_{23}\right)}}=1 \tag{25}
\end{align*}
$$

Intersection occurs if and only if the straight line described by (25) is farther away from the origin than the tangent described by (24) when they are parallel to each other, i.e.,

$$
\begin{align*}
& \frac{\left(a_{12} a_{3}+a_{13} a_{2}+a_{23} a_{1}-2 a_{1} a_{2} a_{3}-a_{123}\right)^{2}}{\left(a_{1} a_{2}-a_{12}\right)\left(a_{2} a_{3}-a_{23}\right)} \\
\geq & 4\left(a_{1} a_{3}-a_{13}\right), \tag{26}
\end{align*}
$$

which is equivalent to (11).

Case 4:

$$
\begin{aligned}
& a_{1} a_{3}-a_{13}<0 \\
& \left(a_{1} a_{2}-a_{12}\right)\left(a_{2} a_{3}-a_{23}\right)<0 .
\end{aligned}
$$

Similar to Case 3, we may conclude that the hyperbola and the straight line intersect if and only if (11) is satisfied.

All the possible cases have been exhausted, and the proof is thus complete.

## 3 Stability conditions

The strong stability condition of (6) can be found in [7] and [8] with appropriate adaption described in [5]. Here we will study the strong stability of the system (1). For complex numbers $\delta_{j}, j=1, \ldots, K$, we allow a slight abuse of notation and write

$$
\begin{aligned}
& \Delta\left(\delta_{1}, \ldots, \delta_{K}\right) \\
= & 1+\sum_{m=1}^{K} \sum_{1 \leq i_{1}<i_{2}<\cdots<i_{m} \leq K} a_{i_{1} i_{2} \ldots i_{m}} \delta_{i_{1}} \delta_{i_{2}} \ldots \delta_{i_{m}} .
\end{aligned}
$$

Then
$\Delta\left(e^{-\tau_{1} s}, e^{-\tau_{2} s}, \ldots, e^{-\tau_{K} s}\right)=\Delta(s)$.
Theorem 2. The following statements are equivalent:
(i) System (1) is exponentially stable for a given set of rationally independent parameters $\tau_{1}>0, \tau_{2}>$ $0, \ldots, \tau_{K}>0$.
(ii) For given nominal parameters $\tau_{1}^{0}>0, \tau_{2}^{0}>$ $0, \ldots, \tau_{K}^{0}>0$, and an arbitrarily small $\varepsilon>0$, system (1) is exponentially stable for all positive parameters $\tau_{1}, \tau_{2}, \ldots, \tau_{K}$ that satisfy
$\left|\tau_{j}-\tau_{j}^{0}\right|<\varepsilon, j=1,2, \ldots, K$.
(iii) System (1) is exponentially stable for arbitrary positive parameters $\tau_{1}>0, \tau_{2}>0, \ldots, \tau_{K}>0$.
(iv)
$0 \notin\left\{\Delta\left(\delta_{1}, \delta_{2}, \ldots, \delta_{K}\right)\left|\left|\delta_{j}\right| \leq 1, j=1,2, \ldots, K\right\}\right.$.
(v)

$$
\begin{align*}
& \min \left\{\Delta\left(\delta_{1}, \delta_{2}, \ldots, \delta_{K}\right)\left|\Delta \in \mathbb{R},\left|\delta_{j}\right|=1, j=1,2, \ldots, K\right\}\right. \\
> & 0 \tag{28}
\end{align*}
$$

Before presenting the proof, it is worthwhile to mention that the above theorem is parallel to the one for difference equation set in [7]. Obviously, Condition (iii) (global strong stability) implies Condition (ii) (local strong stability), which in turn implies ( $i$ ). The fact that
they are equivalent may be surprising for those who are not familiar with the parallel results for difference equation set. From practical point of view, if the $K$ delay parameters are not structurally contained to be rationally dependent, then they should be assumed to be subject to independent variations described by (ii). The above theorem indicates that the condition for guaranteed stability in this case (no matter how accurate the estimate is) is the same as that for the case of not knowing anything about these parameters at all (other than being positive)! In view of the equivalence, we say a system is strongly stable if it satisfies any one of the above five conditions. Conditions (iv) and (v) are instrumental for us to check strong stability, analytically or numerically.

Proof of Theorem 2. We will show $(i v) \Leftrightarrow(v)$, $(i) \Rightarrow(v),(i v) \Rightarrow(i i i)$, and $(i i i) \Rightarrow(i i) \Rightarrow(i)$, from which the equivalence can be concluded.
$(i v) \Leftrightarrow(v)$. Define

$$
\begin{aligned}
& \Upsilon\left(\epsilon_{1}, \epsilon_{2}, \ldots, \epsilon_{K}\right) \\
= & \min \left\{\Delta\left(\delta_{1}, \delta_{2}, \ldots, \delta_{K}\right)\left|\Delta \in \mathbb{R},\left|\delta_{j}\right| \leq \epsilon_{j}, j=1,2, \ldots K\right\} .\right.
\end{aligned}
$$

Obviously, $\Upsilon\left(\epsilon_{1}, \epsilon_{2}, \ldots, \epsilon_{K}\right)$ is a continuous and decreasing function of $\epsilon_{1}, \epsilon_{2}, \ldots, \epsilon_{K}$, and $\Upsilon(0,0, \ldots, 0)=1$. Therefore, (27) is equivalent to
$\Upsilon(1,1, \ldots, 1)>0$.
For fixed $\delta_{j}=\delta_{j}^{*}, j=2,3, \ldots, K$,
$\Delta\left(\delta_{1}, \delta_{2}^{*}, \ldots, \delta_{K}^{*}\right)=b_{0}+b_{1} \delta_{1}$,
where
$b_{0}=1+\sum_{m=1}^{K-1} \sum_{2 \leq i_{1}<i_{2}<\cdots<i_{m} \leq K} a_{i_{1} i_{2} \ldots i_{m}} \delta_{i_{1}}^{*} \delta_{i_{2}}^{*} \ldots \delta_{i_{m}}^{*}$,
$b_{1}=\sum_{m=1}^{K-1} \sum_{2 \leq i_{1}<i_{2}<\cdots<i_{m} \leq K} a_{1 i_{1} i_{2} \ldots i_{m}} \delta_{i_{1}}^{*} \delta_{i_{2}}^{*} \ldots \delta_{i_{m}}^{*}$.
As $\delta_{1}$ varies along the unit circle $\left|\delta_{1}\right|=1, b_{0}+b_{1} \delta_{1}$ will also traces out a circle centered at $b_{0}$ with radius $\left|b_{1}\right|$ as illustrated in Fig. 3. As $\delta_{1}$ stays within the unit circle $\left|\delta_{1}\right|<1, b_{0}+b_{1} \delta_{1}$ stays within the circle shown in Fig. 3. Then, it is obvious from Fig. 3 that

$$
\min \left\{\Delta\left(\delta_{1}, \delta_{2}^{*}, \ldots, \delta_{K}^{*}\right)\left|\Delta \in \mathbb{R},\left|\delta_{1}\right| \leq 1\right\}\right.
$$

is reached by some $\delta_{1}$ with $\left|\delta_{1}\right|=1$. Therefore,

$$
\begin{align*}
& \min \left\{\Delta\left(\delta_{1}, \delta_{2}^{*}, \ldots, \delta_{K}^{*}\right)\left|\Delta \in \mathbb{R},\left|\delta_{1}\right| \leq 1\right\}\right. \\
= & \min \left\{\Delta\left(\delta_{1}, \delta_{2}^{*}, \ldots, \delta_{K}^{*}\right)\left|\Delta \in \mathbb{R},\left|\delta_{1}\right|=1\right\}\right. \\
= & \left\{\begin{array}{cc}
\operatorname{Re}\left(b_{0}\right)-\sqrt{\left|b_{1}\right|^{2}-\left[\operatorname{Im}\left(b_{0}\right)\right]^{2}}, & \left|b_{1}\right| \geq \operatorname{Im}\left(b_{0}\right) \\
\infty, & \left|b_{1}\right|<\operatorname{Im}\left(b_{0}\right)
\end{array}\right. \tag{31}
\end{align*}
$$



Figure 3. $\Delta\left(\delta_{1}, \delta_{2}^{*}, \ldots, \delta_{K}^{*}\right)$ as $\delta_{1}$ varies within the unit circle.

Similarly, one has

$$
\begin{align*}
& \min \left\{\Delta\left(\delta_{1}^{*}, \delta_{2}, \delta_{3}^{*}, \ldots, \delta_{K}^{*}\right)\left|\Delta \in \mathbb{R},\left|\delta_{2}\right|=1\right\}\right. \\
= & \min \left\{\Delta\left(\delta_{1}^{*}, \delta_{2}, \delta_{3}^{*}, \ldots, \delta_{K}^{*}\right)\left|\Delta \in \mathbb{R},\left|\delta_{2}\right| \leq 1\right\} .\right.  \tag{32}\\
& \cdots \cdots \\
& \min \left\{\Delta\left(\delta_{1}^{*}, \delta_{2}^{*}, \ldots, \delta_{K-1}^{*}, \delta_{K}\right)\left|\Delta \in \mathbb{R},\left|\delta_{K}\right|=1\right\}\right.  \tag{33}\\
= & \min \left\{\Delta\left(\delta_{1}^{*}, \delta_{2}^{*}, \ldots, \delta_{K-1}^{*}, \delta_{K}\right)\left|\Delta \in \mathbb{R},\left|\delta_{K}\right| \leq 1\right\} .\right.
\end{align*}
$$

Therefore, it can be concluded that the left hand side of (28) is equal to $\Upsilon(1,1, \ldots, 1)$. Hence, (27) is equivalent to (29), which is equivalent to (28).
$(i) \Rightarrow(v)$. Suppose $(v)$ does not hold, i.e.,

$$
\min \left\{\Delta\left(\delta_{1}, \ldots, \delta_{K}\right)\left|\Delta \in \mathbb{R},\left|\delta_{j}\right|=1, j=1,2, \ldots, K\right\}\right.
$$

$$
\begin{equation*}
\leq 0 \tag{34}
\end{equation*}
$$

It is sufficient to show that $(i)$ does not hold. Define

$$
\begin{aligned}
& \varphi(\rho) \\
= & \min \left\{\Delta\left(\delta_{1}, \ldots, \delta_{K}\right)\left|\Delta \in \mathbb{R},\left|\delta_{j}\right|=e^{-\rho \tau_{j}}, j=1, \ldots, K\right\} .\right.
\end{aligned}
$$

Then (34) means
$\varphi(0) \leq 0$.
It is also obvious that
$\varphi(\infty)=1>0$.
Therefore, there exists a $\rho_{0} \geq 0$ such that
$\varphi\left(\rho_{0}\right)=0$.
In other words, for some $\theta_{j}^{*} \in[0,2 \pi), j=1,2, \ldots, K$,
$\delta_{j}=e^{-\left(\rho_{0} \tau_{j}+i \theta_{j}^{*}\right)}, j=1,2, \ldots, K$,
satisfy
$\Delta\left(\delta_{1}, \delta_{2}, \ldots, \delta_{K}\right)=0$.

Since $\tau_{1}, \tau_{2}, \ldots, \tau_{K}$ are rationally independent, it follows from Kronecker theorem and basic properties of almost periodic functions [2] that, for every $\epsilon>0$, we can find a $\xi \in \mathbb{R}$ such that
$\left|\xi \tau_{j}-\theta_{j}^{*}\right|<\epsilon \bmod 2 \pi, j=1,2, \ldots, K$.

For a given series $\epsilon=\epsilon_{n} \downarrow 0$, (36) implies that there exists a corresponding sequence $\xi_{n}$ such that
$\lim _{n \rightarrow \infty} e^{i \xi_{n} \tau_{j}}=e^{i \theta_{j}^{*}}, j=1,2, \ldots, K$.

Accordingly,
$\lim _{n \rightarrow \infty} \Delta\left(\delta_{1}^{(n)}, \delta_{2}^{(n)}, \ldots, \delta_{K}^{(n)}\right)=0$,
where
$\delta_{j}^{(n)}=e^{-\left(\rho_{0}+i \xi_{n}\right) \tau_{j}}, j=1,2, \ldots, K$.

Because $\left|e^{i \xi_{n}}\right|=1$, and the unit circle is compact, the series $e^{i \xi_{n}}$ must have an accumulating point. Therefore, there exists a subsequence $\xi_{n_{k}}$ of $\xi_{n}$ such that $e^{i \xi_{n_{k}}} \rightarrow$ $e^{i \xi^{*}}$ as $k \rightarrow \infty$. By continuity, one has
$\Delta\left(\delta_{1}^{*}, \delta_{2}^{*}, \ldots, \delta_{K}^{*}\right)=0$,
where
$\delta_{j}^{*}=e^{-\left(\rho_{0}+i \xi^{*}\right) \tau_{j}}, j=1,2, \ldots, K$.
This means that $(i)$ is violated. From this, we conclude $(i)$ implies $(v)$.
(iv) $\Rightarrow$ (iii). Suppose that (iii) does not hold. Then, there exists at least one set of positive delays $\tau_{1}^{*}, \tau_{2}^{*}, \ldots, \tau_{K}^{*}$ such that system (1) is not exponentially stable. This means the equation
$\Delta\left(e^{-\tau_{1}^{*} s}, e^{-\tau_{2}^{*} s}, \ldots, e^{-\tau_{K}^{*} s}\right)=0$,
has a series of solutions $s_{n}, n=1,2, \cdots$, such that $\lim _{n \rightarrow \infty} \operatorname{Re}\left(s_{n}\right)=\rho^{*} \geq 0$. Let $\theta_{n}=\operatorname{Im}\left(s_{n}\right)$. Because $\left|e^{i \theta_{n}}\right|=1$, and the unit circle is compact, the series $e^{i \theta_{n}}$ must have an accumulating point. Then, there exists a subsequence $\theta_{n_{k}}$ of $\theta_{n}$ such that $e^{i \theta_{n_{k}}} \rightarrow e^{i \theta^{*}}$ as $k \rightarrow \infty$. By continuity, we conclude that $\delta_{j}=e^{-\left(\rho^{*}+i \theta^{*}\right) \tau_{j}}$ satisfies (35) but $\left|\delta_{j}\right|=e^{-\rho^{*} \tau_{j}} \leq 1$. Therefore, this violates the statement $(i v)$. It can thus be concluded that $(i v) \Rightarrow(i i i)$.

The fact that $(i i i) \Rightarrow(i i) \Rightarrow(i)$ is obvious, and thus the proof is complete.

## 4 Stability conditions for $K \leq 3$

In this section, we will express the strong stability conditions for $K \leq 3$ in a form that can be checked in finite steps. Obviously, such strong stability conditions are of interest. For example, Assumption 3 in [15] and Assumption III in [6] may be replaced by the strong stability conditions of the difference equations developed here to reduce conservatism. In addition, this also leads to a method of calculating structured singular value with no more than 3 complex scalar blocks as will be shown later. The following lemma is instrumental.

Lemma 3. For given $\delta_{2}=\delta_{2}^{*}, \delta_{3}=\delta_{3}^{*}, \ldots, \delta_{K}=\delta_{K}^{*}$,
$\min \left\{\Delta\left(\delta_{1}, \delta_{2}^{*}, \ldots, \delta_{K}^{*}\right)\left|\Delta \in \mathbb{R},\left|\delta_{1}\right|=1\right\}>0\right.$
is satisfied if and only if either one of the following two conditions holds:

$$
\begin{array}{ll}
\text { i) } & \left|\operatorname{Im}\left(b_{0}\right)\right|>\left|b_{1}\right| ; \\
\text { ii) } \\
& \operatorname{Re}\left(b_{0}\right)>0, \quad \text { and }  \tag{43}\\
& \left|b_{0}\right|>\left|b_{1}\right|,
\end{array}
$$

where
$b_{0}=1+\sum_{m=1}^{K-1} \sum_{2 \leq i_{1}<i_{2}<\cdots<i_{m} \leq K} a_{i_{1} i_{2} \ldots i_{m}} \delta_{i_{1}}^{*} \delta_{i_{2}}^{*} \ldots \delta_{i_{m}}^{*}$,
$b_{1}=\sum_{m=1}^{K-1} \sum_{2 \leq i_{1}<i_{2}<\cdots<i_{m} \leq K} a_{1 i_{1} i_{2} \ldots i_{m}} \delta_{i_{1}}^{*} \delta_{i_{2}}^{*} \ldots \delta_{i_{m}}^{*}$.
Proof. Similar to the proof of Theorem $2(i v) \Leftrightarrow(v)$, it is obvious from Fig. 3 or (31).

The following theorem for $K=3$ follows easily from the above lemma.

Theorem 4. The system (4) is strongly stable if and only if the following two conditions are both satisfied for all $\left|\delta_{2}^{*}\right|=\left|\delta_{3}^{*}\right|=1$ :

$$
\begin{array}{cc}
\text { i) } \begin{array}{cc} 
& \left|1+a_{2} \delta_{2}^{*}+a_{3} \delta_{3}^{*}+a_{23} \delta_{2}^{*} \delta_{3}^{*}\right| \\
> & \left|a_{1}+a_{12} \delta_{2}^{*}+a_{13} \delta_{3}^{*}+a_{123} \delta_{2}^{*} \delta_{3}^{*}\right| . \\
\text { ii) } \text { Either } & \operatorname{Re}\left(1+a_{2} \delta_{2}^{*}+a_{3} \delta_{3}^{*}+a_{23} \delta_{2}^{*} \delta_{3}^{*}\right)>0, \\
\text { or } \quad\left|\operatorname{Im}\left(1+a_{2} \delta_{2}^{*}+a_{3} \delta_{3}^{*}+a_{23} \delta_{2}^{*} \delta_{3}^{*}\right)\right| \\
> & \left|a_{1}+a_{12} \delta_{2}^{*}+a_{13} \delta_{3}^{*}+a_{123} \delta_{2}^{*} \delta_{3}^{*}\right| .
\end{array}
\end{array}
$$

Proof. In Lemma 3, (41) implies (43). Therefore, the necessary and sufficient conditions for (40) can be equivalently stated as the following two conditions are both satisfied: i) (43) is satisfied, and ii) either (42) or (41) is satisfied. The proof is complete by recognizing that (43) becomes (44), (42) becomes (45), and (41) becomes (46) when $K=3$.

We now present a method to check (44) as a theorem. The proof is given in the Appendix.

Theorem 5. Let
$p_{1}(z)=C_{2} z^{2}+C_{1} z+C_{1} z^{-1}+C_{2} z^{-2}+C_{0}$,
where
$C_{2}=g_{2}^{2}-4 f_{2} f_{3}$,
$C_{1}=2 g_{1} g_{2}-4 f_{1}\left(f_{2}+f_{3}\right)$,
$C_{0}=g_{1}^{2}+2 g_{2}^{2}-4\left(f_{1}^{2}+f_{2}^{2}+f_{3}^{2}\right)$,
and
$f_{1}=a_{3}+a_{2} a_{23}-a_{1} a_{13}-a_{12} a_{123}$,
$f_{2}=a_{23}-a_{1} a_{123}$,
$f_{3}=a_{2} a_{3}-a_{12} a_{13}$,
$g_{1}=a_{1}^{2}+a_{13}^{2}+a_{12}^{2}+a_{123}^{2}-a_{3}^{2}-a_{2}^{2}-a_{23}^{2}-1$,
$g_{2}=a_{1} a_{12}+a_{13} a_{123}-a_{2}-a_{3} a_{23}$.
Let $z_{i}^{*},\left|z_{i}^{*}\right|=1, i=1,2, \ldots, n, n \leq 4$ denote all the solutions to the following equation on the unit circle,
$p_{2}(z)=2 C_{2} z^{4}+C_{1} z^{3}-C_{1} z-2 C_{2}=0$.
Then, the inequality (44) holds for all $\left|\delta_{2}^{*}\right|=\left|\delta_{3}^{*}\right|=1$ if and only if
$\left\{\begin{array}{l}p_{1}\left(z_{i}^{*}\right)>0, i=1,2, \ldots, n, \\ -2\left|g_{2}\right|>g_{1} .\end{array}\right.$
Next we will consider (45). For $\delta_{2}^{*}$ and $\delta_{3}^{*}$ on the unit circle, we may write
$\delta_{2}^{*}=\cos (\alpha)+i \sin (\alpha)$,
$\delta_{3}^{*}=\cos (\beta)+i \sin (\beta)$,
and the left hand side of (45) becomes
$\eta(\alpha, \beta)=1+a_{2} \cos (\alpha)+a_{3} \cos (\beta)+a_{23} \cos (\alpha+\beta) .(52)$
Checking (45) reduces to the minimization of $\eta(\alpha, \beta)$. The solution is given in the following theorem. The proof is given in the Appendix.

Theorem 6. A local minimum of $\eta(\alpha, \beta)$ may be reached by $\alpha$ and $\beta$ that satisfy
$\sin (\alpha)=0, \sin (\beta)=0$,
and the corresponding value of $\eta(\alpha, \beta)$ is either
$\eta_{r_{+}}=1+a_{2}-\left|a_{3}+a_{23}\right|$,
or
$\eta_{r_{-}}=1-a_{2}-\left|a_{3}-a_{23}\right|$.
Furthermore, if
$a_{2} \neq 0, a_{3} \neq 0, a_{23} \neq 0$,
and
$\left|\frac{1}{2}\left(\frac{a_{3} a_{23}}{a_{2}^{2}}-\frac{a_{3}}{a_{23}}-\frac{a_{23}}{a_{3}}\right)\right| \leq 1$,
$\left|\frac{1}{2}\left(\frac{a_{2} a_{23}}{a_{3}^{2}}-\frac{a_{2}}{a_{23}}-\frac{a_{23}}{a_{2}}\right)\right| \leq 1$,
then a local minimum may also be reached by $\alpha$ and $\beta$ that satisfy
$\cos (\alpha)=\frac{1}{2}\left(\frac{a_{3} a_{23}}{a_{2}^{2}}-\frac{a_{3}}{a_{23}}-\frac{a_{23}}{a_{3}}\right)$,
$\cos (\beta)=\frac{1}{2}\left(\frac{a_{2} a_{23}}{a_{3}^{2}}-\frac{a_{2}}{a_{23}}-\frac{a_{23}}{a_{2}}\right)$,
$\sin (\alpha)= \pm \sqrt{1-\cos ^{2} \alpha}$,
$\sin (\beta)=\frac{a_{2}}{a_{3}} \sin (\alpha)$.
The corresponding local minimum is
$\eta_{c}=1-\frac{1}{2}\left(\frac{a_{2} a_{3}}{a_{23}}+\frac{a_{2} a_{23}}{a_{3}}+\frac{a_{3} a_{23}}{a_{2}}\right)$.
The global minimum is
$\min _{0 \leq \alpha, \beta \leq 2 \pi} \eta(\alpha, \beta)=\min \left\{\eta_{r_{+}}, \eta_{r_{-}}, \eta_{c}\right\}$
if (56), (57) and (58) are all satisfied. Otherwise,
$\min _{0 \leq \alpha, \beta \leq 2 \pi} \eta(\alpha, \beta)=\min \left\{\eta_{r_{+}}, \eta_{r_{-}}\right\}$.
From the above results, we arrive at the following algorithm.

Algorithm 1. (For checking the strong stability of the system described by (4) using Theorem 4).
Step 1. Check if (44) holds for all $\delta_{2}^{*}$, $\delta_{3}^{*}$ on the unit circle. If not, declare the system not strongly stable, and terminate the algorithm. Otherwise, continue.
Step 2. Check if $\eta_{r_{+}}$given in (54) and $\eta_{r_{-}}$given in (55) are both positive. If either of them is not positive, declare the system not strongly stable, and terminate the algorithm. Otherwise, continue.
Step 3. Check if (56), (57) and (58) are all satisfied. If any of them is not satisfied, then declare the system strongly stable, and terminate the algorithm. Otherwise, continue.

Step 4. Check if $\eta_{c}$ given in (63) is positive. If it is, then declare the system strongly stable, and terminate the algorithm. Otherwise, continue.
Step 5. Check if (46) is satisfied by $\delta_{2}^{*}$ and $\delta_{3}^{*}$ given in (50) and (51), where $\cos (\alpha), \cos (\beta), \sin (\alpha)$ and $\sin (\beta)$ are given in (59)-(62). If not, declare that the system not strongly stable. Otherwise, declare the strong stability cannot be determined by this algorithm. Terminate the algorithm.

In Step 2, if either $\eta_{r_{+}}$or $\eta_{r_{-}}$is not positive, then (45) is violated by some real $\delta_{2}^{*}$ and $\delta_{3}^{*}$. Obviously, (46) is also violated as its left hand side vanishes. In Step 3, if (56), (57) and (58) are not all satisfied, then (65) holds. In Step 5, if (46) is satisfied by the given $\delta_{2}^{*}$ and $\delta_{3}^{*}$, it is insufficient to determine the system to be strongly stable. Indeed, in this case, the strong stability requires (46) to be satisfied by all $\delta_{2}^{*}$ and $\delta_{3}^{*}$ in the following set
$\left\{\left(\delta_{2}^{*}, \delta_{3}^{*}\right)\left|\left|\delta_{2}^{*}\right|=1,\left|\delta_{3}^{*}\right|=1,(45)\right.\right.$ is not satisfied $\}$,
which is not easy to determine. Fortunately, the problem can be circumvented by changing the roles of $\delta_{1}, \delta_{2}$ and $\delta_{3}$ as described below.

Theorem 4 is based on first calculating the minimum for $\left|\delta_{1}\right|=1$ with fixed $\delta_{2}^{*}$ and $\delta_{3}^{*}$. Parallel results can be obtained by first calculating the minimum for $\left|\delta_{2}\right|=1$ with fixed $\delta_{1}^{*}$ and $\delta_{3}^{*}$, or the minimum for $\left|\delta_{3}\right|=1$ with fixed $\delta_{1}^{*}$ and $\delta_{2}^{*}$. These parallel results are given below as Theorems 7 and 8 . They can be obtained from Theorem 4 by alternating the subscripts 1,2 , and 3 .

Theorem 7. The system (4) is strongly stable if and only if the following two conditions are satisfied for all $\left|\delta_{1}^{*}\right|=\left|\delta_{3}^{*}\right|=1$ :
i) $\quad\left|1+a_{1} \delta_{1}^{*}+a_{3} \delta_{3}^{*}+a_{13} \delta_{1}^{*} \delta_{3}^{*}\right|$

$$
\begin{equation*}
>\left|a_{2}+a_{12} \delta_{1}^{*}+a_{23} \delta_{3}^{*}+a_{123} \delta_{1}^{*} \delta_{3}^{*}\right| \tag{66}
\end{equation*}
$$

ii) Either $\operatorname{Re}\left(1+a_{1} \delta_{1}^{*}+a_{3} \delta_{3}^{*}+a_{13} \delta_{1}^{*} \delta_{3}^{*}\right)>0$,

$$
\text { or } \begin{align*}
& \left|\operatorname{Im}\left(1+a_{1} \delta_{1}^{*}+a_{3} \delta_{3}^{*}+a_{13} \delta_{1}^{*} \delta_{3}^{*}\right)\right|  \tag{67}\\
> & >\left|a_{2}+a_{12} \delta_{1}^{*}+a_{23} \delta_{3}^{*}+a_{123} \delta_{1}^{*} \delta_{3}^{*}\right| . \tag{68}
\end{align*}
$$

Theorem 8. The system (4) is strongly stable if and only if the following two conditions are satisfied for all $\left|\delta_{1}^{*}\right|=\left|\delta_{2}^{*}\right|=1$ :
i) $\quad\left|1+a_{1} \delta_{1}^{*}+a_{2} \delta_{2}^{*}+a_{12} \delta_{1}^{*} \delta_{2}^{*}\right|$ $>\left|a_{3}+a_{13} \delta_{1}^{*}+a_{23} \delta_{2}^{*}+a_{123} \delta_{1}^{*} \delta_{2}^{*}\right|$.
ii) Either $\operatorname{Re}\left(1+a_{1} \delta_{1}^{*}+a_{2} \delta_{2}^{*}+a_{12} \delta_{1}^{*} \delta_{2}^{*}\right)>0$,
or $\quad\left|\operatorname{Im}\left(1+a_{1} \delta_{1}^{*}+a_{2} \delta_{2}^{*}+a_{12} \delta_{1}^{*} \delta_{2}^{*}\right)\right|$

$$
>\left|a_{3}+a_{13} \delta_{1}^{*}+a_{23} \delta_{2}^{*}+a_{123} \delta_{1}^{*} \delta_{2}^{*}\right|
$$

Satisfaction of Theorem 7 or 8 may also be checked using parallel algorithms (which will be called Algorithms 2 and 3, respectively) obtained from Algorithm 1 by alternating subscripts. It should be pointed out that although Theorems 4, 7 and 8 are equivalent, Algorithms

1,2 , and 3 are not. As will be illustrated in Section 6, it is sometimes necessary to apply Algorithm 2 or 3 to obtain a definite answer if Algorithm 1 fails to do so. All the systems we have tested seem to indicate that we can always obtain a definite answer after all three algorithms have been used although we have not been able to theoretically prove this.

We will turn our attention to the case of $K=2$. Obviously, this is a special case of $K=3$, and Theorem 4 and Algorithm 1 still apply. However, more explicit conditions are possible in this case as is presented below.

Theorem 9. The system (3) is strongly stable if and only if the following two inequalities hold:
$\left\{\begin{array}{l}1-a_{2}>\left|a_{1}-a_{12}\right|, \\ 1+a_{2}>\left|a_{1}+a_{12}\right|,\end{array}\right.$
or equivalently, the following two inequalities hold:
$\left\{\begin{array}{l}1-a_{1}>\left|a_{2}-a_{12}\right|, \\ 1+a_{1}>\left|a_{2}+a_{12}\right| .\end{array}\right.$
Proof. Suppose the system is strongly stable. Then Theorem 2 (iv) requires
$0 \notin\left\{\Delta\left(\delta_{1}, \delta_{2}\right)\left|\left|\delta_{1}\right| \leq 1,\left|\delta_{2}\right| \leq 1\right\}\right.$.
The above implies
$\left|a_{1}\right|<1$,
and
$\left|a_{2}\right|<1$.
(76) implies that the condition (45) is true for $\delta_{3}^{*}=0$ and all $\left|\delta_{2}^{*}\right| \leq 1$. Therefore, we conclude that necessary and sufficient conditions for $\min \left\{\Delta\left(\delta_{1}, \delta_{2}\right)\left|\Delta \in \mathbb{R},\left|\delta_{1}\right|=\right.\right.$ $\left.1,\left|\delta_{2}\right|=1\right\}>0$ are (76) and (44) hold for $\delta_{3}^{*}=0$ and all $\left|\delta_{2}^{*}\right|=1$. (44) can be rewritten as
$\left(1+a_{2} \delta_{2}^{*}\right) \overline{\left(1+a_{2} \delta_{2}^{*}\right)}>\left(a_{1}+a_{12} \delta_{2}^{*}\right) \overline{\left(a_{1}+a_{12} \delta_{2}^{*}\right)}$,
or
$a_{1}^{2}+a_{12}^{2}-1-a_{2}^{2}<2 \operatorname{Re}\left[\left(a_{2}-a_{1} a_{12}\right) \delta_{2}^{*}\right]$.
The above holds for all $\left|\delta_{2}^{*}\right|=1$ if and only if
$a_{1}^{2}+a_{12}^{2}-1-a_{2}^{2}<-2\left|a_{2}-a_{1} a_{12}\right|$.
(79) is equivalent to
$2\left(a_{2}-a_{1} a_{12}\right)<-\left(a_{1}^{2}+a_{12}^{2}-1-a_{2}^{2}\right)$,
and
$2\left(a_{2}-a_{1} a_{12}\right)>a_{1}^{2}+a_{12}^{2}-1-a_{2}^{2}$.
It is easily seen that (80) and (81) along with (76) are equivalent to (72). Thus (72) is necessary and sufficient. Note that the first inequality in (72) is equivalent to (82) and (83) below, and the second inequality in (72) is equivalent to (84) and (85) below.

$$
\left\{\begin{array}{l}
a_{12}-a_{2}>a_{1}-1,  \tag{82}\\
a_{2}+a_{12}<1+a_{1}, \\
a_{12}-a_{2}<1-a_{1} \\
a_{2}+a_{12}>-1-a_{1}
\end{array}\right.
$$

But (82) and (84) are equivalent to the first inequality of (73), and (83) and (85) are equivalent to the second inequality of (73). This shows that (72) is equivalent to (73). The proof is complete.

In Section 9.6 of [7], the same stability conditions (after correcting a sign error and adapting the notation) were obtained by rewriting it to a set of two difference equations and appealing to the Routh-Hurwitz criteria with complex coefficients. The proof here is much simpler.

The case for $K=1$ is obvious, and is stated as follows.
Theorem 10. The system (2) is strongly stable if and only if the following inequality holds:
$\left|a_{1}\right|<1$.

## 5 Relations with structured singular value problem

The strong stability problem of ODPSC difference equation set is closely related to the structured singular value problem [3, 4, 16]. Indeed, as discussed in [5], the difference equation set (6) is strongly stable if and only if
$\rho_{0} \triangleq \sup _{\substack{\delta_{k} \in \mathbb{R},\left|\delta_{k}\right|=1 \\ k=1,2, \ldots, K}} \rho(D E(\delta))<1$,
where
$E(\delta)=\operatorname{diag}\left(\delta_{1}, \delta_{2}, \ldots, \delta_{K}\right)$.
It is not difficult to show that $\left|\delta_{k}\right|=1$ may be relaxed to $\left|\delta_{k}\right| \leq 1$,
$\rho_{0}=\sup _{\substack{\delta_{k} \in \mathbb{R},\left|\delta_{k}\right| \leq 1 \\ k=1,2, \ldots, K}} \rho(D E(\delta))$.

In view of (89), the stability condition (87) can be equivalently expressed as a structured singular value problem
$\mu(D)<1$,
where

$$
\begin{aligned}
& \mu(D) \\
= & \frac{1}{\min \left\{r \mid \operatorname{det}(I-D E(\delta))=0, \text { for some }\left|\delta_{k}\right| \leq r, k=1, \ldots, K\right\}}
\end{aligned}
$$

is the structured singular value of the matrix $D$ under the uncertainty structure of $K$ complex scalar blocks of size one each.

For a given multilinear expression $\Delta\left(\delta_{1}, \delta_{2}, \ldots, \delta_{K}\right)$, we may also define

$$
\begin{aligned}
& \mu(\Delta) \\
= & \frac{1}{\min \left\{r \mid \Delta\left(\delta_{1}, \ldots, \delta_{K}\right)=0 \text { for some }\left|\delta_{k}\right| \leq r, k=1, \ldots, K\right\}} .
\end{aligned}
$$

Then, it is immediately clear that $\Delta(s)$ is strongly stable if and only if
$\mu(\Delta)<1$.
In view of the fact that $\Delta_{1}(s)$ is the characteristic quasipolynomial of the ODPSC difference equation set, it is easily seen that
$\mu(D)=\mu\left(\Delta_{1}\right)$.
Therefore, the results presented in the last section means that we have obtained a method to check the satisfaction of $\mu(D)<1$ in finite steps for the uncertainty structure of up to three complex scalar blocks.

## 6 Illustrative examples

In this section, we present some numerical examples to illustrate the method developed in Section 4.

Example 1. Consider a system described by (4) with the following parameters

$$
\begin{aligned}
& a_{1}=0.4, a_{2}=0.3, a_{3}=0.1, a_{12}=0.15 \\
& a_{13}=-0.2, a_{23}=0.5, a_{123}=0.1
\end{aligned}
$$

Apply Algorithm 1, we find that (44) is satisfied for all $\delta_{2}^{*}$ and $\delta_{3}^{*}$ on the unit circle. $\eta_{r_{+}}$and $\eta_{r_{-}}$are both positive, but neither (57) nor (58) is satisfied. Therefore, we can conclude that the system is strongly stable, and the algorithm terminates in Step 3.

Because (11) is not satisfied, the system cannot be written in the form of ODPSC model.

Example 2. Consider a system described by (4) with the following parameters

$$
\begin{aligned}
& a_{1}=0.3, a_{2}=0.3, a_{3}=0.8, a_{12}=-0.1 \\
& a_{13}=0.2, a_{23}=-0.2, a_{123}=-0.1
\end{aligned}
$$

Apply Algorithm 1, we find that (44) is satisfied for all $\delta_{2}^{*}$ and $\delta_{3}^{*}$ on the unit circle. (55) is nonpositive. Therefore, we conclude that system is not strongly stable. The algorithm terminates in Step 2.

Because (11) is satisfied, then there exists a $D$ such that $\Delta_{1}(s)=\Delta(s)$ according to Theorem 1 . Indeed, by following its proof, we may find such a $D$,
$D=\left[\begin{array}{ccc}-0.3 & 1 & -0.474 \\ 0.19 & -0.3 & 1 \\ -0.084 & 0.44 & -0.8\end{array}\right]$.
We may confirm our conclusion by applying the stability condition of the ODPSC model given in [5] or check if $\mu(D)<1$ is satisfied by using the method given in [16].

Example 3. Consider a system described by (4) with the following parameters

$$
\begin{aligned}
& a_{1}=0.27, a_{2}=0.65, a_{3}=0.75, a_{12}=0.2 \\
& a_{13}=0.2, a_{23}=0.85, a_{123}=0.25
\end{aligned}
$$

Apply Algorithm 1, we find that (44) is satisfied for all $\delta_{2}^{*}$ and $\delta_{3}^{*}$ on the unit circle. We also find that $\eta_{r_{+}}>0$, $\eta_{r_{-}}>0$. Furthermore, (56), (57) and (58) are all satisfied, and $\eta_{c}<0$. The corresponding minimizing parameters satisfy

$$
\begin{aligned}
& \cos (\alpha) \approx-0.2534, \sin (\alpha) \approx \pm 0.9673 \\
& \cos (\beta) \approx-0.5450, \sin (\beta) \approx \pm 0.8383
\end{aligned}
$$

Moreover, (46) is satisfied by $\delta_{2}^{*}$, $\delta_{3}^{*}$ given in (50) and (51) with $\alpha, \beta$ specified above. Therefore, the strong stability of the system cannot be determined as Algorithm 1 terminates in Step 5.

However, a definite answer can be easily reached by using Algorithm 2 based on Theorem 7. Indeed, it can be checked that both (66) and (67) are satisfied for all $\delta_{1}^{*}$ and $\delta_{3}^{*}$ on the unit circle, from which we conclude that the system is strongly stable. As (11) is not satisfied, there is no ODPSC model with this characteristic quasipolynomial.

Example 4. Consider a system described by (4) with
the following parameters

$$
\begin{aligned}
& a_{1}=0.32, a_{2}=0.7, a_{3}=0.75, a_{12}=0.32 \\
& a_{13}=0.32, a_{23}=0.8, a_{123}=0.32
\end{aligned}
$$

Similar to Example 2, (44) is satisfied for all $\delta_{2}^{*}$ and $\delta_{3}^{*}$ on the unit circle. The condition (45) is not satisfied by the minimizing $\delta_{2}^{*}, \delta_{3}^{*}$ given in (50) and (51) with

$$
\begin{aligned}
& \cos (\alpha) \approx-0.3898, \sin (\alpha) \approx \pm 0.9208 \\
& \cos (\beta) \approx-0.5111, \sin (\beta) \approx \pm 0.8594
\end{aligned}
$$

But the condition (46) is satisfied by this pair of $\delta_{2}^{*}$ and $\delta_{3}^{*}$, and Algorithm 1 terminates in Step 5 without a definite conclusion about strong stability.

Applying Algorithm 2, we find (66) is not satisfied for all $\delta_{1}^{*}$ and $\delta_{3}^{*}$ on the unit circle. Therefore, we can conclude that the system is not strongly stable.

The parameters for the system satisfy (11), and for
$D=\left[\begin{array}{ccc}-0.32 & 1 & 3.33 \\ -0.096 & -0.7 & 1 \\ -0.024 & -0.275 & -0.75\end{array}\right]$,
we have $\Delta_{1}(s)=\Delta(s)$. The conclusion about nonstrong stability can be confirmed by other methods mentioned in Example 2.

## 7 Conclusions

For scalar difference equations of continuous time with delays being the sum of a number of independent parameters, the following three conditions are equivalent: 1 . It is exponentially stable for a fixed set of rationally independent parameters; 2 . It is locally strongly stable; 3 . It is globally strongly stable. Although this conclusion is similar to the case of ODPSC case, and all ODPSC model share the same characteristic quasipolynomial with such a scalar difference equation, the reverse is not always true, and therefore, such a study is of independent interest. The conditions for strong stability is developed. Especially, for the case of three or less independent parameters, the strong stability conditions can be determined in finite steps.

The strong stability problem of a class of such systems is equivalent to the structured singular value problem. Therefore, the solution of this problem implies that we have found a method to solve the structured singular value problem in finite steps when the uncertainty structure is three or fewer complex scalar blocks.

## Appendix

## Proof of Theorem 5. Let

$c_{0}=1+a_{2} \delta_{2}^{*}, c_{1}=a_{3}+a_{23} \delta_{2}^{*}$,
$d_{0}=a_{1}+a_{12} \delta_{2}^{*}, d_{1}=a_{13}+a_{123} \delta_{2}^{*}$.
Then, (44) becomes
$\left|d_{0}+d_{1} \delta_{3}^{*}\right|<\left|c_{0}+c_{1} \delta_{3}^{*}\right|$.
Take square on both sides of the above inequality and expand, we obtain
$\left|d_{0}\right|^{2}+\left|d_{1}\right|^{2}-\left|c_{0}\right|^{2}-\left|c_{1}\right|^{2}<2 \operatorname{Re}\left[\left(\bar{c}_{0} c_{1}-\bar{d}_{0} d_{1}\right) \delta_{3}^{*}\right]$.
This is true for all $\left|\delta_{3}^{*}\right|=1$ if and only if
$\left|d_{0}\right|^{2}+\left|d_{1}\right|^{2}-\left|c_{0}\right|^{2}-\left|c_{1}\right|^{2}<-2\left|\bar{c}_{0} c_{1}-\bar{d}_{0} d_{1}\right|$,
which can be equivalently expressed as
$\left\{\begin{array}{l}{\left[\left|d_{0}\right|^{2}+\left|d_{1}\right|^{2}-\left|c_{0}\right|^{2}-\left|c_{1}\right|^{2}\right]^{2}>4\left|\bar{c}_{0} c_{1}-\bar{d}_{0} d_{1}\right|^{2}{ }_{(96)}} \\ \left|d_{0}\right|^{2}+\left|d_{1}\right|^{2}-\left|c_{0}\right|^{2}-\left|c_{1}\right|^{2}<0 .\end{array}\right.$
Set $\delta_{2}^{*}=e^{i \theta}, \theta \in[0,2 \pi]$, and let
$\kappa(\theta)=C_{2} e^{2 i \theta}+C_{1} e^{i \theta}+C_{1} e^{-i \theta}+C_{2} e^{-2 i \theta}+C_{0}$,
then the first inequality of (96) can be written as
$\kappa(\theta)>0$.
Notice that $\min _{\theta \in[0,2 \pi]} \kappa(\theta)$ is achieved by $\theta$ that satisfies
$\frac{\mathrm{d} \kappa}{\mathrm{d} \theta}=0$,
or
$2 C_{4} e^{2 i \theta}+C_{3} e^{i \theta}-C_{2} e^{-i \theta}-2 C_{1} e^{-2 i \theta}=0$.
Let $z=e^{i \theta}$, then (98) becomes (48), which is a fourth order polynomial equation of $z$. There are four solutions of $z$ to this equation. However, only those solutions on the unit circle are potential candidates for $\kappa(\theta)$ to reach minimum. Because $\kappa(\theta)=p_{1}\left(e^{i \theta}\right)$, it is obvious that $\min _{\theta} \kappa(\theta)>0$ if and only if $p_{1}\left(z_{i}^{*}\right)>0$ for all the solutions $z_{i}^{*}$ of (48) that are on the unit circle.

It is easy to see that the second inequality of (96) is equivalent to $-2\left|g_{2}\right|>g_{1}$. This completes the proof.

Proof of Theorem 6. First, assume $a_{2} \neq 0, a_{3} \neq 0$, and $a_{23} \neq 0$. Note that $\min \eta(\alpha, \beta)$ is achieved by $(\alpha, \beta)$
that satisfy
$\frac{\partial \eta}{\partial \alpha}=0, \frac{\partial \eta}{\partial \beta}=0$,
or
$a_{2} \sin (\alpha)+a_{23} \sin (\alpha+\beta)=0$,
$a_{3} \sin (\beta)+a_{23} \sin (\alpha+\beta)=0$.
It follows from (99) and (100) that (62) holds. By using (62), (99) becomes
$\sin (\alpha)\left[a_{2} a_{3}+a_{3} a_{23} \cos (\beta)+a_{2} a_{23} \cos (\alpha)\right]=0$.
It can be seen that a solution of (101) must satisfy either
$a_{2} a_{3}+a_{3} a_{23} \cos (\beta)+a_{2} a_{23} \cos (\alpha)=0$,
or
$\sin (\alpha)=0$.
For (102), we have
$\cos (\beta)=-\frac{a_{2}}{a_{23}}-\frac{a_{2}}{a_{3}} \cos (\alpha)$.
From (62) and (104), we obtain
$1-\left[\frac{a_{2}}{a_{23}}+\frac{a_{2}}{a_{3}} \cos (\alpha)\right]^{2}=\frac{a_{2}^{2}}{a_{3}^{2}}\left[1-\cos ^{2}(\alpha)\right]$,
which can be solved for $\cos (\alpha)$ to obtain (59). A substitution of (104) by (59) yields (60). Because $|\cos (\alpha)| \leq 1$ and $|\cos (\beta)| \leq 1$, a real solution of (59) and (60) exists if and only if (57) and (58) hold. A substitution of (52) by (59)-(62) yields (63).

For (103), one has $\alpha=0$ or $\alpha=\pi$. For $\alpha=0$, we have

$$
\begin{align*}
\min _{\alpha, \beta} \eta(\alpha, \beta) & =\min _{\beta}\left\{1+a_{2}+a_{3} \cos (\beta)+a_{23} \cos (\beta)\right\} \\
& =1+a_{2}-\left|a_{3}+a_{23}\right| \tag{105}
\end{align*}
$$

which is (54). For $\alpha=\pi$, we have

$$
\begin{align*}
\min _{\alpha, \beta} \eta(\alpha, \beta) & =\min _{\beta}\left\{1-a_{2}+a_{3} \cos (\beta)-a_{23} \cos (\beta)\right\} \\
& =1-a_{2}-\left|a_{3}-a_{23}\right| \tag{106}
\end{align*}
$$

which is (55).
Finally, if $a_{2}=0$, then obviously $\alpha$ and $\beta$ can be chosen such that
$\min _{\alpha, \beta} \eta(\alpha, \beta)=1-\left|a_{3}\right|-\left|a_{23}\right|$.

This is already included in (54) and (55). It can be similarly shown that other cases ( $a_{3}=0$ or $a_{23}=0$ ) are also already included in (54) and (55). This completes the proof.
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