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ABSTRACT 

This dissertation analyzes the spatial distribution and kinematics of the Late Cenozoic Basin and 

Range (BR) and cross normal fault (CF) systems and their related graben basins around the 

Snake River Plain (SRP), and investigates the spatio-temporal patterns of lavas that were erupted 

by the migrating Yellowstone hotspot along the SRP, applying a diverse set of GIS-based spatial 

statistical techniques.  The spatial distribution patterns of the normal fault systems, revealed by 

the Ripley's K-function, display clustered patterns that correlate with a high linear density, max-

imum azimuthal variation, and high box-counting fractal dimensions of the fault traces. The ex-

tension direction for normal faulting is determined along the major axis of the fractal dimension 



anisotropy ellipse measured by the modified Cantor dust method and the minor axis of the auto-

correlation anisotropy ellipse measured by Ordinary Kriging, and across the linear directional 

mean (LDM) of the fault traces.  Trajectories of the LDMs for the cross faults around each calde-

ra define asymmetric sub-parabolic patterns similar to the reported parabolic distribution of the 

epicenters, and indicate sub-elliptical extension about each caldera that may mark the shape of 

hotspot’s thermal doming that formed each generation of cross faults.  The decrease in the spatial 

density of the CFs as a function of distance from the axis of the track of the hotspot (SRP) also 

suggests the role of the hotspot for the formation of the cross faults.  The parallelism of the trend 

of the exposures of the graben filling Sixmile Creek Formation with the LDM of their bounding 

cross faults indicates that the grabens were filled during or after the CF event.  The global and 

local Moran’s I analyses of Neogene lava in each caldera along the SRP reveal a higher spatial 

autocorrelation and clustering of rhyolitic lava than the coeval basaltic lava in the same caldera. 

The alignment of the major axis of the standard deviational ellipses of lavas with the trend of the 

eastern SRP, and the successive spatial overlap of older lavas by progressively younger mafic 

lava, indicate the migration of the centers of eruption as the hotspot moved to the northeast. 

Keywords: Basin and Range, Yellowstone hotspot, Snake River Plain volcanism, Normal fault-

ing, Tectonic sedimentation, Fractal dimension anisotropy, GIS geospatial analysis, 

Geostatistical analysis, Autocorrelation 
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CHAPTER 1: INTRODUCTION 

1.1 Background 

The Cenozoic deformational history of the northern Rocky Mountains in southeast Idaho, 

southwest Montana, and northwest Wyoming, around the Snake River Plain, is dominated by 

two extensional events. The earlier event, which started in mid-Miocene, produced the Basin and 

Range normal fault system and related graben basins over the past 17 Ma (Lowell, 1965; Royse 

et al., 1975; M`Gonigle et al., 1991; Burchfield et al., 1992, M’Gonigle, 1993; Constenius, 1996; 

M’Gonigle and Hait 1997; Janecke et al., 2001; Giorgis et al., 2008).   

The Basin and Range extension which followed the Cretaceous-Eocene Sevier-Laramide 

contractional event, block faulted the crust of the North American plate into large-scale horsts 

and grabens.  This tectonic event was partially synchronous with a diachronous, thermally-

induced extensional event that intermittently cross normal faulted the existing Basin and Range 

fault blocks at high angles, apparently as the North American plate migrated over the Yellow-

stone hotspot (YHS) (Anders et al., 1989; Westaway, 1994; Janecke et al., 1998; Sears and 

Thomas, 2007; Whitchurch and Gupta, 2007; Janecke, 2007; Payne et al, 2012).  The two Basin 

and Range (BR) and cross fault (CF) extensional systems are still active, and their recent dis-

placements define the seismicity of a large area between northern Nevada and the present-day 

location of the Yellowstone hotspot (YHS) in the Wyoming-Montana area. 

The formation, spatial distribution, and orientation of the two Cenozoic normal fault sys-

tems and their related graben basins may have been influenced by the presence and orientation of 

older faults that formed in the Early Proterozoic orogenic belts in Laurentia (Hoffman, 1988), 

late Paleozoic and Mesozoic accreted oceanic terranes (Jones, 1990), and/or Late Jurassic to Eo-
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cene Cordilleran thrust belt (Lowell, 1965; Royse et al., 1975; M`Gonigle et al., 1991; Burch-

field et al., 1992, M’Gonigle, 1993; Constenius, 1996; M’Gonigle and Hait 1997; Janecke et al., 

2001; Giorgis et al., 2008).  The NE striking BR normal faults in southwest Montana (e.g., Ruby 

Mountain), for example, are believed to be reactivated Laramide reverse faults, which in turn 

parallel Precambrian basement faults (Schmidt et al., 1994; Janecke et al., 2000; Carney and 

Janecke, 2002).  The cross normal faults across the Ruby Mountain parallel the NNW- to NW-

striking Precambrian dikes and deformational fabrics (Lowell, 1965; M’Gonigle, 1993; 1994; 

M’Gonigle et al., 1991; M’Gonigle and Hait, 1997).  There are at least two other, probably reac-

tivated Precambrian, sets of regional faults that strike approximately N-S and E-W oblique to the 

Basin and Range and cross fault systems in southeast Idaho and SW Montana. 

The migration of the Yellowstone hotspot (YHS) has affected the geology of the southern 

Idaho and Montana-Wyoming border area in two major ways since the hotspot started its long 

trek (around 16.6 Ma) from an original position near the Nevada-Oregon-Idaho border area to its 

present location at the Yellowstone National Park (YNP) in Wyoming (Morgan, 1972; Smith and 

Sbar, 1974; Armstrong et al., 1975; Suppe et al., 1975; Pierce and Morgan, 1992; 2009; Morgan 

et al., 1998;2003; Smith et al., 2009;  Fouch, 2012). The northeasterly migration, which was due 

to the about 2.5 cm/yr southwesterly motion of the North American plate over the fixed upper 

mantle hotspot plume, has led both to the eruption of rhyolitic and basaltic lava from a temporal-

ly ordered set of calderas along the SRP, and successive formation of the cross fault system 

around each eruptive center due to the thermal expansion and subsequent subsidence as the plate 

translated above the hotspot plume. 
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1.2 Outstanding problems, goal, and objectives  

The distribution of the Basin and Range and cross fault systems and the spatio-temporal 

variation of their orientation relative to the trend of the Snake River Plain and the position of the 

centers of eruption are not well known.  Other unknowns include: the geometric relationships 

between the cross faults and older mid-Miocene Basin and Range, Cretaceous Sevier-Laramide, 

and Precambrian faults, the evolution and the spatio-temporal relationships among the Neogene-

Quaternary lava along the SRP in the context of the migration of the hotspot, and the spatial pat-

tern of the Cenozoic clastic units that fill the graben valleys and their orientation relative to the 

graben-bounding normal faults.  

The goal of the dissertation research is to understand (i) the tectonic, kinematic, and de-

formational evolution of the two Cenozoic normal fault systems and their graben basins, (ii) ana-

lyze the spatio-temporal distribution of rhyolitic and basaltic lava, around and along the Snake 

River Plain (SRP). The following objectives were set to reach this goal: (i) apply a set of spatial 

statistical, geostatistical, and structural methods to analyze the spatio-temporal distribution of the 

BR and CF faults, (ii) understand the structural controls on the Tertiary graben basin sedimenta-

tion, and (iii) determine the succession and heterogeneity of lava eruption in each caldera along 

the SRP in relation to the mid-Tertiary Basin and Range tectonics and mid-Tertiary-Quaternary 

thermal events. 

I have addressed the following outstanding questions in my dissertation: What properties 

(characteristics) differentiate the thermally-induced cross normal faults from the tectonic Basin 

and Range normal faults? What kind of kinematic information can be derived from the spatial 

and temporal distribution of the normal faults that were formed during the tectonic and thermal 

events? What is the implication of the variation in the orientation of faults for the tectonic, kine-
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matic, or thermal aspects of the two faulting events? What is the distribution of the graben fill 

sedimentary units over the past 17 Ma, and how do these units relate to the two fault systems? 

How do the characteristics of volcanic rocks (e.g., areal extent, spatial pattern, age, composition) 

vary in space and time along the Snake River Plain? Is the spatial distribution of the fractal di-

mensions of the Cenozoic normal fault systems anisotropic?  If it is anisotropic, what are the 

spatio-temporal relationships of the principal azimuthal anisotropies to the mean trend of each 

fault system, and to the trend of the track of the Yellowstone Hotspot (i.e., SRP)? What are the 

implications of the fractal anisotropy and the semivariogram anisotropy for the tectonic and kin-

ematic aspects of the two normal faulting events? Do the fault distribution, geometry, orienta-

tion, and other characteristics support the suggested models of migration of the Yellowstone 

hotspot along the SRP (Westaway, 1989; Anders et al., 1989; Pierce and Morgan, 1992; Sears et 

al., 2009)? 

This work is significant because it provides new information on the anisotropy of exten-

sion directions for the Cenozoic normal fault systems, applying a diverse set of geospatial, 

geostatistical, and structural methods that would help to better understand the tectonic and 

hotspot-related deformation and volcanism in the past 17 million years.  

The dissertation is structured as follows. The geology of the area is described in the In-

troduction chapter.  Data acquisition and processing and the general methods are defined in the 

Methodology chapter. The subsequent chapters (analysis of faults, fractal analysis, grabens, 

hotspot volcanism) are structured to stand on their own, meaning that each chapter describes its 

own data and relevant methodology, presents the results of the applied analyses, discusses the 

significance of the results, and draws conclusions.           
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The following sections provide the necessary background and hypotheses proposed to 

explain the major geological processes during the events that have shaped the study area since 

Precambrian. These events include: Precambrian Extension, Late Cretaceous-Eocene contrac-

tion, mid-Miocene Basin and Range tectonic extension, and Neogene-Quaternary thermally-

induced extension.  

1.3 Regional geologic setting 

1.3.1 Archean to Jurassic processes 

The oldest exposed rocks in southwest Montana and central and southern Idaho are 

Archean to earliest Proterozoic gneiss and meta-sedimentary rocks. These basement rocks may 

extend beneath the thick sequence of Precambrian siliciclastic rocks of the Belt Supergroup near 

the Idaho-Montana border that formed between 1,450 and 1,400 Ma (Foster et al., 2006; Janecke, 

2007) (Figure 1.1).  The Belt Supergroup basin in SW Montana received ten to fifteen km of 

shallow marine clastic rocks during Middle Proterozoic (Evans et al., 2000).  The basin went 

through the intrusion of mafic rocks and porphyritic hornblende-biotite granite (rapakivi) around 

1,370 Ma and shearing during the Mesoproterozoic (Evans and Zartman, 1990; Doughty and 

Chamberlain, 1996).   

The eastern edge of the Belt rift basin in the Beaverhead Mountains, along the Continen-

tal Divide in Idaho and Montana, may have been hit by the Beaverhead meteorite at 850-900 Ma 

(Hargraves et al., 1990; Alt and Hyndman 2009).  Continental rifting of the western North Amer-

ica began in the latest Proterozoic time, and was followed by sea-floor spreading (Moores, 1991; 

Karlstrom et al., 1999; Sears and Price, 2000; Janecke, 2007).   The Cordilleran continental mar-

gin sedimentary sequences began to accumulate in most of what is now the southwestern Mon-

tana and nearby parts of Idaho between Neoproterozoic and Ordovician. The oldest such deposits 
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of the cratonal to platform sedimentary sequences, including clastic Ordovician rocks, can be 

observed across the Salmon River arch (the Lemhi Arch) in Idaho (Janecke, 2007).   

During Paleozoic, most of the southwestern North American plate was tectonically pas-

sive (Thomas and Roberts, 2007), and typical platform sediments (sandstone, shale, and lime-

stone) deposited over the divergent North American continental margin (Dawes, 2001).   

The southwest corner of Montana, which was a part of the northern section of Pangaea in 

the Triassic (248 Ma), was in a shallow marine environment (Horner, 2001).  During this time, 

the North America`s parts that were above sea level experienced arid and semi-arid environment 

and accumulated dryland sediments (Dawes and Dawes, 2013). 

 

`  

 

Figure 1.1. Pre-Devonian paleogeologic map showing the distribution of the Precambrian-Paleozoic 

rocks in the region around the study area (map modified from Sandberg and Mapel, 1967; Baar, 1972). 

 

During Jurassic (240 Ma), Pangaea started to break up into smaller supercontinents (e.g. 

Laurasia and Gondwana).  At this time, the environment changed from a sahara-like arid climate 
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to lowland swamp and hot weather as the inland sea was retreated from what is now eastern 

Montana (DeCelles, 2004; Fuentes at al., 2011).   

The Rockies and volcanoes began to form in Jurassic (Smith, 2000).  Laurasia was almost 

completely separated from Gondwana, and was covered by tropical and semitropical jungles dur-

ing the Cretaceous (144 Ma) time (Meyerhoff et al., 1996).  

1.3.2 Late Cretaceous-Eocene contraction   

Formation of a volcanic arc and contractional deformation of Paleozoic and Mesozoic 

sedimentary units into a fold-thrust belt occurred due to the subduction of the Farallon plate un-

der the western coast of the North American continental plate, which was completed in Early 

Miocene (Atwater, 1998; Bartolomeo and Longinotti, 2011).   

The subduction of the Farallon plate and the ensuing contractional regime occurred over 

a span of about 200 million years since the beginning of Jurassic. The northeast-directed 

subduction that broke the Farallon plate into smaller plates (Seager et al., 1986; Forte et al., 

2007; Dawes and Dawes, 2001; 2013) eventually led to the convergence of the Pacific and North 

American plates and formation of a transform boundary.  The convergence contracted the edge 

of the North American continent and scraped sediments off the Pacific Ocean floor to create Cal-

ifornia's Coastal Mountains (Barckhausen et al., 2008; Rowley,  2008). 

The contraction which started in the beginning of Jurassic, and completed in Early Mio-

cene (Atwater and Stock, 1998; Bartolomeo and Longinotti, 2011), deformed the Paleozoic-

Mesozoic sequence into the thin-skinned Sevier fold-thrust belt and its foreland basin (140-50 

Ma) (Beutner, 1977; Skipp, 1988; Erslev, 1993; Janecke et al., 2000; Tysdal, 2002; Janecke, 

2007). The Sevier deformation shifted southward as Farallon continued to shallowly subduct be-

neath the western North American plate.  The subduction also led to the Late Mesozoic-Tertiary 



8 

(80-35 Ma) Laramide thick-skinned deformation which uplifted blocks of Precambrian basement 

and its overlying Phanerozoic sedimentary sequence (Henderson et al., 1984; Barbeau, 2003) 

(Figure 1.2). The protracted subduction (90-50 Ma) formed massive volumes of magma which 

rose into the upper crust and formed a series of batholiths such as the Boulder batholith in the 

Butte-Helena area in SW Montana, Idaho batholith in south central Idaho, and those in Absaroka 

and Gallatin Ranges in southwest Montana-northern Wyoming area (Rasmussen, 2003).   

Enormous slabs of Precambrian rocks (e.g., Sapphire block) broke off due to the intrusion 

of the Idaho batholith, and displaced eastward into SW Montana, creating the Bitterroot Valley 

(Sears et al., 2010).  Magmatism, which occurred synchronous with the Sevier-Laramide defor-

mations, migrated eastward from Sierra Nevada on the west toward the central Rocky Moun-

tains, and continued through Late Cretaceous and Paleogene (Dickinson,  2006).   

Fluvial synorogenic foreland basin deposits, derived from the Sevier fold-thrust belt, con-

stitute the Lower Cretaceous units (Kootenai and Blackleaf Formations) and Cretaceous to lower 

Tertiary sandstone and conglomerate of the Beaverhead Group which are now exposed south of 

Dillon in southwest MT. 

1.3.3 Mid-Miocene Basin and Range extension 

The Late Cretaceous-Eocene Sevier and Laramide contractional events ceased when the 

Pacific and North American plates collided, after the Farallon plate had subducted beneath the 

western North American lithosphere.  The asthenospheric upwelling, occupying the space left 

behind by the subducted Farallon, led to decompression melting, volcanism, thermal expansion, 

and isostatic rebounding of the North American continental crust (Parsons, 1995).   

The thermal expansion and softening of the North American continental crust began 

about 50-45 Ma, before the onset of the Challis volcanism, and continued to the present (Tysdal 
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and Moye, 1996; Sears and Fritz, 1998; Vandenberg et al., 1998; Janecke et al., 1999; 2001; 

2007; Tysdal, 1996; 2002).  The mid-Eocene to mid-Miocene extensional event (~48-20 Ma) 

deformed the Cretaceous-Eocene Sevier-Laramide orogenic belt (Constenius e al.,  2000), and 

formed detachment faults, extensional folds, half grabens (mostly tilting east in a narrow N-S-

trending rift zone), and supra-detachment basins (e.g., Grasshopper, Muddy Creek, Horse, Prai-

rie, Medicine Lodge, Nicholia Creek, and Salmon) that were later filled by clastic sedimentary 

rocks such as the Oligocene-Early Miocene Renova Formation (Tr) (Janecke, 1994; Constenius, 

1996; Foster and Fanning, 2006; Roe, 2010, Hendrix et al., 2011).   

The expansion, as a result of the subduction of the Farallon plate, led to large-scale conti-

nental extension during late Eocene-early Miocene in the area between Salmon in eastern Idaho 

and Dillon in SW Montana (Silverberg, 1990; Janecke et al., 2001; Janecke, 2007). Shortly after 

the deposition of the Renova Formation, around 17 Ma, continued stretching and thinning of the 

Earth crust led to the Basin and Range (BR) tectonic event, deforming a large area of nearly 

780,000 km
2 

(Pardee, 1950; DuBois, 1983; Reynolds et al., 2002).   

The BR extensional event reactivated some of the older Sevier thrusts as normal faults, 

formed the existing NW-trending block-faulted mountain ranges and graben basins in southeast 

Idaho (e.g., Lost River, Lemhi, Beaverhead, Grand Valley, and Swan valley) (Haller,1988;1990; 

Link et al, 2004; Fritz et al, 2007; Janecke, 2007), and NE-trending horsts and grabens in south-

west Montana (e.g., Gallatin, Emigrant, Bridger, Tobacco Root, Madison, and Ruby) (Pardee, 

1950; Reynolds et al., 2002; DuBois, 1983; Link and Janecke, 1999; Haller et al., 2002; Janecke 

et al, 2005; Janecke, 2007; Reynolds et al., 2002; Sears et al, 2009; Fritz and Thomas, 2011) 

(Figure 1.3). 
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Some of these high-angle faults, especially in east-central Idaho, are still seismically ac-

tive (Burchfield and Davis, 1975; Dorobek, et al., 1991).  The spatial variation of the orientation 

of the principal strains (i.e., strain heterogeneity) and the heterogeneity and anisotropy of the 

stratigraphic rock units as a result of folding during earlier Sevier and Laramide orogenies, prob-

ably led to the two dominant, nearly orthogonal, NW and NE trends of the Basin and Range fault 

blocks in SE Idaho and SW Montana, respectively (Perry et al., 1988; McBride, 1988; Kellogg et 

al., 1992; Janecke, 2007; Davarpanah and Babaie, 2013).   

 

Figure 1.2. Paleogeographic map showing the development of different stages of the Sevier fold-thrust 

belt and Laramide foreland deformations during the Late Mesozoic-Tertiary (80-35 Ma) (Bird, 1998). 
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The orientation and length of the Cenozoic extensional faults in SW Montana (e.g., To-

bacco Root, Ruby, Madison, and Gravelly Ranges) probably were also controlled by the orienta-

tion of Archean-Mesozoic discontinuities (faults) (Lowell, 1965; Royse et al., 1975; M`Gonigle 

et al., 1991; M’Gonigle, 1993; Constenius, 1996; M’Gonigle and Hait 1997; Janecke et al., 2001; 

Giorgis et al., 2008).  Clastic deposits of Renova became faulted and tilted by the early Miocene 

Basin and Range block faulting event, and subsequently eroded from much of southwest Mon-

tana and adjacent Idaho (Fritz and Sears, 1993). 

1.3.4 Neogene-Quatenary thermally-induced extension 

The Basin and Range extensional event partly coincided with the beginning stage (~16.6 

Ma) of the prolonged migration of the Yellowstone hotspot (YHS) from the Nevada-Oregon 

border to its present location in the northwestern corner of Wyoming at the Yellowstone National 

Park (YNP) area.  During Neogene-Quaternary, several phases of intermittent thermal contrac-

tion, which followed the initial thermal expansion and uplift above the migrating Yellowstone 

hotspot, led to spatially and temporally variable hotspot-induced extensional faulting and fractur-

ing.  The extensive thermal regime of the top of the Yellowstone hotspot’s plume, which proba-

bly was spread out over 300 km at the base of the southwest-moving North American plate, led 

to a new succession of extensional events that deformed the existing BR fault blocks and their 

graben basins around the Snake River Plain (SRP) (Sears and Thomas, 2007; Sears et al., 2009). 

The thermally-induced stress field of the hotspot during these intermittent events pro-

duced a second system of normal fault-bounded full and half grabens such as Blacktail, Sweet-

water, and Centennial valley in SW Montana (Stewart 1971; Royse et al., 1975; Zoback and 

Thompson, 1978; Dixon, 1982; Eaton, 1982; Pierce and Morgan, 1992; Shiley, 2002; Beranek et 

al., 2006, Sears and Thomas, 2007; Sears et al., 2009 ; Davarpanah and Babaie, 2013) (Figure 
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1.3).  This diachronous cross normal faulting (CF) event occurred orthogonal to existing Basin 

and Range fault blocks on both sides of the SRP as the North American plate cooled and  moved 

southwest away from the hotspot.    

The Tertiary Sixmile Creek Formation (Ts), which initially filled some of the Basin and 

Range graben basins, began filling these newly formed cross fault-bounded graben basins in Late 

Miocene-Pliocene time (~10 Ma) in neighboring SE Idaho and SW Montana.   

The Sixmile Creek Formation is dominantly fluvial and alluvial volcaniclastic sediment, 

ash, and fluvially reworked ash (Fields et al., 1985; Sears and Fritz, 1998; Nielsen and Thomas, 

2004, Fritz et al, 2007; Sears et al., 2009).  The Basin and Range (BR) and younger cross normal 

faults (CF) are still seismically active in these areas (Smith et al., 2009). 

 

 

Figure 1.3. Elevation and shaded-relief topographic map of the eastern Snake River Plain and adjacent 

mountain ranges of the northern Basin and Range province. Base map from Morgan et al. (2004). 
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1.3.4.1 Snake River Plain (SRP) 

The Snake River Plain is a long, flat, ENE-oriented topographic depression that stretches 

across southern Idaho from the Idaho-Oregon border to the present-day location of the YHS in 

northwestern corner of Wyoming (Xue and Allen, 2006; Leeman, 2013).  The track of the migra-

tion of the Yellowstone hotspot is defined by the presence of an elongate, ENE-trending silicic 

volcanic belt along the Eastern Snake River Plain (ESRP) in southern Idaho (Smith, 2000), and 

prominent, six or seven Neogene-Quaternary explosive rhyolitic eruptive centers (calderas) 

which progressively become younger to the northeast toward the present location of the YHS 

(Xue and Allen, 2006; Fritz and Thomas, 2011; Payne et al., 2012; Leeman, 2013) (Figure 1.4).  

The eruptive centers of the YHS relatively migrated northeast because of the southwesterly 

movement of the North American plate above the fixed plume (Shervais, 2006; Smith et al., 

2007; Janecke, 2007; Sears et al, 2009, Fritz and Thomas, 2011). 

The formation of the Snake River Plain (SRP) might be synchronous with rhyolite erup-

tions on the Owyhee Plateau (14 to12 Ma) in the Oregon-Idaho-Nevada border region, which 

followed the final major eruptions of the middle Miocene Columbia River Basalt Group (CRBG) 

(17.5-17 Ma) and McDermitt volcanic field (16-15.1 Ma) in southeast Oregon and north central 

Nevada (Rytuba and McKee, 1984; Hooper et al., 2002) (Figure 1.4).  Lavas of the CRBG may 

have erupted during the creation of the YHS from the central volcanic region (YHS/CRBG) out-

break area of Sears (2009) over 164,000 km
2
 in northern Oregon, eastern Washington, and west-

ern Idaho (Sears and Thomas, 2007; Sears et al., 2009). 

The intermittent volcanic eruptions of the YHS mostly became caldera-forming about 10 

Ma (Morgan and Pierce, 1992; Xue and Allen, 2006).  The hotspot was in the south of Mountain 

Home in SW Idaho about 10-12 Ma where the Bruneau-Jarbidge caldera ‘supervolcano’ erupted 
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during Miocene (Shervais and Hanan, 2008) (Figure 1.4).  It arrived near Twin Falls, in south-

central Idaho, where the Twin Falls volcanic field formed about 11 Ma (Hodges et al., 2002), and 

passed the American Falls (~10 Ma), northwest of Pocatello and west of Blackfoot (Idaho), 

erupting the Picabo caldera about 10.2 ± 0.06 Ma (Figure 1.4) (Husen and Smith, 2004, Shervais, 

2006; Janecke, 2007; Savov et al., 2009; Sears et al., 2009; Yuan, 2005; 2010; Champion et al., 

2011) (Figure 1.4).  

The northeasterly migration of the YHS and the resulting subsidence of the calderas 

formed the Eastern Snake River Plain (ESRP), a ~200 miles long and 60 miles wide, SW-

plunging broad synformal depression which extends from Twin Falls to Ashton, Idaho (Pierce 

and Morgan, 1992; 2009; Hughes et al., 1999; Bonnichsen and Godchaux, 2002; Shervais and 

Vetter, 2009; Ellis et al., 2013) (Figure 1.4).   

 

 

Figure 1.4. Elevation and shaded-relief maps of the study area were derived from the SRTM DEM using 

GeoMapApp (http://www.geomapapp.org/MSInstall.html).  

http://www.geomapapp.org/MSInstall.html
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The ESRP was filled by basalt erupting from large shield volcanoes in southwest Idaho as 

the hotspot cut across pre-existing Basin and Range block-faulted mountain ranges in Idaho and 

southwest Montana (Hamilton, 1960; Myers and Hamilton 1964; Hamilton and Myers, 1966; 

McQuarrie and Rodgers, 1998; Kirkham, 2002; Janecke, 2007; Alt and Hyndman, 2009; Good 

and Pierce, 2010).  Beginning around 6.6 Ma, the Heise volcanic field northwest of Idaho Falls 

erupted explosively over 2 million years in ESRP (Watts et al., 2011).  During the past 2 Ma, the 

hotspot has gone through three extensive explosive eruptions forming the Yellowstone Plateau 

volcanic field. These eruptions include Huckleberry Ridge (2.1 Ma), Henry’s Lake (1.3 Ma), and 

Yellowstone Plateau (0.6 Ma) events in the Yellowstone National Park (YSNP) area (Fritz and 

Thomas, 2011).  The ESRP depression is filled with 1.7 to 3.1 km of volcanic rocks that formed 

since 8.0-8.5 Ma (Rodgers et al., 2002). 

1.4 Seismic-neotectonic belts 

Anders and Geissman (1983), Scott et al (1985), Smith et al (1985, 2009), and Pierce and 

Morgan (1992, 2005, 2009) defined four neotectonic fault belts in a nested V-shaped pattern 

around the YSH track. The belts, defined based on the current surficial geology and geomor-

phology, parallel the concentrations of recent earthquake epicenters in the parabolic seismic belt 

of the hotspot (Figure 1.5).   

The interior parabola (the collapse shadow of Anders, 1983), defines a zone of 

aseismicity. The zone delineated by the Pierce and Morgan (1992) lines is mainly based on the 

location of active normal faults, while the zone delineated by the parabolas defined by Anders et 

al. (1989) are exclusively based on the distribution of seismicity.  

 



16 

 

Figure 1.5. Parabolic seismicity in the area of Yellowstone and the eastern SRP. Base map modified after 

Pierce and Morgan (1992). 

 

1.5 Hypothesis to be investigated   

The Yellowstone hotspot is believed to have a strong influence on the seismicity of the 

neighboring fault zones in the parabolic zone of earthquake activity around Yellowstone-Snake 

River Plain (YSRP) (Figure 1.6) (Smith et al., 2009). The belts are designated by Roman numer-

als I through IV (Figure 1.6) (Pierce and Morgan, 1992).  Belt I is defined by preliminary activity 

and little accumulated offset.  Belt II is characterized by active Holocene faults probably related 

to current volcanic activity of the YSH. Belt III represents late Pleistocene faults with diminish-

ing activity. Belt IV contains inactive faults on range fronts (Figure 1.6) (Pierce and Morgan, 

2009). Smith et al. (2009) hypothesized that similar parabolic patterns of extensional activity, 

and hence normal faulting, were also induced by the YHS around previous centers of rhyolitic 

eruption (calderas). 
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The migrating hotspot-induced extension may have led to the reactivation of older BR 

normal faults that were oriented at high angles to the extension direction. Anders et al. (1989) 

showed that the locus of fault activity, defined by high displacement rates, has migrated south 

along the Grand Valley fault, away from the eastern SRP during the last 4 my.  They attributed 

the transition, from high to low displacement, to the northeasterly migration of the hotspot which 

removes the fault from the active region to the shadow (quiescent) region of the parabola (Fig-

ures 1.5-1.7).   

 

Figure 1.6. Distribution of the four seismic belts around the Yellowstone hotspot track. Base map from 

Pierce and Morgan (1992).  
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Active normal faults with highest Quaternary displacement rates, and small- to moderate-

magnitude earthquakes in the Idaho and northern intermountain seismic belts, are distributed in a 

parabolic pattern about the axis of the eastern SRP, described above, with its apex at the Yellow-

stone plateau (Anders et al., 1989; Anders and Sleep, 1992; Pierce and Morgan, 1992; Smith and 

Braile, 1993; Pierce and Morgan, 2009; Smith et al., 2009) (Figures 1.5-1.7).   

 

 

Figure 1.7. The position and migration of various calderas generated during the northeastward motion of 

the YSH over the past approximately 17 million year. Recent earthquake epicenters in the parabolic seis-

mic zone of the hotspot regime are shown by the red dots (Smith, 2000). 

 

As the YHS migrated northeast, the tectonically and thermally active zone of the hotspot-

induced deformation moved northeast, sweeping through the already faulted blocks which were 

formed during the Basin and Range extension.  Because of the parabolic shape of the hotspot's 

active zone and the likely ellipsoidal shape of the anisotropic thermal doming, the hotspot-
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induced (cross) faulting sequentially radiated away from the hotspot (centered on each caldera 

along the SRP).   

Cross faulting occurred within the active zone of each center of eruption both during 

thermal uplift, when the lithosphere was weakened by heat and during subsequent collapse when 

the region moved off the hotspot and cooled.  It is possible that the cross faults became inactive 

later by the solidification of the injected magma (e.g., at 16.1 Ma, 11.8 Ma, 6.5 Ma, 4.3 Ma, 2 

Ma, and 0.6 Ma), which in turn led to tectonic quiescence (Anders et al., 1989) (Figure 1.7).  The 

major elements of this hypothesis that relate to the origin of the cross faults, their relationships to 

the centers of eruption and the trend of the SRP, and the nature of thermal doming remain un-

known.  To test the validity of this hypothesis, I have investigated the spatio-temporal distribu-

tion of the orientation and fractal dimension and semivariogram anisotropy of the cross faults 

relative to the trend of the ESRP and the deduced direction of the principal extensions for their 

formation around each center of eruption (caldera).  I have also analyzed the distribution and 

spatial pattern of the rhyolitic and basaltic lavas around each caldera, along the whole eastern 

SRP. 
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CHAPTER 2: METHODOLOGY 

2.1 Data and methods 

This chapter describes the methods that were applied to achieve the objectives and the 

goal defined in the previous chapter. These include: geospatial, fractal, structural, and 

geostatistical analyses, as well as field work and remote sensing, using application software such 

as ArcGIS 10, MATLAB, Benoit, ERDAS Imagine 8.7, Envi 4.3, Google Earth, and 

GeoMapApp 3.0.0.  The input to these methods include the shapefiles of the mid-Tertiary-

Quaternary Basin and Range (BR) and cross normal fault (CF) systems, clastic sedimentary 

rocks that were deposited in the BR and CF graben basins, and the felsic and mafic lavas around 

the calderas along the Snake River Plain. 

The GIS tools that were used for the analysis of the linear (fault trace) and point features 

(midpoint of faults, centroid of volcanic and graben fill units) include: Line Density from the 

Spatial Analyst package, Linear Directional Mean (LDM), Multi-Distance Spatial Cluster Analy-

sis (Ripley's K-function), and Standard Deviational Ellipse (SDE) from the Spatial Statistics 

package, and Ordinary Kriging from the Geostatistical Analyst package.  The tools used for the 

analysis of the polygon features (lava, graben fill) include the Dissolve and Minimum Bounding 

Geometry tools in the Data Management package, Autocorrelation (global Moran's I), Cluster 

and Outlier Analysis (Anselin’s local Moran's I), and Ripley's K-function from the Spatial Statis-

tics package.  The Benoit software’s automated box-counting method and AMOCADO soft-

ware’s modified Cantor-dust method in the MATLAB environment were also applied to deter-

mine the fractal dimension and its anisotropy for the two faults systems. 
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2.1.1 Structural background 

Three different vector data types (point, line, and polygon) are analyzed in this research.  

The linear features such as the fault traces of the BR and CF systems, lineaments, and drainages 

were sorted as polyline shapefiles into separate thematic GIS layers. The most essential attributes 

for the vector-based linear fault traces are orientation, length, spatial distribution pattern (i.e., 

clustered, random, and dispersed), type (BR or CF), age, spatio-temporal relation (distribution 

relative to each calderas), and spacing.  

Two types of point features are analyzed in this study: the centroids, i.e., the centers of 

the polygons of the volcanic rocks and graben basin sedimentary units, and the midpoints of fault 

traces.  The midpoint of the trace of a normal fault is structurally significant because it represents 

the initiation point where the fault generally starts to incrementally propagate along its length in 

both directions toward the two fault tips.  Since the one-dimensional BR and CF fault traces on a 

map are defined by the intersection of the fault planes with the horizontal plane (i.e., the map), 

the location, density, pattern, and spacing of the midpoints of these line features provide signifi-

cant structural and spatial information for the fault systems.  On the other hand, the orientation 

(trend) of the trace of the normal faults provide important kinematic information for the exten-

sion involved during both extensional faulting events (i.e., BR and CF).  Moreover, the spacing 

between the fault trace midpoints, measured orthogonal to fault traces represents the process of 

faulting as stress affects a larger area with progressive deformation.   

As a normal fault propagates the displacement (slip, D) along the dip of normal faults in-

creases at the midpoint (Figure 2.1).  Thus, longer normal fault traces theoretically must have 

greater slip at their midpoint.  Therefore, the midpoints of normal faults are very important be-

cause they: (i) represent the location of fault initiation where propagation starts, (ii) define the 
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location of maximum normal displacement (dip slip), (iii) help to determine the true (orthogonal) 

spacing between adjacent faults via their location and distance to the midpoint of their laterally 

neighboring fault traces, and (iv) give an estimate for fault propagation by their distance meas-

ured between the midpoint and endpoints along the trace (L/2) (Behn, 2002; Micarelli and 

Benedicto, 2008; Fossen, 2010). For these reasons, the spatial analysis of the fault trace mid-

points is fundamental to the understanding of the BR and CF faulting events. 

  

 

 
 

 

 

 

 

 

 

 

 

Figure 2.1.  Block diagram showing the deformation due to normal fault movement (modified from 

Gawthorpe et al., 1994). Note: Only half (from midpoint to one fault tip) of the fault is shown. 

 

The third type of vector data or features that are investigated in this research are the poly-

gons that delineate the boundaries of: (i) mid-Tertiary and Neogene-Quaternary graben fill clas-

tic sedimentary units deposited in the graben basins which are bounded by the BR or CF faults, 

(ii) the Neogene-Quaternary volcanic/volcaniclastic rock units that were extruded or ejected 

along the SRP at successive eruption centers (i.e., calderas). The most important attributes of 

these polygon features are: area, perimeter, orientation, composition (felsic vs. mafic), and age of 

the rock units that they represent. The spatial and directional analyses of the clastic rock poly-

gons were done relative to the tectonic sedimentation of two Tertiary graben-filling clastic units, 

i.e., the Ronova Formation and Sixmile Creek Formation.  Polygons representing the volcanic 
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rocks along the Snake River Plain were analyzed relative to the location and age of the explosive 

eruptive centers. 

2.2 Data acquisition and processing 

 The methods of the acquisition and processing of the polylines, polygons, and points 

shapefiles related to the Cenozoic normal fault systems, volcanic rocks along the SRP, and basin 

fill sedimentary rock units are described in the following sections. 

2.2.1 Polyline feature class  

 Data related to the Basin and Range and cross normal fault systems were acquired most-

ly from open access U.S. Geological Survey (USGS) and state agency databases, which are 

available on the Web (http://ngmdb.usgs.gov/ngmdb/ngmdb_home.html 

andhttp://seamless.usgs.gov/about.php), or otherwise digitized directly from published geologi-

cal maps (e.g., Janecke et al., 2001) and mapped in geographic information systems (GIS) envi-

ronment using ESRI`s (Environmental Systems Research Institute, Redlands, CA) ArcGIS 10.  

For this investigation, a combination of satellite imageries, Digital Elevation Models (DEMs), 

and USGS geological maps and database at the scales of 1:24,000, 1:100,000, 1:250,000, 

1:1,000,000, and 1:2,500,000 was applied to identify and extract the horizontal traces of the two 

(i.e., BR and CF) Cenozoic normal fault systems.   

The DEMs, derived from the Shuttle Radar Topographic Mission (SRTM-DEM), were 

applied to construct high resolution elevation base maps for the study area upon which the fault 

traces were overlaid in ArcGIS.  The DEMs, which have a 10-30 meter resolution for the US 

(Nikolakopoulos et al., 2006; Farr, 2007), were geo-referenced, and put together in a mosaic, to 

generate a larger set of images, showing the whole study area.   
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All data used in this study were geo-referenced in the Universal Transverse Mercator 

(UTM) coordinate system as the map projection, applying NAD (North American Datum) 1983.  

The vector-based linear fault trace data for both fault systems were imported into ArcGIS 10 for 

spatial and spatio-temporal analyses (Chapter 3) and fractal analysis (Chapter 4).  

The spatial position of each fault trace is determined by the coordinates of its midpoint 

and the two end points.  To prepare the data set, measurements of shallowly-dipping, highly cur-

vilinear Cretaceous-Eocene Sevier-Laramide thrust faults were removed from the total fault da-

taset using their database age attribute.  If their age was unknown, the shallowly-dipping thrusts 

were removed through the sinuosity method described by DeMers (2000). DeMers (2000) de-

fined sinuosity as the ratio of TLength (the total length of curved fault trace) to the Slength 

(straight distance between the start and the end point of a fault trace).  A ratio of 1 represents a 

perfectly straight fault trace while a ratio greater than 1 reveals a more complex or curved of 

fault trace.  An azimuthal direction for straight and low sinuosity fault traces was measured by 

reading the trend of a tangent line through their midpoint, applying the Easy Calculate 10, 

ArcGIS10 Add-In, which allows analyzing the geometric characteristics of the linear features.   

Basic statistics such as mode, mean, standard deviation, and angular variance (azimuth) 

are often ineffective for the analysis of orientation data (Kaye, 1989; Wong, 2004; Wong and 

Lee, 2005).  Directional statistics, on the other hand, give more representative and accurate re-

sults, and were applied to analyze the fault trace data.  Because the trace of a fault on a map is 

horizontal (i.e., has no plunge) and the bearing of both of its ends are equivalent, the trend values 

of the fault traces were converted to the range of 000
o
-180

o
 (e.g., 270

o
 was converted to 090

o
).   

The individual normal fault traces were then classified and mapped based on their azi-

muth, into four sets: BR (Basin and Range), CF (cross fault), N-S, and E-W. Each set was ana-
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lyzed in spatial domains (regions) in which the orientation of the set was homogeneous and the 

standard deviation was minimum.  The homogeneity was evaluated in ArcGIS 10 by inspecting 

the mean and standard deviation of each fault trace set. 

2.2.1.1 Basin and Range (BR) normal fault system 

The Basin and Range fault traces were measured in two large spatial domains based on 

the homogeneity of their orientation (trend) and their relationship to the range fronts: Domain I 

in southeast Idaho, around the SRP, and Domain II in southwest Montana. The BR fault traces 

trending 095°-175° were assigned to Domain I and then positioned on a particular thematic GIS 

layer.  Similarly, the BR fault traces trending 017
o
-085

o
 were assigned to Domain II and laid on a 

different thematic GIS layer.   

Domain I covers the area on both sides of the SRP in Idaho, and includes the long moun-

tain ranges such as the Lost River, Lemhi, Beaverhead (140-150 km), Grand Valley (140 km), 

and Swan Valley (156 km), which have curvilinear range-front fault traces that may even run 

sub-parallel to the older fold-and-thrust belt (Haller,1988;1990; Janecke, 2007)( Figure 2.2). 

 Domain II covers southwest Montana, and includes Gallatin Range (27 km), Emigrant 

(43 km), Bridger (48 km), Tobacco Root (32 km), Madison (99 km), and Ruby Range faults (38 

km) (Haller et al., 2002; Janecke, 2005; 2007) ( Figure 2. 3). The raw statistics of the Basin and 

Range faults are given in Chapter 3, Table 3.1. 
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Fault scarp

 

Figure 2. 2.  NW-SE trending 1983 Borah Peak earthquake normal fault scarp along the Basin and Range 

fault block, in the central section of the Lost River Range, Idaho (looking NE). 

 

 

 

Figure 2. 3. NE-SE trending Basin and Range fault Tobacco Root block in SW MT, Domain II (looking 

E.). 

2.2.1.2 Cross normal fault (CF) system 

Faults that intersected the NW-SE (095°-175°) and NE-SW (017
o
-085

o
) trending traces of 

the BR fault sets at a high angle, and whose lengths were mostly limited to the width of the BR 
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fault blocks, were identified as cross fault (CF), and were tentatively classified into two main 

sets that trend 017
o
-085° in southeast Idaho and 095°-175° in southwest Montana (Figure 2.4).  

These two sets of cross normal faults were then stored into two separate thematic GIS layers.  

The data assigned to the CF system were then partitioned into five different temporal domains 

(Ti, i=1-5) based on their position relative to the successive known centers of eruption along the 

SRP.  

Data in each of these temporal domains were further divided into three spatial domains 

(Si, i=1-3) that covered the northern, central, and southern parts of the SRP (i.e., NSRP, CSRP, 

and SSRP).  This was done to detect any possible relationship between fault attributes such as 

trend, length, and density, and proximity to the centers of eruption along the Snake River Plain.  

Statistics about the trend (azimuth), number, mean trend, standard deviation, of the cross faults 

are given in Chapter 3, Table 3.2. 

 

 

Figure 2. 4. Cross fault (CF) normal fault displacing the 6.1 Ma Timber Hill basalt in Sweetwater Creek, 

Southwest MT (looking E.). 
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 Cross faults that were widespread over the entire study area, and trended around N-S 

(000
o
-017

o
 and 175

o
-180°) or E-W (085

o
-095°), and did not parallel or intersect the BR fault 

blocks at high angles, were classified as regional N-S or E-W sets, respectively, and sorted into 

two other thematic layers in ArcGIS.  

 The tentative BR, CF, E-W, and N-S polyline fault datasets were later re-examined and 

redefined by inspecting the orientation and cross-cutting relationships based on local geology, 

using information from field or published geological maps.  The boundaries of the spatial do-

mains for the fault sets were also adjusted based on the homogeneity in their orientation. 

 

 

Figure 2. 5. E-W trending Centennial Mt. The CF fault parallels the tree line (looking S.) 
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Figure 2. 6. N-S trending Grand Teton horst block in the Grand Teton NP (looking W.). 

 

2.2.2 Polygon data 

The polygon features investigated in this study delineate the boundaries of two features: 

(i) mid-Tertiary and Neogene-Quaternary clastic sedimentary units deposited in graben basins 

(Figure 3.7), which are bounded by the BR or the CF normal faults, and (ii) Neogene-Quaternary 

volcanic and volcaniclastic rock units which were erupted along the Snake River Plain (SRP) 

(Figure 3.8). 

The spatial polygonal data about the basin fills were acquired from a combination of sat-

ellite imageries and U.S. Geological Survey (USGS) and state agency databases, which are 

available on the Web athttp://ngmdb.usgs.gov/ngmdb/ngmdb_home.html and 

http://seamless.usgs.gov/about.php, at scales of 1:24,000, 1:100,000, 1:250,000, 1:1000, 000, and 

mapped in ArcGIS 10. Spatial data related to the Neogene-Quaternary lavas and caldera posi-

tions in southwest Montana, Idaho, and Wyoming were acquired from open access databases 

from Montana Bureau of Mines and Geology (MBMG), the U.S. Geological Survey (USGS), 
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and using published geological maps (e.g., St. Jean and Teeter, 2004) at scales of 1:250.000, 

1:100,000, and 1:48,000.   

The polygons, delineating the boundaries of mid-Tertiary and Neogene-Quaternary clas-

tic sedimentary units deposited in graben basins around the ESRP, and the Neogene-Quaternary 

lavas, that erupted at successive calderas in the SRP over the past 17 m.y., were placed on a base 

map (with a resolution up to the scale of around 1:9,000) developed by National Geographic and 

Environmental Systems Research Institute, Redlands, CA (ESRI). These polygons were import-

ed and analyzed in a geographic information systems (GIS) environment using ESRI`s ArcGIS 

10.  

 

Figure 2. 7. Typical graben basin filling conglomerate, tuff, and gravel of the Sixmile Creek Fm. 

 

 

Prominent graben basins which formed and filled during and after the Basin and Range 

(BR) event were identified from those that formed during and after the cross faulting (CF) event 

based on cross cutting relationships and the trend of their aggregated long dimension relative to 

the linear directional mean (LDM) (see Chapter 3) of the traces of the BR and CF fault sets. The 
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spatial and trend analyses of these graben fill polygons were conducted in the context of the tec-

tonic sedimentation of the Cenozoic graben-filling Renova and Sixmile Creek Formations 

(Chapter 5).  

 The Neogene-Quaternary lava polygons were grouped based on their age attribute, into 

five thematic layers which from oldest to youngest, include: Miocene (23.030 Ma to 5.332 Ma), 

Pliocene (5.332 Ma to 2.588 Ma), early Pleistocene (2.588 Ma to 0.781 Ma), middle Pleistocene 

(0.781 Ma to 0.126 Ma), and late Pleistocene (0.126 Ma to 0.0117 Ma).  The lavas of each age 

group were then classified based on lithology into mafic (basalt and tholeiite) and felsic (rhyolite 

and rhyodacite) compositions (Chapter 6).  

 

 
 

Figure 2. 8. Neogene basaltic lava, in the eastern Snake River Plain. 

 

 

2.2.3 Point data 
  

The point data include the midpoints of the fault traces and the centroids of the polygons.  

The midpoints of the traces of the normal faults were determined in ArcGIS 10 from their pol-

yline shapefiles. The centroids of the mid-Tertiary-Quaternary volcanic units and basin fill sedi-
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mentary units were calculated from their polygon shapefiles.  The midpoints and centroids were 

saved in point shapefiles for spatial analysis. 

2.3 Spatial Analysis  

Geospatial and temporal analyses of point, linear, and polygonal data features were con-

ducted in ArcGIS 10 utilizing several independent sets of GIS spatial analysis tools. These tools 

and analyses were applied to determine the spatial pattern, distribution, variability, anisotropy 

and other characteristics of the mid-Tertiary and Quaternary normal fault systems, their graben 

fill sedimentary rocks, and volcanic rocks that have erupted over the past 17 Ma along the Snake 

River Plain (SRP).   

The tools that were used for the analysis of the linear and point features (Chapter 3) in-

clude Line Density from the Spatial Analyst package (Section 3.3.1.1), Linear Direction-

al/Orientational Mean (LDM) (Section 3.3.1.2), Multi-Distance Spatial Cluster Analysis (Rip-

ley's K-function) (Section 3.3.2.1), and Standard Deviational Ellipse (SDE) (Section 3.3.2.2) 

from the Spatial Statistics package, and Ordinary Kriging from the Geostatistical Analyst pack-

age (Section 3.3.3) of ArcGIS 10.  The tools used for the analysis of the polygon features (Chap-

ters 5 and 6) include the Dissolve and Minimum Bounding Geometry tools in the Data Manage-

ment package (Section 5.4), Autocorrelation (global Moran's I) (Section 6.3.2), Cluster and Out-

lier Analysis (Anselin’s local Moran's I) (Section 6.3.3), and Multi-Distance Spatial Cluster 

Analysis (Ripley's K-function) (Section 6.3.3) from the Spatial Statistics package in ArcGIS 10.  

2.4 Field work   

 The fieldwork was conducted in southwest Montana, southeast Idaho, and the area 

around the Yellowstone National Park during the summers of 2010-2013.  The database-acquired 

fault trace data were validated against the position and orientation of actual faults in the field us-



33 

ing a Brunton compass, GPS, and geological and topographic maps. The faults were examined in 

the field using the following general objectives: (i) prepare a large-scale geological map of the 

study area using the available 1:24,000 aerial photographs and topographic maps, (ii) verify the 

position, orientation, and type of the remotely sensed normal fault traces and lineaments which 

are reactivated Precambrian faults from those that are either the result of the Basin and Range 

regional extension or cross faulting as a result of the Yellowstone hotspot’s thermal regime, (iii) 

identify graben basins which formed and filled during and after the Basin and Range (BR) event 

from those that formed during and after the cross faulting (CF) event, (iv) identify and map the 

volcanic rocks and volcaniclastic sediments along the SRP. 

2.5 Fractal Analysis  

The fractal analyses (Chapter 4) are used to investigate the spatio-temporal variation and 

anisotropy of the fractal dimensions of the traces of the Basin and Range (BR) and cross normal 

fault (CF) systems, lineaments, and surface drainage networks associated with the two fault sys-

tems, and determine their kinematic implications (e.g., extension direction) in the area around the 

Snake River Plain (SRP) in SE Idaho and SW Montana.  The two methods, which are applied in 

this dissertation, are the computerized box-counting method in the Benoit software package 

(TruSoft International, 1997) and the automated modified Cantor-dust method in the 

AMOCADO modular software tool, conducted in the MATLAB environment (Chapter 4).  The 

box-counting method was applied to determine the isotropic fractal dimension of the fault traces 

of all normal faults (Section 4.5.1).  The AMOCADO software was used to determine the anisot-

ropy of the fractal dimension of the faults over both space and time (Section 4.5.2). 
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2.6 Digitization and lineament characterization  

Lineaments are topographic traces of naturally occurring, two-dimensional crustal struc-

tures that form during deformation, and commonly include sets of planar discontinuities (e.g., 

faults, fractures, shear zones) (Shake and McHone, 1986; Masoud and Koike, 2006).  These dis-

continuities are revealed as lineament on satellite imageries and digital elevation models 

(DEMs).   

Study of lineaments utilizing remote sensing techniques can be done in two ways: (i) vis-

ual interpretation of digitally enhanced satellite imageries, and (ii) mechanical techniques via 

complex statistical programs and segment tracing algorithms such as Hough Transformation 

(Karnieli et al., 1996; Koike et al., 1995; Dehls et al., 1998).  In this dissertation, Digital Eleva-

tion Models, derived from the Shuttle Radar Topographic Mission (SRTM-DEM), were con-

structed to improve the visual interpretation of the lineaments in the study area. 

Prominent lineaments, which trended parallel to local BR and CF sets, were identified 

and digitized on the DEMs in few selected areas of southwest MT to: (i) determine their fractal 

dimension, and (ii) evaluate the effect of the fault trace curvature on the shape of the anisotropy 

ellipse in the form of indentation (Figure 2.9) (Chapter 4).  

Remote sensing as a tool extensively facilitates the detection of geological lineaments 

from satellite imageries and the digital elevation model (DEM) in remote areas. Many parts of 

the Rocky Mountains (e.g., study area) are hidden behind inaccessible mountain barriers.  Rigor-

ous climate and severe topography also make field mapping very difficult.  The absence of a 

good road infrastructure to support effective field work, logistical problems in this remote and 

harsh environment led to the usage of remote sensing in this large area. 
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This dissertation project focused on the visual topographic interpretation of both passive 

optical sensors such as LANDSAT 7 Enhanced Thematic Mapper plus (ETM+) and Landsat 4 

and 5 Thematic Mapper (TM), and active sensors such as Shuttle Radar Topographic Mission -

derived Digital elevation models (DEM) to delineate, map, and characterize two generation of 

fault lineaments and understand the tectonic significance of their patterns along the Snake River 

Plain.   

 

 

Figure 2. 9. Hillshade base map, derived from the SRTM dataset, showing the lineaments digitized paral-

lel to local sets of the Basin and Range (red color) and cross normal faults(yellow color) in SW Montana. 

 

 

Although the SRTM-derived DEMs have a high spatial resolution, they used to have no 

absolute reliability. New DEMs produce very high-quality topographic data for the majority of 

Earth’s land, compared with the older SRTM dataset (Farr et al., 2007, Spencer, 2010). DEMs 

can be utilized as source data for digital orthophotos, and for Earth science analysis as layers in 

geographic information systems. DEMs may also be used as tools for volumetric analysis such as 

drainage basin delineation (Farr et al., 2007).  
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CHAPTER 3: SPATIAL ANALYSIS OF FAULTS 

3.1 Introduction 

This chapter presents and discusses the results of the spatial analyses of the point and lin-

ear features which were described in Chapter 2 (Section 2.1.1).  The methods of analysis of the 

polygonal graben fill deposits and lava units along the SRP are discussed in Chapter 5 and Chap-

ter 6, respectively. The goal of this chapter is to investigate the spatial variation of the orienta-

tion, distribution, and pattern of the Basin and Range (BR) and cross normal fault (CF) systems, 

and the formation of the cross fault system over the past 17 Ma along the migratory track of the 

Yellowstone hotspot (i.e., SRP).  

The linear and point features related to these two fault systems were analyzed applying 

the following tools in ArcGIS 10: Line Density in the Spatial Analyst package (Section 3.3.1.1), 

Linear Directional/Orientational Mean (LDM) (Section 3.3.1.2), Multi-Distance Spatial Cluster 

Analysis (Ripley's K-function) (Section 3.3.2.1), and Standard Deviational Ellipse (SDE) (Sec-

tion 3.3.2.2) in the Spatial Statistics package, and Ordinary Kriging in the Geostatistical Analyst 

package (Section 3.3.3).   

The results of the spatio-temporal analyses presented in this chapter are used to address 

the following questions: Which properties (characteristics) differentiate the cross fault system 

from the Basin and Range fault system? What kinematic information can be derived from the 

spatial and temporal distribution of the two generations of faults? What are the spatial and tem-

poral variations in the orientation, density, and geometric irregularity of the two generations of 

faults along, across, and relative to the trend of, the path of the Yellowstone hotspot? Do the fault 

distribution, geometry, orientation, and other characteristics support the suggested model of mi-
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gration of the Yellowstone hotspot (i.e., Westaway, 1989; Anders et al., 1989; Pierce and Mor-

gan, 1992; Sears et al., 2009)? 

The following objectives were set to seek answers to the above questions: (a) Acquire, 

map, and classify normal fault systems that formed during the Cenozoic BR and CF extensional 

events, as well as the regional normal faults that originally formed during Precambrian exten-

sional events and which were reactivated during the Cenozoic extensions, (b) Analyze the struc-

tural characteristics (e.g., orientation) and distribution of the fault systems in space (applying the 

location of the midpoint of each fault) and time (applying the age of adjacent eruption centers). 

 3.2 Material and methods 

Spatial data analytical techniques were applied to the shapefiles of the polylines and 

points acquired from the mid-Tertiary Basin and Range and Neogene-Quaternary cross normal 

fault systems, using ArcGIS 10. The concepts and methods of acquisition and analysis of these 

data are described in the following sections. 

 3.2.1 Spatial dependency (autocorrelation) 

Autocorrelation, as a degree of similarity between the values of a spatial variable, is 

based on Tobler's first law of geography (Tobler,1979), and assumes that pairs of values of adja-

cent or closely-spaced features are likely to be more similar (i.e., have positive autocorrelation) 

than the values of distant features, or values expected for randomly distributed pairs of observa-

tions (Shen, 1994, Legendre and Legendre, 1998; Griffith, 2003; Overmars et al., 2003; Lioyd, 

2010; 2012; Krivoruchko, 2011, Liu and Mason, 2013, Jacquez, 2014).  Thus, the correspond-

ence (i.e., correlation) of a feature (e.g., fault trend, rock type or age) with itself over space is a 

measure of spatial autocorrelation (Griffith, 2003).  In contrast to the values of a spatially de-

pendent (autocorrelated) variable, values of a random variable measured in close locations are 
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independent of each other and show no spatial autocorrelation or pattern (Legendre, 1993; 

Mitchell, 2005; Wong and Lee, 2005; Lauren et al., 2010).  If closely-spaced values of a spatial 

variable are less similar than expected for the values at random locations, they are said to display 

negative autocorrelation (Legendre and Legendre, 1998; Premo, 2004; De Frutos et al., 2007; 

Griffith and Arbia, 2010).  Autocorrelated features are likely to create specific patterns based on 

their adjacency and how their values are arranged over space.   

A positive autocorrelation commonly represents a clustered pattern where adjacent fea-

tures are correlated or have similar values, compared to a negative autocorrelation which may 

exhibit a dispersed pattern.  Autocorrelation is measured by methods such as the Moran’s I index 

that evaluate the effect of distance and similarity between sites of observation (see Chapter 6) 

(Cliff and Ord, 1981; Zhang and Selinus, 1997; Koenig, 1999; Karlstrom and Ceccato, 2000, 

Getis, 2007).  These methods are used to obtain information on the pattern and structure (e.g., 

dependency) of spatial objects and processes that produced or altered them (Gould, 1970; 

Overmars, 2003; Nakhapakorn and Jirakajohnkool, 2006). 

The GIS-based statistical methods for analyzing spatial patterns, applied in this study, are 

based on the assumption of spatial autocorrelation (i.e., Tobler`s law).  The methods apply “in-

ferential statistics” by accepting or rejecting the null hypothesis (H0) that implies a Complete 

Spatial Randomness (CSR) correlation between the variables.  By hypothesizing that variables 

have a spatially random pattern, the probability of truth or falsity for this hypothesis is tested by 

computing the z-scores and p-values (see below) (Cliff and Ord, 1981; Zhang and Selinus, 1997; 

Koenig, 1999; Karlstrom and Ceccato, 2000, Getis, 2007). The autocorrelation methods provide 

many benefits (Goodchild, 1986; Griffith,1987; Ord and Getis, 2001; Getis, 2007), for example, 

they provide: tests to assess the significance of the identified spatial distribution pattern (clus-
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tered, dispersed, or random) clues for the strength of the observed association among values of 

the spatial variable and means to assess the effect of adjacent spatial units on each other and to 

evaluate the effect of distance and geometry of the spatial unit on the value of the spatial varia-

ble.  These methods also provide quantities that can be used to test the hypotheses for random-

ness or other patterns, and lead us to identify outliers, and clusters (concentrations) of large or 

small values of a given variable that may reflect the occurrence of a geological process.  

 Autocorrelation can be assessed at the global and local scales (see Chapter 6). It should 

be noted that the ordinary methods of correlation, such as the least square regression, assume 

randomness and independence of the spatial variables, and therefore, do not apply to the 

autocorrelated (dependent) variables. 

3.2.2  Statistical significance of autocorrelation coefficients 

The probability of truth or falseness of a null hypothesis that assumes variables have a 

random spatial pattern is tested by computing the z-scores and two-tailed p-values (Figure 3.1) 

(Mitchell, 2005; McKillup and Dyar, 2010).  Positive z values (> +1.96) indicate significant pos-

itive autocorrelation, whereas negative z values (< -1.96) indicate significant dissimilarity among 

neighboring observations.   

The z-score is a measure of the distance, in standard deviation units, of an observed point 

from the mean of a normal (random) distribution of a population (assumed by the null hypothe-

sis). The z-score of -1, 0, or +1, indicates one standard deviation below the mean, the mean itself, 

or one standard deviation above the mean, respectively.  For a normal distribution, there is about 

68% chance that an observation will fall between -1 and +1 z-scores (i.e., within one standard 

deviation).  The chance for randomness increases to 95% for an observation to fall between -1.96 

and +1.96 z-scores (Table 3.1).  This means that there is a 5% chance that an observation will be 
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outside the random range, i.e., 2.5% for a z-score less than -1.96 and 2.5% for a z-score greater 

than +1.96 (Table 3.1).   

High z-scores (-1.96 > z-score > +1.96) can be used to reject the null hypothesis of ran-

domness (Mitchell, 2005; McKillup and Dyar, 2010).  While the z-score gives a measure for the 

standard deviation, the p-value (probability value) provides the probability for the observed spa-

tial pattern to have been generated by a random process (assumed by the null hypothesis).  Both 

z-scores and p-values relate to the tail of the bell-shaped standard normal distribution.  A small 

p-value falsifies the null hypothesis (of randomness) at a specific confidence level (90%, 95%, or 

99%) based on the z-score value (Table 3.1).  The significance level at which the null hypothesis 

is rejected is an indication of the strength of the evidence provided by the sample data against the 

null hypothesis, in favor of an alternative hypothesis (e.g., clustering or dispersion). The p-value 

is the smallest significance level (highest confidence level) at which the null hypothesis can be 

falsified.   

The commonly stated confidence levels of 90%, 95%, and 99% correspond with the 0.10, 

0.05, and 0.01 significance levels, respectively (Table 3.1). Thus, the z-score associated with a 

95% confidence level is between -1.96 and +1.96 standard deviations, while the p-value at the 

same level is 5%.  Therefore, if the test statistic is beyond +1.96, the null hypothesis (of spatial 

randomness) would be rejected by assuming a statistically significant difference at least at the 

95% confidence level.  Moreover, when the z-score associated with a 99% confidence level is 

between -2.58 and +2.58 standard deviations, the p-value would be very small (<0.01) (Table 

3.1), and the null hypothesis can be rejected with high confidence (Ebdon, 1985; Goodchild, 

1986;  Griffith, 1987;  Mitchell, 2005;  Langlois, 2013) 
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Table 3.1. The p-values and z-scores for common confidence levels. 

 

 

 

 

 

Figure 3.1. The Test Statistic for normal frequency distribution. Null Hypothesis (H_0) can be rejected if  

-1.96 < z test statistic > 1.96 (see Table 3.1). 

 

3.2.3 Polyline feature class  

 The data classification scheme for each of the four fault groups, i.e., Basin and Range 

normal fault system, cross normal fault system, and the regional N-S and E-W striking sets, was 

described in Chapter 2.   

3.2.3.1 Line density map 

Line density maps for the population of the BR, CF, E-W, and N-S faults were made to 

display their spatial distribution and concentration in different domains applying the Spatial Ana-

lyst in ArcGIS 10.  The Line Density tool measures fault trace lengths per unit area by drawing a 

z-score (Standard Deviations)           p-value (Probability)             Confidence level 

< -1.65 or > +1.65 < 0.10 90% 

< -1.96 or > +1.96 < 0.05 95% 
< -2.58 or > +2.58 < 0.01 99% 



42 

circle around each raster cell center by a “search radius” (i.e., optional distance to calculate den-

sity based on the linear unit), and multiplying the length of the portion of each fault trace that 

falls within the circle by its “population field value” (Figure 3.2).   

Fault traces that fall within the search area are summed, and this number is divided by the 

circle’s area to calculate the line density (Silverman, 1986; Bornmann and Waltman, 2011).  For 

instance, consider a raster cell with its circular neighborhood (Figure 3.3), in which L1 and L2 are 

portions of the lengths of two fault traces which fall within the circle, and V1 and V2 represent 

the corresponding population field values for the fault traces.  In this case, the line density is cal-

culated using the formula: Density = {(L1 * V1) + (L2 * V2)}/ (circle area). 

3.2.3.2 Linear Directional/Orientational Mean (LDM) 

The mean orientation for each set of fault traces was calculated using the Linear Direc-

tional/Orientational Mean (LDM) tool in ArcGIS’s Spatial Statistics.  A directional mean of a set 

of fault traces is the direction angle of a resultant average line constructed by connecting the 

starting point of the first trace to the end point of the last fault trace in the set.  In this case, the y-

axis and x-axis components are the sine and cosine functions of the direction angle (i.e., azimuth) 

of individual fault traces, respectively.  

 

 
 

Figure 3.2. Circular raster cell partially covering two polyline objects. See text for explanation. 

http://resources.esri.com/help/9.3/arcgisdesktop 
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 The tangent of the direction angle of the resultant fault traces (tan θR) is given by the ra-

tio of the sum of the sine of all angles that represent the y-component of the traces to the sum of 

the cosine of all angles that represent the x-component extent of the fault set. The inverse of tan 

θR gives the linear directional/orientational mean (LDM) for the resultant line for a sub-parallel 

set of fault traces, measured clockwise from North as is given by the following equation (Wong 

and Lee, 2005; Mitchell, 2005): 

           (Eqn. 3.1) 

Since the orientation of a line is independent of its length (Krivoruchko, 2011), fault trac-

es are considered to have a unit length during the calculation of the LDM.  Because fault traces 

on maps are horizontal and have no meaningful starting and ending points (i.e., are not vectors), 

their LDM is calculated based on the orientation, rather than direction of the lines (i.e., the two 

ends are equivalent).  This means that if a fault trace which is oriented 010
o
 (or equally 190

o
) 

was arbitrarily digitized, for the USGS database, by someone clicking on the starting point in the 

NE and an ending point in the SW (i.e., 190
o
), instead of the other way around, the calculation of 

the LDM first involves converting all trends to range between 000
o
 and 180

o
.  In this method, the 

orientation of the LDM, for a sub-parallel set of fault traces, is given by the angle  (Table 3.4), 

measured clockwise from North (Wong and Lee, 2005; Mitchell, 2005). 

The Circular Variance (CV) of each fault set represents the deviation of the orientation of 

the fault traces from their mean.  The Circular Variance (CV) spans from 0, where all traces of a 

fault set have the same or very similar orientation, to 1, where all fault traces are in opposite di-

rections. 
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 The Circular Variance is calculated from the following equation wherei is the same as 

that defined above for the equation of the LDM:   

                                      (Eqn. 3.2) 

3.2.4 Point feature class 

 Normal fault traces (polyline shapefiles) were converted to their midpoints (point 

shapefiles) using the Feature to Point (Data Management) tool.  

3.2.4.1 Multi-Distance Spatial Cluster Analysis  

The Multi-Distance Spatial Cluster Analysis tool, based on Ripley's K-function (Ripley, 

1977), was used in the Spatial Statistics package of ArcGIS 10 to determine the distance to 

which the BR and CF systems display a clustered pattern for each caldera. The tool reveals how 

an observed spatial pattern (clustered or dispersed) of a variable (fault trend) changes over dif-

ferent spatial scales (distances) (e.g., Dai et al., 2012).  Compared to other spatial analysis pat-

tern identification methods (e.g., autocorrelation) that calculate the distance between neighboring 

values of a variable, the K-function gives a measure of the spatial pattern over a range of dis-

tances. In this method, the number of distances to evaluate, and the distance and/or distance in-

crement, are specified, and used to compute the average number of neighboring features that are 

within the specified distance (e.g., Wong and Lee, 2005; Scott and Janikas, 2010; Dai et al., 

2010; Streib and Davis, 2011). 

In this study, the location of each fault trace is given by the midpoint of its trace.  The 

method incrementally draws circles (buffers) around the midpoint of an individual fault trace (si, 

target variable) at specific radial distances ( lags, d). It then calculates the number of points 

located within each circle (i.e., for each lag), and moves to the next target point (sj), and repeats 
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the process for all points (fault trace midpoints). The number of distance bands (lags) is specified 

in the GIS application.  If two points with the greatest distance are located at a distance d from 

each other, then, the number of the lags to hold the points is equal to d/l, where l is the distance 

increment (l < d).  The iteration number ranges between 1 and g=d/l.  The distance bands which 

are developed around each point (i) are called K. The value of the K statistic at a given distance 

(d) is given by:   

    

                                                                                                                       (Eqn. 3.3) 

where |A| is the area of the study area, n is the number of the fault trace midpoints, and i and j are 

the indices of the target fault trace and other fault trace midpoints, respectively.  The || si-sj || 

defines the distance l between si and sj, and  is the average density of the fault trace mid-

points placed in each circular buffer (with a size of l x g) divided by the average density of all 

midpoints in the study area.  If the average concentration of fault trace midpoints in a given 

circular buffer is greater than the average density of fault trace midpoints in the whole area, the 

distribution of fault trace midpoints is considered to be clustered for that distance (l). The 

distance between a target point (i) and other points (j) is multiplied by the weight factor I(dij). 

The binary I(dij) is 1 if the neighboring fault trace midpoint (j) is within the distance band of the 

target fault trace midpoint (i), and is 0 if no neighboring fault trace midpoint falls within the 

distance band of the target fault trace midpoint.  

ArcGIS calculates an expected K(d) value for a random distribution applying a user-

defined number of permutations (9, 99, or 999) under the Compute_Confidence_Envelope 

option.  The optional values lead to the random placement of 9, 99, or 999 sets of points for 

analysis. If the no weight field is specified, the confidence envelope is built by randomly 
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selecting points and calculating the K(d) value for them.  For example, if the user selects 9 

permutations, the tool randomly selects (distributes) 9 points, for each iteration, and determines 

the K(d) value for each distance that deviates from the Expected K(d) value for random 

distribution by the greatest amount.  These values define the confidence interval (Esri, 2012).  

For a random point pattern, a theoretical assessment of the K-function is πl
2
, where l is the lag 

distance.
  
In comparison, the observed K-function is less than πl

2 
for a dispersed pattern, and is 

greater than πl
2
 for a clustered pattern.   

 

Figure 3. 3. Ripley’s K-function calculation tool showing the distance bands (buffers) plotted around eve-

ry point (O’Sullivan and Unwin, 2010). 

 

The results of the K-function analysis is commonly interpreted by plotting the K(d) val-

ues (y-axis) against distance (x-axis) on a graph.  Because the amount of K(d) values increases 

with increasing distance, these values need to be adjusted by converting them into a normalized 

measure of the K-function by the square root transformation of K(d), which is known as L(d) 

(Barot et al., 1999).   
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L(d) represents the difference between the value of the observed K-function and that of 

the K-function for the expected random pattern.  L(d) is calculated from the following equation:
 

  (Eqn. 3.4) 

where L(d) is the value of L at a given distance (d), A is the area containing the features, k(i,j) is 

a weight, and n is the number of points (fault trace midpoints).  Each distance band will be mul-

tiplied by the weight k(i.j) which is 1 if the distance (d) is less than the distance between two 

points i, j (no edge correction), and is zero if it is not. The sum of distances is then multiplied by 

the area of the study are, and the result is divided by π times the number of points less one (i.e., 

the remaining points other than the selected one).  The square root gives the value of L at a given 

distance (d). 

Comparing the observed K(d) value with the expected K(d) value allows us to examine 

the spatial pattern (clustered or dispersed) of the points.  The expected value, in any given 

distance d, gives a random distribution which is a line at 45
o
 on the L(d) versus d plot (Figure 

3.4).  At a given distance or scale of analysis, the points show a more clustered distribution 

pattern than a random distribution if the observed L value line is above both the expected 

(random) L value and the higher confidence envelope lines. The points display a more dispersed 

pattern, compared to the random distribution, when the observed L is lower than the lower 

confidence envelope, and both plot under the expected L value line (Bailey and Gatrell, 1995; 

Boots and Getis, 1988; Anselin, 2003; Morrison et al., 2004; Mitchell, 2005; Smith et al., 2007).  

 The size and shape of the study area influence the results of the K-function (Mitchell, 

2005) because points located near the edges of the map area are likely to have less neighboring 

points in the buffer zone outside of the area.  This problem can be fixed applying two correction 
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methods: (i) the Simulate Outer Boundary Values edge, in which the fault trace midpoints across 

the analysis area boundary are mirrored to correct for the underestimated values near the 

boundaries, (ii) the Reduce Analysis Area edge correction method that reduces the size of the 

 study area to the distance which is equal to the largest distance band to be used in the analysis 

(Cressie, 1991; Yamada and Rogerson, 2003; Mitchell, 2005).   

 

Figure 3.4. Plot of L(d) against d for a truly random distribution (straight line).  L(d) measures the differ-

ence between the observed pattern and that expected under the CSR model. 

 

In this study, the distance increment or lag l was selected to be equal to 10, the 

orientation (azimuth) of fault traces was specified as weight, and the simulate outer boundary 

values were chosen to fix the edge effect problem.  The weighted K-function tool was run with 

99 iterations for complete spatial randomness in which 99 sets of polygon centroids were 

randomly placed to calculate and plot the K(d) value and the confidence envelopes above and 

below the Expected K(d). 
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3.2.4.2 Directional distribution using Standard Deviational Ellipse (SDE) 

The Directional Distribution Tool, in the Spatial Statistics package of ArcGIS 10, was 

used to determine the standard deviational ellipse, representing the trend of the geographic dis-

tribution (dispersion) (Scott and Janikas, 2010) of the midpoints of the traces of the Basin and 

Range faults in spatial domains I and II, and the cross faults in the three spatial domains of each 

of the five temporal domains described in Chapter 2.   

 The tool reveals the principal direction of the maximum distribution of the midpoints 

from a set of polylines (fault traces) in each spatial domain, by displaying a directional bias for 

the set (Wong and Lee, 2005; Allen, 2009; Bigham and Sanghyeok, 2012).  Each standard devia-

tional ellipse is described by its major and minor axes and the azimuth () of the major axis 

measured clockwise from the North.  This method first calculates the coordinates of the mean 

center or spatial mean (i.e., central or average location) of the midpoints of the set of fault traces 

in each domain based on the following formula:  

   (Eqn. 3.5)                         (Eqn.3.6) 

where xi and yi are the coordinates for midpoint of the fault trace i, {x , } are the coordinates of 

the mean center for the fault traces, and n is the total number of fault traces.  The angle of rota-

tion (), representing the azimuth of the long axis measured clockwise from North is calculated 

as follows: 

  (Eqn. 3.7) 
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 The method calculates the standard deviation of each of the midpoints relative to the 

mean center, and displays the maximum and minimum spatial dispersion of the points, around 

the mean, with an elongated circle, or an ellipse, with the major axis oriented to match the spatial 

dispersion of the midpoints of fault traces (Wills et al., 2011). The standard deviations for the x-

axis and y-axis (x and y) are estimated using the following formula, where and are the 

deviations of x- and y-coordinates from the mean center: 

  

 (Eqn. 3.8) 

  (Eqn. 3.9) 

 

3.3 Geostatistics  

From the geostatistical point of view, the Basin and Range tectonic and Yellowstone 

hotspot thermal events can be perceived to have had two random fields, with stochastic charac-

teristics. The structures (i.e., normal faults) generated by these two events assumed uncertain 

properties (e.g., orientation, length) at different spatial locations over time. The main attributes of 

each of the two faulting events are their inhomogeneity, anisotropy, uncertain variation, and re-

gional character, which reflect the inhomogeneity of the random stress field that formed the 

faults; anisotropy of rocks that were deformed in each location, position of the hotspot along the 

SRP, and the extent of the area of influence of the two events.  Each of these events was defined 

by an uncertain variable over space and time, called regionalized variable (ReV) with both de-

terministic and stochastic components.  

http://www.sciencemag.org/search?author1=Tom+J.+Wills&sortspec=date&submit=Submit
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 In practice, only the stochastic part of the distribution is measurable in the field, such as 

the trend, position, and length of the fault.  Because it is not feasible to sample the entire popula-

tion of the normal faults that were formed by these two events, due to time, feasibility, and cost 

constraints, the size of the measurements (i.e., samples) taken from these faults is always a min-

imum.  In addition to these constraints, the sporadic exposures of rocks and faults dictate a non-

systematic sampling at randomly positioned points, commonly with a non-uniform spacing be-

tween sample sites.  

The random, regionalized variables (ReVs) of both the Basin and Range and thermally 

induced cross faults are defined only in the areas in where the deformations occurred (i.e., along 

the Snake River Plain). Because of the migrating position of the YHS over the past 17 my, the 

four-dimensional thermal event probably led to several ReVs during the intermittent eruptions 

over the hotspot track; each affecting a certain region of influence of the hotspot’s thermal bulge 

(i.e. at each caldera). Investigation of such uncertainties requires the application of uncertainty 

methodologies such as geostatistics.  

 Discovering the inherent anisotropic distribution of the hotspot’s ReV and the cross 

faults is the best practical way to unravel the spatio-temporal evolution of the faults along the 

Snake River Plain. To achieve this, cross fault data from each spatial domain were imported into 

ArcGIS 10 to construct a regional model of normal faulting based on the location of the existing 

faults. To detect the anisotropy of the ReV for the cross faults, a two-dimensional coordinate sys-

tem was set up, with axes parallel and perpendicular to the long dimension of the track of the 

YHS (i.e., the SRP).  The main objective of the geostatistical analysis was to find the orientation 

of the minimum and maximum variability in the ReV with respect to the YHS track and centers 

of eruption (calderas). To achieve this objective, the semivariograms of the fault data points in 
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each domain were calculated, and the directional influences (i.e., anisotropies) in the 

semivariogram model were determined.  The variograms also helped to determine the range and 

sill (see below) for the spatial variability of the fault orientation (Sarma, 2009).  The available 

fault trace data points in the study area were interpolated to predict over the unsampled areas ap-

plying a geostatistical interpolation models such as Ordinary Kriging and Prediction Map.   

3.3.1 Analyzing spartially continuous data  

ArcGIS’s Geostatistical Analyst provides both deterministic and geostatistical (stochastic 

interpolation) methods to: (i) deduce the characteristics of the spatial or spatio-temporal variation 

in the values of a variable (e.g., fault trend) in the study area based on the sampled point values, 

(ii) model the distribution pattern of the values of a spatial variable, and reveal factors that might 

associate with it, and (iii) construct a continuous surface by interpolating and predicting the val-

ues at unmeasured locations using the values of measured sample points (Saveliev et al., 2007; 

Esri, 2011).  Geostatistical interpolation methods such as Kriging are based on statistics that op-

timize prediction of unknown values by generating prediction surfaces and computing and as-

sessing uncertainty surfaces to verify the accuracy of the predictions (Liu, 2003).  

3.3.3.1 Kriging  

 Matheron (1960), a French mathematician and geologist, defined the concept of Kriging 

for predicting gold deposited in a rock from different core samples.  Kriging estimates the value 

at unsampled locations by weighting the neighboring measured sample values. The neighboring 

measured sample values are weighted based on (i) the distance between them and the prediction 

location, and (ii) the spatial autocorrelation among them (Royle et al., 1981; Davis, 1986; Lam, 

1983, Child, 2004; Azpurua and Ramos, 2010).   
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 There are two methods of Kriging: (i) Ordinary Kriging that calculates and uses a local 

mean in the prediction, and (ii) Universal Kriging that estimates an overriding trend in the data 

(Kleinschmidt et al., 2000; Schuurmans et al., 2007).  The Ordinary Kriging model is: 

        (Eqn. 3.10) 

where Z(s) is the variable value (e.g., trend of a fault) that need to be estimated, µ is the mean, 

and ε(s) is the error caused by the spatial dependence (if it exists). Ordinary Kriging assumes the 

mean (µ) is constant but unknown and can be estimated locally from nearby locations.  

Assuming that the random process ε(s) is fundamentally fixed, the estimates for Z(s0) (i.e., value 

at the prediction location) are essentially weighted averages of the data: 

        (Eqn. 3.11) 

where: Z(si) is the value at the measured sample point at the ith location, λi is an unknown weight 

for the measured sample point value at the ith location, s0 represents the prediction location, and 

N is the number of measured sample point value (Royle et al., 1981; Oliver, 1990).  In the 

Ordinary Kriging method, which is applied for data with a trend, the weight (λi) is a function of 

the variogram model of the measured point values, the distance to the prediction location, and 

the spatial autocorolation among the measured values around the prediction location.  The 

Kriging method computes the empirical semivariogram for a large data sets, fits a model, 

produces the matrices, and then constructs a surface (predication) with the z-values.  

 The semivariogram is a plot of the semivariance between sample values against distance.  

Since Kriging is based on Tobler's first law of geography (Tobler, 1979), the values of adjacent 

or nearby features (variables) are more likely to be similar compared to the values of distant fea-

tures. The probability of truth or falseness for this assumption is tested by quantifying the spatial 

relationship (autocorrelation) in the weights (measured sample values) from the semivariograms.  
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Kriging assumes that some of the spatial variation in the measured values may be due to random 

processes, and requires that autocorrelation be evaluated. 

 Variogram (2) as a measure of the spatial dependence of a spatial random field, Z(s), is 

the variance of the difference between the measured field values var(Z(si) - Z(sj)) at two loca-

tions i and j. The semivariogram () is defined as: 

γ(si,sj) = ½ var(Z(si) - Z(sj))   (Eqn. 3.12) 

where var is the variance, si and sj are the measured field values, and Z(si,sj) are variable values 

to be estimated. As the distance between si and sj decreases the difference in their values will al-

so decrease and the values are more likely to be alike. Therefore, the semivariogram depicts 

the best-fit trend for the spatial autocorrelation of the measured sample points. The trend first 

rises up to certain distance (critical distance), and then it flattens out. The distance where the 

trend levels out is known as the range (Burrough, 1986; Royle, 1981; Oliver, 1990).  Samples 

that are separated by distances that are less than the range are spatially autocorrelated; those that 

are spaced wider than the range are not.  The value at which the semivariogram reaches the con-

stant level is called the sill.  The height of the jump of the semivariogram above the origin is 

called nugget, which may represent either the measurement error, microscale variation, or both 

(Bohling, 2005). 

 Two types of directional components influence the predictions: global trends and direc-

tional influences on the semivariogram/covariance (known as anisotropy).  The global trend can 

be determined by an overriding process applying mathematical formula (e.g., a polynomial) that 

affects all measurements in a deterministic method.  Anisotropy for a random process reveals 

autocorrelation as a function of direction. It represents the existence of directional differences in 

spatial dependence (autocorrelation).   
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 A directional influence (anisotropy) affects the sampled point values and the trend of the 

semivariogram.  The existence of anisotropy indicates that in certain directions, adjacent or 

closely-spaced features are likely to be more similar than the values of distant feature (Li et al., 

2013).  

The Geostatistical Wizard extension of ArcGIS’s Geostatistical Analyst was applied to 

investigate the existence of any directional influence on the semivariagram using Ordinary 

Kriging. The orientation and the midpoint position of the Basin and Range and cross normal fault 

traces were used as input in this analysis.  The exponential semivariogram model, variable lag 

sizes, and number of lags =12 were chosen as options for the geostatistical analysis.   

ArcGIS automatically calculates the nugget, range and sill for the selected options.  The 

anisotropy option was also checked to find the directional influence (anisotropy) on the 

semivariogram representing the trend of the autocorrelation among the fault trace orientation da-

ta in each domain. The directional influence (anisotropy) is depicted by a best-fitting ellipse with 

major and minor principal axes. The azimuth of the ellipse’s major axis with respect to the North 

(000
o
) is specified by the angle ‘φ’ (Tables 3.5 and 3.5). The anisotropy ellipses (depicting the 

directional influence), which were determined for each spatial domain, were placed in their cor-

rect orientation using the azimuth of their major axes (φ), at the center of their corresponding 

domains on the map to detect the regional variation of the principal directions relative to the axis 

of the SRP.  

The trend for the linear directional mean (using the angle ) for the fault set was also 

drawn as a reference and for comparison. The surface (prediction) map, which is constructed by 

the Geostatistical Analyst as output, interpolates and predicts the orientation of fault traces in 

areas along the SRP where they are missing (not sampled).   
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The accuracy of the predictions was evaluated by cross validation, which develops the 

trend and autocorrelation models by removing each data location one at a time and predicting the 

related data values.  The cross validation was also applied to compare the predict-

ed and measured orientation of the fault data points in each domain. 

3.4 Results 

3.4.1 Polylines and points data 

The Hillshade maps of the study area, produced as a base to the structural domains of the 

mid Tertiary-Quaternary normal fault systems, are shown in Figures 3.5 and 3.6.  The general 

statistics for the Basin and Range (BR) and cross normal fault (CF) systems, measured with 

ArcGIS 10 for different spatio-temporal domains, are given in Tables 3.2 and 3.3.   

The BR fault traces were classified into two homogeneous, orthogonal NW- and NE-

trending sets in the spatial domains I and II (Figure 3.5), in which the standard deviation of the 

trend of the faults is a minimum (Table 3.2).   

Spatial domain I covers the area around the SRP in southeast Idaho, and includes long, 

NW-trending mountain ranges such as Lost River, Lemhi, Beaverhead (140-150 km), Grand 

Valley (140 km), and Swan Range (154 km), with curvilinear range-front fault traces that run 

sub-parallel to the older fold-and-thrust belt (Haller,1988;1990; Janecke, 2007).  Domain II co-

vers the area in southwest Montana (Figure 3.5), and includes fault traces trending between 017° 

and 085° (Table 3.2), such as those bounding Gallatin Range (27 km), Emigrant (43 km), Bridg-

er (48 km), Tobacco Root (32 km), Madison (99 km), and Ruby Range (38 km) (Haller et al., 

2002; Janecke, 2005; 2007). 
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Figure 3.5. Hillshade base map, derived from the SRTM dataset, showing the trace of the mid-Tertiary 

Basin and Range normal faults in the study area in two major spatial domains. 

 

Table 3.2. Statistics of the Basin and Range, N-S, and E-W trending normal fault systems in different 

spatial domains, SD: standard deviation. 

 

Domain/Area Fault 

Set 
Sub-area Trend Count 

(n) 
Mean 

(Trend) 
SD 

(Trend) 
Domain I, ID BR - 095

o
-175

o 6,091 141
o 17.30 

  NSRP 095
o
-175

o 4,527 141
o 17.50 

  SSRP 095
o
-175

o 1,564 152
o 18.60 

  ESRP 017
o
-175

o 8,751 101
o 52.00 

Domain II, MT BR  017
o
-085

o 3,707 045
o 15.20 

Study Area N-S - 000
o
-017

o 
175

o
-180° 

1,163 15.7
o 

177
o 

5.70 
1.65 

Study Area E-W - 085
o
-095° 1,529 088

o 1.25 

 

The Snake River Plain area was divided into five temporal domains (Ti, i: 1-5) based on 

the successive age of the eruption centers. Each of these temporal domains was also divided into 

three spatial domains (Si, i: 1-3) in which the trend of the cross faults is homogeneous (i.e., min-

imum standard deviation) (Fig. 3.6).  Among the five temporal domains, T1 is the oldest and 

smallest, and lies to the south of Mountain Home in SW Idaho (Fig. 3.6) where the Bruneau-
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Jarbidge caldera ‘supervolcano’ erupted during the Miocene (~10-12 Ma) (Shervais and Hanan, 

2008).   

The cross faults in T1 occur only in the middle spatial domain (i.e., T1S2), in southeast 

Idaho, and are not mapped in other parts either because they did not form there, for example due 

to a strong crust during faulting, preexisting thrust or other kinds of faults did not exist to initiate 

faulting (Janecke and Foster, 2006), or they are covered by recent basalt. 

The younger T2 temporal domain is situated in the central part of the SRP where the Twin 

Falls volcanic field formed about 11 Ma, in the region of Twin Falls and northern part of the 

state of Idaho (Hodges et al., 2002).  The T3 temporal domain is located at the Picabo caldera that 

formed about 10.2 ± 0.06 Ma, northwest of Pocatello and west of Blackfoot in the ESRP, Idaho 

(Yuan, 2005; 2010).   

The T4 temporal domain, northwest of Idaho Falls, is where the Heise volcanic field ex-

plosively formed in eastern Idaho over 2 million years, beginning around 6.6 Ma (Watts et al., 

2011).  The youngest T5 temporal domain covers the area where the caldera forming eruptions 

related to the Huckleberry Ridge volcanism (2.1 Ma), Henry’s Lake Volcanism (1.3 Ma), and 

Yellowstone Plateau Volcanism (0.6 Ma) in the Yellowstone National Park (YSNP) formed 

the Yellowstone Plateau volcanic field (Fritz and Thomas, 2011) (Fig. 3.6). The more or less 

constantly oriented, regional, nearly N-S and E-W trending sets of normal faults occur homoge-

neously without much variation over the whole study area (Figure 3.7). The line density maps for 

the BR, CF, and regional N-S and E-W trending fault traces (Figures 3.8 and 3.9) reveal a high 

linear density for the BR faults in spatial domain I, and a high linear density for the CF traces in 

the central spatial domain of T4 (i.e., S2T4) and southern temporal domain of T5 (i.e., S1T5) 
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near the Yellowstone National Park area (YNP), where most of the seismically active faults are 

located. 

 

Figure 3.6. Hillshade base map, derived from the SRTM dataset, showing the trace of the cross normal 

faults in the five temporal domain (T1 to T5). 
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Table 3.3. Statistics of the cross faults in the five temporal domains. ‘n/a‘: not available. 

Temporal 

Domain 

Spatial  

domain, Si 

Fault 

set 

Trend (Azi-

muth) 

Number of  

fault traces, n 

Mean  

trend 

Standard 

deviation 

 

 

T1 

NSRP, S3 n/a n/a n/a n/a n/a 
 

CSRP, S2 

1 NE-SW 17 049
o
 11.20 

2 E-W 6 093
o
 7.90 

Total NE-SW, E-W 23 060
o
 23 

SSRP, S1 n/a n/a n/a n/a n/a 
 

 

 

 

T2 

 

NSRP, S3 

1 NE-SW 147 061
o
 13.20 

2 E-W 61 090
o
 6.90 

Total NE-SW, E-W 208 070
o
 28.80 

 

CSRP, S2 

1 NE-SW 1,746 046
o
 14.10 

2 E-W 188 090
o
 8.50 

Total NE-SW, E-W 1,934 n/a n/a 
 

SSRP, S1 

1 NE-SW 63 042
o
 13.70 

2 E-W 15 090
o
  6.70 

Total NE-SW, E-W 78 n/a n/a 
 

 

 

 

T3 

 

NSRP, S3 

1 NE-SW 555 043
o
 14.00 

2 E-W 86 087
o
 9.60 

Total NE-SW, EW 641 050
o
 20.59 

 

CSRP, S2 

1 NE-SW 1,746 046
o
 14.10 

2 E-W 188 090
o
 8.50 

Total NE-SW, EW 2,562 053
o
 20.70 

 

SSRP, S1 

1 NE-SW 384 046
o
 18.80 

2 E-W 159 093
o
 8.10 

3 110
o
 - 133

o
 68 116

0
 5.20 

Total 012
o
 -133

o
 611 067

o
 31.60 

 

 

 

 

 

T4 

 

NSRP, S3 

1 010
o 
- 075

o
 242 042

o
 15.80 

2 E-W 83 091
o
 7.30 

3 100
o 
- 170

o
 57 120 18.90 

Total 010
o
 -170

o
 382 065

o
 31.20 

 

CSRP, S2 

1 100
o
- 179

o
 1000 142

o
 15.80 

2 004
o-

 079
o
 304 090

o
 8.50 

3 E-W 231 095
0
 9.80 

Total 004
o
 - 179

o
 1,535 128

o
 32.40 

 

SSRP, S1 

1 111
o 
-171

o
 1,416 139

o
 14.10 

2 071
o
 - 110

o
 219 095

o
 10.50 

3 016
o
 - 074

o
 28 062

o
 16.10 

 Total 016
o
-172

o
 1,663 131

o
 22.50 

 

 

 

 

 

T5 

 

NSRP, S3 

 

 

1 112
o
- 180

o
 1,641 138

o
 13.80 

2 000
o
 -075

o
 270 091

o
 7.30 

3 111
o 
- 180

o
 642 148

o
 19.20 

Total NW- SE 1,911 126
o
 36.20 

 

CSRP, S2 

 

1 003
o
-075

o
 168 040

o
 20.40 

2 112
o 
-118

o
 169 137

o
 20.1 

3 E-W 221 095
0
 9.2 

Total 003
o
 - 180

o
 558 090 41.3 

 

SSRP, S1 

1 000
o 
- 075

o
 786 033

o
 21.3 

2 E-W 311 091
o
 7.3 

3 111
o 
- 118

o
 1,153 148

o
 19.2 

Total 010
o
 -170

o
 2,550 118

o
 34.2 
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Figure 3.7. Hillshade base map, derived from the SRTM dataset, showing the trace of the regional, nearly 

N-S and E-W trending normal fault system in the study area.  

 

 

 

 

 

Figure 3.8. Fault trace density maps for: (A) Basin and Range and (B) cross fault systems.  
 

 

 

A B 
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Figure 3.9. Fault trace density maps for: (A) N-S and (B) E-W trending normal faults. 

 

The spatial distribution patterns of the Basin and Range fault systems in domains I and II, 

determined applying the Ripley’s K-function, are shown in Figure 3.10.  Clustering of the Basin 

and Range fault sets occurs with a radius of 12 km and 7 km in domain I and II, respectively. 

These fault traces display a dispersed pattern beyond these distances. The Basin and Range faults 

remain clustered in domain I over a longer distance compared to those in domain II (Figure 

3.10).  
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Figure 3.10. The L(d) vs. distance output of the Ripley’s K-function tool in ArcGIS 10 showing the ex-

tent of the clustered pattern of the Basin and Range fault sets.  

 

 The traces of the cross faults show a more clustered pattern than a random distribution in 

all spatial domains (S1-S3) of the five temporal domains as indicated by the position of their ob-

A B 
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served K value above the expected K value (Figs. 3.11-3.15). The variable slope of the observed 

K line for temporal domain T1 indicates a non-uniform clustering with distance (Figure 3.11). 
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Figure 3.11. Non-uniform clustered distribution pattern of a set of cross faults in the temporal domain T1, 

determined by the Ripley’s K-function tool. 
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Figure 3.12. Clustered patterns of the cross faults in the three spatial domains of T2, determined by the 

Ripley’s K-function tool.   
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Figure 3.13. Clustered patterns of the cross faults in the three spatial domains of T3, determined by the 

Ripley’s K-function tool. 
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Figure 3.14. Clustered patterns of the cross fault sets in the three spatial domains of T4, determined by the 

Ripley’s K-function tool.  
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Figure 3.15. Clustered patterns of the cross faults in the three spatial domains of T5, determined by the 

Ripley’s K-function tool.  

 

 

The standard deviation ellipses (SDEs) and the mean trend of the traces of normal faults, 

represented by the linear directional mean (LDMs) for the Basin and Range faults are shown in 

Figure 3.16 for domains I and II.  The SDE and LDM for the cross faults are shown in Figure 

3.17 for the five temporal domains (T1-T5).  The LDMs for the Basin and Range faults in do-

mains I (044.5
o
) and II (140

o
) are almost perpendicular (95.5

o
) to each other.   

The major axes of the SDEs for the BR set in the SSRP and NSRP sub-domains of do-

main I are oriented about 081
o
 and 067

o
; respectively, at a high angle to the LDM (=140

o
, Table 

3.4) in that domain (Figure 3.16). The major axis of the less eccentric SDE for the BR set in do-

main II is oriented 093
o
 which is at a moderate angle to the LDM (=44.5

o
) in that domain (Fig-

ure 3.16). 
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Figure 3.16. The standard deviation ellipses (SDEs) for the BR fault traces in domains I and II. The dou-

ble-headed arrows show the LDMs in domains I and II.   

 

The directional distrubition analysis of the traces of the cross faults reveals a similar pat-

tern of variation in the spatial domains of each of the five temporal domains.  The form lines 

drawn parallel to the LDMs in the three spatial domains for each temporal domain reveal an 

asymmetric sub-parabolic distribution for the cross faults, with their apices lying on the SRP 

(Figure 3.17).  The sub-parabolic spatial distribution of the fault trace LDMs is better defined in 

the latest temporal domains of T4 and T5. The orientation of the form line in each spatial domain 

is measured by the acute angle α (Table 3.4) between the LDM and the approximate trend of the 

eastern Snake River Plain (032
o
).   
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Figure 3.17. The spatial distribution of the standard deviation ellipses (SDEs) for the CF traces in the five 

temporal domains (T1-T5).  The arrow in each SDE shows the orientation of the LDM.  The sub-parabolic 

dotted lines, centered on individual calderas along the SRP, are trajectories that parallel the LDMs. 

 

The sense of the angle α (clockwise or counter-clockwise) is given by rotating the mean 

trend of the SRP toward the LDM in each spatial domain.  The angle  in the southern spatial 

domains (S1) for each temporal domain (except for T5) is smaller than the angle  in other spatial 

domains (Table 3.4).  The angle  for the central and northern spatial domains (S2 and S3) is CW 

and moderate for the temporal domain T1-T3, compared to the high and mostly CCW angles for 

the more recent temporal domains T4-T5 (Table 3.4).  These angles () define the shape of the 

sub-parabolic form lines for the five centers of eruption along the SRP (Figure 3.17). The acute 

angles (β) between the azimuth of the LDM (), that parallels the form line in each domain, and 

the azimuth of the major axis of the standard deviation ellipse, SDE () are given for the CF 

traces in the five temporal domains in Table 3.4.  The angle () is variable among domains (Ta-
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ble 3.4), indicating that the trend of the dispersion of the midpoints of the set of cross normal 

faults is at variable angles to the mean trend of the fault set. 

   

Table 3.4. Angular relationships between different parameters of the cross normal faults in the five tem-

poral domains (Ti). See text for explanation. 

 

 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

The trend of the directional influence (anisotropy) in the semivariogram, given by the an-

gle φ, of the BR, N-S, and E-W striking faults, determined applying the Ordinary Kriging meth-

od, are given for different spatial domains in Table 3.5 and Figures 3.18 and 3.19.   

The maximum principal (major) axis of the directional influence ellipse for the BR set in 

domain I is oriented 144
o
, parallel to the mean trend (linear directional mean, LDM) of the fault 

traces in that domain (Table 3.5, Figures 3.16 and 3.18).  The orientation of the major axis (φ) of 

the fitted directional influence ellipse in domain II (SW Montana) is 053
o
 which is at a low angle 

Trend of the major axis of the standard deviational ellipse, SDE () 
Area T1 T2 T3 T4 T5 

NSRP, S3 n/a 013
o 108

o 146
o 083

o 
CSRP, S2 125

o 066
o 029

o 097
o 028

o 
SSRP, S1 n/a 081

o 105
o 089

o 024
o 

      

Trend of the linear directional mean, LDM, () 
Area T1 T2 T3 T4 T5 

NSRP, S3 n/a 079
o 053

o 135
o 150

o 
CSRP, S2 073

o 076
o 065

o 135
o 118

o 
SSRP, S1 n/a 036

o 017
o 034

o 172
o 

      

Acute angle (α), between the trend of the LDM () and the trend of the SRP (032
o
) 

Area T1 T2 T3 T4 T5 
NSRP, S3 n/a 47

o
 cw 21

o
 cw 77

o 
ccw 62

o
 ccw 

CSRP, S2 41
o
 cw 44

o
 cw 33

o
 cw 77

o 
ccw 86

o 
cw 

SSRP, S1 n/a 04
o
 cw 15

o 
ccw 02

o 
cw 40

o 
ccw 

      

Acute angle () between  and  
Area T1 T2 T3 T4 T5 

NSRP, S3 n/a 66
o 55

o 11
o 67

o 
CSRP, S2 52

o 10
o 36

o 38
o 90

o 
SSRP, S1 n/a 45

o 88
o 55

o 32
o 
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to the trend of the LDM (=44.5
o
) (Table 3.5, Figures 3.16 and 3.18). The principal axes of the 

directional influence ellipse for the Basin and Range faults in domains I and II are perpendicular 

(91
o
) to each other (Figure 3.18).  

The major axis (A) of the directional influence (anisotropy) ellipse for the regional N-S 

trending fault set, measured over the entire area, is 017
0
 at a low angle to the mean trend of the 

set, and the minor axis is oriented along 073
o
  (Table, 3.5 and Figure 3.19).  The major axis of 

the directional influence ellipse of the regional E-W trending fault set, measured over the entire 

area, is oriented 102
0
 sub-parallel to the mean trend of the set (Table, 3.5 and Figure 3.19). 

 

Table 3. 5. Trend of the major and minor principal axes of the anisotropy (directional influence) in the 

semivariogram for the Basin and Range and regional E-W and N-S trending normal faults. 
  

Area Trend of major axis of the directional  

influence ellipse (φ) 

Trend of minor axis of the direction-

al influence ellipse 

Domain I 144
o
 054

o
 

Domain II 053
o
 143

o
 

Regional E-W trending 102
0
 012

o
 

Regional N-S trending 017
0
 073

o
 

 

Table 3. 6. Trend of the major and minor axes of the anisotropy (directional influence) ellipses for the 

cross normal faults in the five temporal domains (Ti). 
 

Trend of principal major axis of the directional influence ellipse (φ) 

Area T1 T2 T3 T4 T5 

NSRP, S3 n/a 070
o
 053

o
 136

o
 136

o
 

CSRP, S2 32
o
 041

o
 044

o
 058

o
 125

o
 

SSRP, S1 n/a 042
o
 042

o
 044

o
 148

o
 

Average  032
o
 051

o
 046

o
 079

o
 136

o
 

Trend of the principal minor axis of the directional influence ellipse 

Area T1 T2 T3 T4 T5 

NSRP, S3 n/a 160
o
 143

o
 046

o
 046

o
 

CSRP, S2 122
o
 131

o
 134o

 148
o
 035

o
 

SSRP, S1 n/a 132
o
 132

o
 134

o
 058

o
 

Average 122
o
 141

o
 136

o
 109

o
 046

o
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Figure 3.18. Hillshade and contour map showing the directional influence (anisotropy) ellipses in the 

semivariogram for the Basin and Range normal faults. The arrows are the LDMs. 

 

 

N-S trending normal fault traces 

 
 

φ: 017° 

 

E-W trending normal fault traces 

 

 

φ=102° 

Figure 3.19. The directional influence (anisotropy) for the regional N-S and E-W trending fault traces in 

the entire study area calculated by the Ordinary Kriging method.  
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 The trend of the major axis of the directional influence (anisotropy) (φ) in the 

semivariogram for the cross faults in the three spatial domains of each of the five temporal do-

mains, determined applying the Ordinary Kriging, are given in Table 3.6 and Figures 3.19.   The 

principal axes of the directional influence ellipse are mostly at low angles to the linear direction-

al mean (LDMs) of the cross faults. The minor axes of the directional influence ellipse in each 

domain give the approximate direction of extension for the normal faults in that domain (Figures 

3.18 and 3.20).  

 The form lines drawn parallel to principal axis of the directional influence ellipse and the 

LDMs for the cross faults in the three spatial domains of each temporal domain reveal an asym-

metric sub-parabolic distribution, with their apices lying on the SRP (Figure 3.20).   

The hillshade and contour maps (prediction maps) for each set of normal faults, representing the 

most common orientation (mean trend), is depicted in cool colors (blue and green) compared to 

the least common orientation that are shown with warm colors (yellow and red) in each domain 

(Figures 3.18 and 3.20).  

 The orthogonal major axes of the anisotropy ellipses for the BR faults in domains I and II 

underscore the presence of a major discontinuity between domain I and II (Figure 3.18).  The 

discontinuity is also revealed between the NE-SW mean trend of the cross faults in the T1-T3 

temporal domains and the NW-SE mean trend of faults in the T4 and T5 temporal domains (Fig-

ure 3.20). 
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Figure 3.18. Hillshade and contour map showing the trend of the principal directions of the anisotropy in 

the semivariogram in the five temporal domains. The form lines (dotted black lines) are drawn sub-

parallel to the major axes of the anisotropy ellipses and the LDMs (arrows). 

 

3.5 Discussion  

Although the variation in the trend of the Basin and Range fault traces is low in both do-

main I and II (Table 3.2), the mean trend of the faults in these two domains are sub-

perpendicular (96
o
) to each other. The anisotropy and heterogeneity, which were developed as a 

result of the complex pre-Cenozoic deformation of the Precambrian, Paleozoic, and Mesozoic 

rock units, have probably led to the observed regional variation in the attitude of the Basin and 

Range normal faults in southeast Idaho (domain I) and southwest Montana (domain II) (Figure 

3.5).  The Basin and Range normal faults in domain II are shorter than those in domain I proba-

bly because they formed along older existing reverse faults which were formed during the 

Laramide thick-skinned uplift (Janecke, 2005; 2007).  The N-S and E-W regional faults have the 

lowest standard deviation over the entire area.   



73 

The linear density, which measures the total length of fault traces per unit area, reflects 

how a set of fault traces fills two-dimensional space (e.g., map), which explains why longer fault 

traces lead to a higher density.  Since longer faults contribute more to the linear density, the 

higher density in domain I, in southeast Idaho, may also reflect the longer Basin and Range fault 

traces in this area (e.g., around 140-150 km for the Lost River, Lemhi, and Beaverhead faults) 

compared to those in domain II in SW Montana.  Moreover, the high density for the Basin and 

Range faults in domain I, and its NSRP, SSRP, and ESRP sub-areas, compared to those in do-

main II, also reflects the greater number of faults in domain I (6,091) compared to the 3,707 

faults in domain II, and a high degree of variation in the trend of the fault traces indicated by the 

high azimuthal standard deviation in the ESRP area (Figures 3.8 and 3.9, Table 3.2).  On the oth-

er hand, because normal faults propagate more quickly along strike than dip, they are more likely 

to link along strike.  Thus, the longer normal faults in domain I, which probably are also wider 

because of greater displacements at their midpoints, must have contributed more to the density in 

that area.  

The high linear density spots on the BR and CF fault trace density maps also correlate 

with high density spots of the N-S and E-W trending fault sets (Figures 3.8 and 3.9). The high 

linear density of the cross fault system in the central Snake River Plain sub-domain (CSRP) may 

reflect either an increased chance for the formation of new cross normal faults, or reactivation of 

existing faults, along the margins of the SRP (Pierce and Morgan, 1992; Puskas et al., 2007) pos-

sibly due to the Yellowstone hotspot-related thermal expansion and subsequent subsidence.  

 The results from the linear density maps of the Basin and Range and cross faults (Figures 

3.8 and 3.9) support the hypothesis that reactivation of older BR normal faults during the T4 and 

T5 thermal events (volcanic eruptions) may have produced smaller cross faults (Pierce and Mor-
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gan, 1992), hence the increase in fault density in these temporal domains. The decrease in the 

spatial density of the cross faults as a function of distance from the axis of the Snake River Plain, 

which represents the hotspot track, also suggests the role of the hotspot for the formation of the 

cross faults (Figures 3.8 and 3.9).  

The Basin and Range and cross fault systems exhibit a clustered distribution pattern in 

each spatial domain (Figures 3.10-3.15), as is indicated by the distance at which their observed K 

values intersect the expected K value (Briggs, 2010).  The BR fault traces in spatial Domain I are 

more clustered and remain so over a greater distance (>12 km compared to the BR fault traces in 

spatial Domain II (< 7 km) (Figure 3.10).  The variation in the slope of the observed K in domain 

II (Figure 3.10) and S1T2 (Figure 3.15) could be due to the gap between the data points (fault 

trace midpoints) on the map.  These trends imply that clustering is at a local scale in both spatial 

domains (II and S1T2).  

The nature of the deformation in the areas affected by the Basin and Range and cross 

faulting is a function of both spatial and temporal fluctuations of the stress level (stress cycles) 

that may have occurred during the evolution of these structures (Sibson, 1986).  During this dy-

namic process, the slip and shear stress may have varied along the faults due to local strain hard-

ening (e.g., by mineralization, healing) and softening (e.g., chemical and mechanical effects of 

fluids and melts, mineralogical changes; lava injection) processes. The variation could also have 

occurred as a function of time in southwest Montana and southeast Idaho where the thermal 

dome of the Yellowstone hotspot is thought to have been migrating with time.  Normal fault 

traces propagate along strike in two directions away from their midpoint, to reach their maxi-

mum length at the end points (arrest points).  Therefore, fault traces undergoing displacement 

can propagate (i.e., length L increases) if the barriers at the end of the trace are destroyed with 
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increasing strain. Strain hardening transfers faulting to a new point where a new fault would 

propagate, and so on. All of these processes change the density, length, and spacing between 

fault traces. The linear directional mean (LDM) and the directional influences (anisotropy ellip-

ses) in the semivariograms provide significant kinematic information for normal faulting.   

Based on the Anderson theory of normal faulting, the maximum principal compressive 

axes (1) (or roughly, the minimum principal extension, e3) is perpendicular to the earth surface 

while the intermediate (2) and minimum (3) principal compressive stress axes are horizontal 

for normal faulting (Twiss and Moores, 2007; Fossen, 2010).  On a map of a set of sub-parallel 

traces of normal faults, the trend of the intermediate and minimum principal compressive stress 

axes can be estimated to be parallel and perpendicular to the mean trend of the set, respectively. 

Therefore, the azimuths of the linear directional mean (LDM) and the major axis of the direc-

tional influence (anisotropy) ellipse of the set of fault trace in each domain approximately gives 

the orientation of the intermediate principal compressive axis (2) in the domain, which is per-

pendicular to the direction of extension for normal faulting.  Using these arguments, the 

extension direction for the Basin and Range faulting event in Domain I and II are NE-SW and 

NW-SE, respectively.   

The large variation in the orientation of the major axes of the SDEs of the cross fault 

system, in different parts of the five temporal domains (Figure 3.17) reflects the variable 

formation of the cross fault sets over space and time. However, the comparable (sub-parabolic) 

pattern of the variation of the LDMs, and the sub-parallel alignment of the minor axes of the 

SDEs and the LDMs, in the spatial domain of each temporal domain, suggest uniform, probably 

related, cross faulting during successive extensional events (represented by the temporal do-

mains) that correlate with the sequence of eruptions along the SRP.  The almost NW-SE trends 
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of the minor axes of the SDEs in the youngest T5 temporal domain, which are oriented approxi-

mately parallel to the LDMs, suggest extension along the NE-SW direction for the latest epi-

sodes of the cross faulting event in the areas near the Yellowstone National Park (Figure 3.17).   

The asymmetric, sub-parabolic distribution of the spatial trajectories (form lines) of the 

linear directional means (LDMs) and the principal major axes of the directional influences (ani-

sotropy) ellipses of the traces of cross normal faults in the latest T3, T4, and T5 temporal domains 

(Figures 3.17 and 3.20) are similar to the reported parabolic distribution of the epicenters along 

active normal faults around the YHS (Anders et al., 1989; Anders and Sleep, 1992; Pierce and 

Morgan, 1992; Smith and Braile, 1993; Pierce and Morgan, 2009; Smith et al., 2009) (Figures 

3.17 and 3.20).   

The spatio-temporal distribution of the apexes of the sub-parabolic pattern on the centers 

of eruption along the path of the hotspot (SRP), and the similarity of the LDM and the principal 

axes of the directional influences trajectories, hence extension directions, for each center of erup-

tion, suggest that the cross normal faults systematically and progressively formed due to the 

thermal regime of the hotspot as it migrated to the northeast.  This implies that the age of the 

normal cross faults progressively becomes younger from T1 toward T5. 
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CHAPTER 4: FRACTAL ANALYSIS 

4.1 Introduction 

This chapter gives an overview of the fractals and fractal geometry, provides the theoreti-

cal background about the fractal dimension, and describes the classic, manual fractal methods 

(e.g., box counting and Canter set) and their automated versions (Section 4.5.1).  It also presents 

the results of applying the computerized box-counting method in the Benoit software package 

(TruSoft International, 1997) and the automated modified Cantor-dust method to the BR and CF 

fault systems using the AMOCADO modular software tool in the MATLAB environment (Sec-

tion 4.5.2).  The box-counting method was applied to determine the fractal dimension of the fault 

traces of all normal faults, and the AMOCADO software was used to determine the anisotropy of 

the fractal dimension of the faults over both space and time. Fractal analysis was applied to the 

CF and BR faults because studies of self-similar linear curviplanar features such as the traces of 

faults, fractures, and drainages, are mostly problematic, and can best be handled with fractal 

methods. 

The goal of this section is to determine the spatio-temporal distribution and anisotropy of 

the fractal dimension of the traces of the Basin and Range (BR) and cross normal fault (CF) sys-

tems, lineaments, and surface drainage networks associated with the two fault systems, and in-

vestigate their kinematic and tectonic significance for normal faulting in the area around the SRP 

in Idaho and southwest Montana in relation to the migration of the Yellowstone hotspot.  

The spatial patterns of the traces of the BR and CF faults on maps are complex because 

of the effect of topography and the heterogeneity and variation in their dip angle, length, and 

density.  As a consequence, the spatial distributions of the size, orientation, and fractal dimension 

of the two systems of normal fault in the study area are unknown.  



78 

I will discuss the results of my fractal anisotropy analysis in relation to the reported dis-

tribution of active normal faults with highest Quaternary displacement rates and small- to mod-

erate-magnitude earthquakes, in the Idaho and northern intermountain seismic belts, in a parabol-

ic pattern about the axis of the eastern SRP, with its apex at the Yellowstone plateau (Anders et 

al., 1989; Anders and Sleep, 1992; Pierce and Morgan, 1992; Smith and Braile, 1993; Pierce and 

Morgan, 2009; Smith et al., 2009).  How likely is it for the cross normal faults to also have a par-

abolic distribution around the center of each eruption (not just the Yellowstone plateau) along the 

SRP?  Did the temporally variable sets of cross normal faults, that were generated in each calde-

ra possibly due to thermally-induced, expansion-subsidence, as the YHS migrated northeast, 

form in a circular (isotropic) dome, ellipsoidal (anisotropic) dome, or irregular pattern around the 

centers of eruption along the SRP?   

In this chapter, I investigate these questions by analyzing the distribution of the orienta-

tion, anisotropy of fractal dimension, and deduced extension direction of each set of cross normal 

faults in time and space, and in relation to the trend of the Eastern Snake River Plain (ESRP) and 

centers of eruption.  The variations in the characteristics of the cross normal faults, such as the 

anisotropy of fractal dimension, density, and orientation, are put in the context of the migration 

of the Yellowstone hotspot along the Snake River Plain, and the ensuing normal faulting due to 

the intermittent thermal bulging and subsidence. 

The results of the fractal analyses are used to address the following questions: Is the frac-

tal dimension of the Cenozoic Basin and Range and cross normal fault systems anisotropic in 

each domain?  If it is anisotropic, what is the spatio-temporal relationship of the maximum prin-

cipal azimuthal anisotropy to the mean trend of each system and to the trend of the track of the 

Yellowstone hot spot (YHS) (i.e., SRP)? What is the kinematic implication (for extension direc-
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tion) of the spatial and temporal variation of the fractal dimension anisotropy for the two Ceno-

zoic normal faulting events? What is the relationship between the drainage networks and the sets 

of cross fault in each temporal domain? How does the fault trace curvature affect the shape of the 

anisotropy ellipse in the form of indentation?  

The following objectives were set to seek answers to the above questions: (a) Quantify 

and compare the spatial variation and anisotropy of the fractal dimension of the two normal fault 

systems among different structural domains, in the context of the migration path of the YHS (i.e., 

along the SRP) and the spatial and temporal locations of centers of volcanic eruption  (b) Evalu-

ate the variation of the fractal dimensions, and their anisotropy, as a function of distance across 

the SRP, and relative to the trend of the SRP and its diachronous centers of eruption.  (c) Deter-

mine the angular relationship between the principal fractal anisotropies and the mean trend of 

each normal fault system in each domain for kinematic purposes. (d) Investigate the validity of 

the parabolic (Anders et al., 1989; Anders and Sleep, 1992; Pierce and Morgan, 1992, 2009; 

Smith and Braile, 1993; Smith et al., 2009) and ellipsoidal thermal extension (Sears et al., 2009) 

hypotheses which have been proposed for the origin of the cross faults. (e) Classify sets of drain-

ages from their network based on orientation relative to the trend of the cross faults in each do-

main, and determine and compare their fractal dimensions and anisotropy relative to those of the 

cross fault system in each domain. (f) Identify and digitize prominent lineaments that parallel the 

known, adjacent BR and CF sets in selected domains in southwest MT, and determine their frac-

tal dimension, and evaluate the effect of fault trace curvature on the shape of the anisotropy el-

lipse in the form of indentation.  
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4.2 Fractal analysis of fault traces 

In contrast to the continuous, linear, and smooth mathematical features, natural objects, 

such as cloud, badland topography, river system, mountain range, and fault systems are com-

monly complex in shape and, as a consequence, their fine structure cannot be described by 

standard statistical methods or measured by Euclidian geometry (Mandelbrot, 1977; Hassan and 

Kurths, 2002; Barnett, 2004).  Such complex one, two, or three-dimensional objects have infinite 

detail with a statistical self-similar or self-affine structure that occurs over a large but finite scale 

(Mandelbrot, 1977, 1983; Parkinson, 2002).  Self-similarity means that small parts (e.g., a small 

fault segment) of the fractal object (fault) are similar to larger parts (longer fault segment), which 

in turn are similar to the whole object (the fault itself) (La Pointe, 1988; Hirata, 1989, Hassan 

and Kurths, 2002; Barnett, 2004; Ozer and Ceylan, 2012).   

Mandelbrot (1975) referred to these complex, self-similar objects that possess an irregu-

lar and/or fragmented form, as 'fractal', and introduced the fractal dimension (D) as a measure of 

the their 'fractality'.  This dissertation deals with the fractal geometry and methodology as they 

relate to faults.  The reader is referred to sections A.1 and A.2 in Appendix A for an extended 

historical and theoretical background on fractals, fractal geometry, and fractal dimension.  

Mandelbrot (1975) described the complexity of a non-Euclidian (i.e., fractal) object by a 

non-integer (fractional) power low exponent which is greater than the normal topological dimen-

sions (DT) of the objects (e.g., 1 for fault traces) and less than the dimension of the space that 

they are located in  (e.g., 2 for a map) (Richardson et al., 2000; Xiang, 2006).  In other words, the 

non-integer space filling dimension of fractal objects (e.g., line, point) is greater than their inte-

ger topological dimension.  For example, the fractal dimension of a set of lines (Euclidian di-

mension 1) or points (Euclidian dimension 0) on a plane (e.g., map, flat outcrop) is smaller than 
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the fractal dimension of the plane (i.e., 2), but greater than 1 or 0, respectively.  Therefore, the 

smaller the fractal dimension, the more homogeneous the fractal object is (Kewen and Roland, 

2003).  A large fractal dimension represents a higher complexity for the fractal object (Forsythe 

et al., 2011), for example, in the curvature of a linear object.   

Mathematically, fault size scaling is governed by a power law of the form: N(r) ~1/r
d 

where N and r are the number and length of fault traces and d is the fractal dimension.  The pow-

er law distribution occurs over a wide range of scales, from microscopic to continental (10
-3

-10
5
 

m) (Tchalenko, 1970; King, 1978; Allegre et al., 1982; King, 1983; Scholz and Aviles, 1987; 

Davison, 1994; Hirata, 1989; Kim et al., 2007).  For a self-similar object, such as a fault seg-

ment, made of N parts, each scaled by a ratio r from the whole, the dimension d is graphically 

determined from the slope of the regression line through the data points on the log-log plot (i.e., 

d=logN/log(1/r)) (Cowie,1992; Bonnet et al., 2001).    

The application of the methods, such as the modified Cantor-dust (Gerik and Kruhl, 

2009), especially designed for the analysis of the fractal objects are the most useful in the spatial 

study of fault traces.  In this study, the quantification of complex, tectonically- or thermally-

induced anisotropic fault patterns was effectively evaluated through the fractal geometry-based 

methods (e.g., box counting and modified Cantor-dust) and tools (e.g., ArcGIS, Benoit, and 

Amacado in MATLAB).     

4.3 Fractal dimension quantification 

The structure and topology of complex objects (i.e., fractals) vary over a wide range.  The 

fractal dimension over time and space can be quantified with various methods, using the manual 

techniques described in Appendix A, Section A.3.2, and the automated image analyzers ex-

plained in the following sections. 
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  4.3.1 Automated image analyzers techniques 

 Many geological structures can be represented with simple shapes such as lines, circles, 

spheres, and polygons.  It is now possible to automate fractal analysis by first converting two-

dimensional images of complex objects into a digital form, which is a two-dimensional array of a 

fixed number of rows and columns of pixels with light intensities ranging from 0 (black) to 255 

(white).  The automated techniques require the color images to be converted into black and white 

binary images in which each pixel has just one of the two values:  on or off (Parkinson, 2002).  

Some of the most significant classical and automated methods (i.e., Cantor-dust and box-

counting) are described in Appendix A, Section A.4. 

4.4 New fractal geometry-based quantification methods 

 Like many classical fractal geometry methods, the box counting method is sensitive to 

scale (Soille and Rivest, 1996) and image’s resolution (Pruess, 1995; Gonzato et al., 2000).  The 

resulting box-counting dimension Db cannot generally be estimated from a single straight line fit 

(log-log graph) since data are not uniform across all analyzed scales. The best approach is to 

separately analyze the results in different parts of the graph that represent difference scales 

(Walsh and Watterson, 1993). 

 The modified Cantor dust method allows us to quantify the anisotropy of a two dimen-

sional structure, although it does not provide information about the nature of or reason for the 

anisotropy.  It is possible to conduct the measurements at different locations of the image and 

evaluate the heterogeneity within the pattern by comparing the spatial changes of the relevant 

parameter (e.g., fractal dimension).  By being faster and more practical, the automated versions 

of these methods are commonly preferred over the slower and time consuming manual/classic 

fractal analysis methods.   
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4.4.1 Modified Cantor-dust method 

 The Cantor method is described in Appendix A. Previous fractal studies of complex geo-

logical objects and their properties (e.g., rock fabric anisotropy) for example, by Velde et al. 

(1990), Gillespie et al. (1993), Volland and Kruhl (2004), Kruhl et al. (2004), Perez-Lopez and 

Paredes (2006), and Peternell et al. (2007), were mostly manual and time consuming.  Gerik and 

Kruhl (2009) made it possible to conduct such analyses in a much shorter time by automating the 

modified Cantor-dust method applying the AMOCADO software tool in the MATLAB envi-

ronment.  Moreover, AMOCADO significantly facilitates the computerized analysis of anisotro-

py of two-dimensional objects.  Volland and Kruhl (2004) applied the modified Cantor-dust 

method to quantify the anisotropy of a pattern's complexity.  The concept of this method, which 

is based on the spacing population technique, was previously documented by Harris et al. (1991).   

In the modified Cantor-dust method, a line (scanline) is placed over a two component pattern 

(black and white pixels) and then segmented at the point where one component changes to the 

other.  Segment’s length, s, and the number of segments with a certain length, N(s), in each com-

ponent is then determined.  This process is repeated for all directions in the interval (0, π) by ro-

tating the line with a specific angle.  For every angle, when the log of the cumulative number of 

segments N(s) with length < s, is plotted against the log of the segment's length, s, the distribu-

tion of the points makes a straight line if the object is self similar.  The slope m of this line, esti-

mated by the regression analysis, gives the fractal dimension as a size-distribution coefficient.  

The anisotropy of the pattern can also be determined and visualized by plotting the fractal di-

mension as a function of direction between 0
o
 and 360

o
.  Depending on the complexity of the ex-

amined pattern, the distribution of data points (fractal dimensions) may be represented by a best-

fit smooth or indented ellipse or a non-elliptical shape. 
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4.5 Material and methods  

 The data classification scheme and basic statistics of the four sets of normal fault traces 

(the BR, CF, E-W, and N-S sets), drainage networks, and lineaments were described and given in 

Chapters 2 and 3.  The box-counting fractal dimension (Db) of the Basin and Range (in domains I 

and II), the cross faults in the three spatial domains (S1-S3) of the five temporal domains (T1-T5), 

and the regional N-S and  E-W sets (over the entire area) were calculated by applying the Benoit 

software package, version 1.31 (TruSoft International, 1999). 

 The anisotropy of the fractal dimension, that is, the variation of the fractal dimension 

with direction, for the BR, CF, E-W, and N-S sets, was measured with the modified Cantor dust 

method applying the AMOCADO software in the MATLAB environment.  The variation of the 

magnitude and anisotropy of the fractal dimension (Db) of the CF sets were evaluated by com-

paring the average values of the fractal dimensions (Db) and the axial ratio (A/B) and orientation 

of the major axis of the fractal dimension ellipse in the three spatial domains of each temporal 

domain.  Moreover, in order to establish the relationship between the drainage networks and the 

sets of cross fault in each temporal domain, the linear drainage patterns associated with the CF 

traces were spatially and temporally sampled and analyzed using the high-resolution digital ele-

vation model (DEM) imageries.   

 The analyses began by classifying and segregating sets of drainages from the network, 

based on their orientation relative to the trend of the cross faults in a given domain.  Prominent 

lineaments, which trended parallel to the known adjacent BR and CF sets, were identified and 

digitized on the DEMs in selected areas of southwest MT to: (i) determine their fractal dimen-

sion, and (ii) evaluate the effect of fault trace curvature on the shape of the anisotropy ellipse in 

the form of indentation.  
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4.5.1 Box-counting method with Benoit 

 Given the power law distribution of faults, the complex fault patterns in the study area 

was evaluated through fractal geometry-based methods such as box counting and modified Can-

tor-dust (Voss, 1985; La Pointe, 1988; Dershowitz et al., 1992). The fractal dimension was de-

termined by Benoit for each set of faults by superimposing a series of incrementally rotating 

grids of square boxes on the array of fault traces in each domain.   

 Fractal analysis in Benoit is performed with a box counting algorithm, which counts the 

number of boxes required to cover the fault traces in each domain.  The Benoit software requires 

that all gray images, with pixel values ranging from 0 to 255, be converted into binary (i.e., black 

and white) images.  The conversion is performed by using a default threshold value of 128 (digi-

tal number) in the software.   

 Benoit computes the fractal dimension of the image by estimating the box dimensions as 

self-similar characteristics of mono-fractal sets using 398 blocks (Dandapath et al., 2012).  Za-

mora-Castro et al. (2008) describe the estimation method for the box dimension (Db) for self-

similar patterns as: N(d) ≈1/d
Db

, where N(d) is the number of boxes having size (d). The method 

stores the high resolution black and white image in the bitmap (*.bmp) format.  The image is 

then incrementally gridded by 400x400 pixels.  

  Although the box counting method in Benoit assumes isotropy of the fault traces, that is, 

the orientation of the sides of the square may not be important, proper minimum and maximum 

lengths of the sides of the square must be selected to ensure that the fractal dimension is deter-

mined in the so called ‘valid range’ for which the faults show self-similarity.  For this reason, the 

largest square box size was chosen to be equal to the minimum side (width) of the spatial do-
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main, or to the length of the maximum fault trace or lineament in that domain.  In this study, the 

side-length of the largest box was 400 pixels, the ‘coefficient of box size decrease’, which allows 

the size of other boxes to be determined, was 1.3, the number of box sizes was 23, and the orien-

tation and spacing of the boxes changed in increments of 15 degrees (Figure 4.1).  The largest 

box was then incrementally divided by two, each time producing four more boxes, until the 

smallest valid box size was reached; the limit is defined by the length of the minimum fault trace 

or lineament. The log of the box size was then plotted against the log of the number of occupied 

boxes (or the weighted number of occupied boxes) to calculate the fractal dimension (Db).  If the 

data points fell on a straight line, the map pattern of fault traces was considered to be fractal and 

the slope of that line gave the fractal dimension. Calculated fractal dimensions of both BR and 

CF fault trace systems are given in Table 4.1. 

 
 
Figure 4.1. A screenshot of the Benoit box-counting method. The Richardson plot gives the fractal di-

mension from the slope of the number of occupied boxes vs. box side length. 
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4.5.2 Anisotropy of the fractal dimension of fault traces 

 The anisotropy of the fractal dimension for the Basin and Range and cross fault systems, 

i.e., the variation of the fractal dimension with direction, was measured with the modified Cantor 

dust method applying the AMOCADO software in the MATLAB environment.  Gerik and Kruhl 

(2009) introduced the modified Cantor-dust method which is automated in the AMOCADO 

modular software tool in MATLAB for analyzing the anisotropy of fractal patterns (Gerik, 

2009).  The AMOCADO code, for the MATLAB version 7.12 (R2011a) in Windows 7 OS, was 

obtained from the IAMG websites at (http://www.iamg.org/CGEditor/index.htm and 

http://amocado.gerik.de/).   

 AMOCADO applies a circular ‘region of interest’ in order to avoid imposing artificial 

anisotropy to input data.  The anisotropy analysis in AMOCADO required digitized images of 

the fault trace data, which were processed into a binary format (i.e., black-and-white pattern), 

and saved as *.tiff image file format, or converted into the portable network graphics (*.png) 

format.  This required exporting all the fault trace polyline layers as binary images (raster for-

mat) and inputting them into the MATLAB software environment.  By making the spatial resolu-

tion explicit, the raster data lead to a greater accuracy of the results of the analysis compared to 

that derived from the vector source data (Goodchild, 2011).  

 The modified Cantor-dust method is conducted in AMOCADO by superimposing a set of 

initially N-S oriented scanlines on the binary image of the circular region of interest in each do-

main.  In the binary images, the linear features are black and the remaining part of the image is 

white.  The values of the calculated segment lengths, that is, the lengths of the black pixels (on 

the fault trace) intersected by the scanline, are individually computed along each scanline direc-

tion which varies in 1
o
 rotation steps.   
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 The segment length (s) depends on the orientation of the scanline relative to the trend of 

the set of linear features (traces).  For each 1
o
 rotation step, the sum of the segments having equal 

length (s) is calculated for the set of scanlines.  The number of segments of length s, i.e., N(s), 

along all parallel scanlines is then added up and plotted, as the y-axis, against the cumulative 

segment-length (s) as the x-axis.  This procedure is repeated 180 times in 1
o
 increments.  If the 

data points on the log-log plot of N(s) against s are linearly distributed, the size distribution fol-

lows a power law, and the slope m, calculated based on the linear regression, gives the fractal 

dimension D (Mandelbrot, 1982; Kaye, 1989).   

 After computing the values of the slope for all directions (0
o
-180

o
), the slopes (i.e., fractal 

dimensions) are plotted versus the radiating directions from a central point in a fractal dimension 

orientation diagram (DOD) (Volland and Kruhl, 2004), which is defined by a best-fitting ellipse 

with major and minor axes A and B, respectively. The axial ratio A/B (i.e., eccentricity) is re-

ferred to as the 'anisotropy intensity' (Launeau and Robin, 1996, 2005) (Tables 4.2), and the ori-

entation of the major ellipse’s axis (A), with respect to the 000
o
 (North) reference direction, is 

specified by the angle ‘g’.  The steps for running the AMOCADO code in the MATLAB is de-

scribed in detail in Appendix A, Section A.5.  The orientations of the major axis of the fractal 

anisotropy ellipse are shown for the BR fault system in Figures 4.4 and 4.5, and for the CF sys-

tem in Figures 4.5 and A.7.1-A.7.5 in Appendix A.   

 The results of Line Density in Spatial Analyst (Section 3.3.1.1), Linear Direction-

al/Orientational Mean (LDM) (Section 3.3.1.2), and Standard Deviational Ellipse (SDE) (Section 

3.3.2.2) of ArcGIS’s Spatial Statistics package are also used in this chapter.  
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4.6 Results 

4.6.1 The Basin and Range fault system 

The box-counting fractal dimensions (Db) of the Basin and Range normal faults, deter-

mined applying the Benoit software, are given for different spatial domains in Table 4.1 and Fig-

ure 4.3.  The variation of the magnitude and anisotropy of the fractal dimension was investigated 

over the whole study area (Tables 4.1and 4.2, Figures 4.3-4.5).  The BR fault set in domain I 

(southeast ID) has a greater fractal dimension (Db=1.42) than the BR set in domain II (southwest 

MT) (Db =1.30).  The fractal dimension, Db, in the southern part of the SRP (Db =1.40) compa-

rable to that in the northern part (Db =1.39).  Slightly higher fractal dimensions of the BR normal 

fault traces are associated with domain I (Db=1.42) and the eastern part of the Snake River Plain, 

i.e., ESRP (Db=1.41) (Table 4.1, Figure 4.3).   

The fractal dimensions (Db) for the N-S and E-W striking sets of regional faults, meas-

ured over the entire area, are 1.36 and 1.13, respectively, which are lower than the Db of the BR 

fault system in domain I (Db=1.42) and in the entire study area (Db=1.43) (Table 4.1, Figure 4.4).  

 
Table 4.1. Statistics of the Basin and Range fault traces in different spatial domains. Db: box-counting 

fractal dimension; SD: standard deviation: R
2
: coefficient of determination for the point distribution on the 

log-log plot that gives the fractal dimension. 

 

Area Fractal 

dimension 

 (Db) 

Coefficient of 

determination  

(R
2
) 

Standard deviation 

 (SD) 

___________________________________________________________________________________________ 

Spatial Domain II (southwest MT) 1.307 0.9979 0.047 

Spatial Domain I (southeastern ID) 1.423 0.9989 0.033 

 Northern part of Domain I (east-central ID, NSRP) 1.397 0.9971 0.032 

 Southern part of  the Domain I (south ID, SSRP) 1.404 0.9993 0.017 

Eastern Snake River Plain (eastern ID, SW MT, ESRP) 1.411 0.9971 0.075 

Entire study area (Domains I and II) 1.435 0.9975 0.067 

Entire study area (N-S trending normal faults) 1.360 0.9967 0.079 

Entire study area (E-W trending normal faults) 1.130 0.9918 0.139 
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The results of the quantification of the spatial variation and anisotropy of the fractal di-

mension values with AMOCADO, for the BR normal fault traces in the whole area (all domains) 

are given in Tables 4.2 and 4.3 and Figures 4.4 and 4.5.   

The axial ratio, A/B (anisotropy intensity) of the fractal dimension anisotropy ellipse for 

the BR fault system in domain I is less (1.24) than that in domain II (1.35) (Table 4.2, Figures 

4.4 and 4.5).  The major axis (A) of the anisotropy ellipse for the BR set in domain I is oriented 

056
o
, sub-perpendicular to the mean trend of the fault traces in that domain (Table 4.2, Figures 

4.4-4.5).  The major axis of the anisotropy ellipse for the BR set in domain II is oriented 142
o
, 

also sub-perpendicular to the mean trend of the set (Table 4.2, Figures 4.4 and 4.5). The major 

axes of the anisotropy ellipse for the Basin and Range faults in domains I and II are almost per-

pendicular (86
o
) to each other (Figures 4.4 and 4.5).  

 

Table 4.2. Fractal dimension anisotropy intensity (axial ratio, A/B) of the Basin and Range faults in dif-

ferent parts of the study area. SSRP, NSRP, and ESRP are the southern, northern, and eastern parts of the 

Snake River Plain. 

 
Area Axial ratio or 

Azimuthal ani-

sotropy (A/B) 

Angle ‘g’ between 

North and the 

long axis (A) 

Coefficient of 

determination R
2
 

Normalized 

standard 

deviation, s/A 

________________________________________________________________________________

_ Domain II  1.35 142
o
 0.93 0.15 

Domain I 1.24 056
o
 0.97 0.08 

 NSRP 1.33 053
o
 0.88 0.11 

 SSRP  1.32 058
o
 0.88 0.09 

ESRP in ID & MT 1.04 071
o
 0.93 0.11 

Entire Study area 1.15 054
o
 0.88 0.06 
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Figure 4.2. The box-counting fractal dimension (Db) values for the BR sets in different spatial domains. 

 

 

Figure 4.3. The fractal dimensions (Db) for the N-S and E-W striking sets of regional faults, from the 

box-counting method. 
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The axial ratios in the SSRP and NSRP sub-domains of domain I are close to the ratios in 

Domain II (Table 4.2, Figures 4.4 and 4.5). The orientations of the major axes (given by the an-

gle g) of the fitted anisotropy ellipses in the SSRP and NSRP sub-domains deviate from each 

other only by about 5
o
.  The anisotropy ellipse is the least eccentric in ESRP because of the ex-

istence of variably oriented fault sets in this large area.  The axial ratio of the anisotropy ellipse 

for the regional N-S trending fault set, measured over the entire area, is 1.24, with the major axis 

(A) oriented along 092
o
, sub-perpendicular to the mean trend of the set.  The anisotropy ellipse 

of the regional E-W trending fault set, measured over the entire area, has a more eccentric axial 

ratio of 1.88, with the major axis oriented along 003°, sub-perpendicular to the mean trend of the 

set (Figure 4.6). 

 

 

Figure 4.4. Hillshade map derived from the SRTM dataset showing the traces of the Basin and Range 

normal faults and the anisotropy ellipses for these traces. 
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Figure 4.5. Fractal dimension anisotropy ellipses, determined by AMOCADO, for the BR sets in differ-

ent domains.   

 

               Spatial domain I 

A/B:1.242 

g:056° 

s/A: 0.0843 
  

 

A/B:1.355 

g:142° 

s/A:0.1589 

 

                Spatial Domain II 

 

A/B:1.328 

g:058° 

s/A:0.090 

   Southern Snake River Plain 

   

Northern Snake River Plain 

                                                 

 

A/B:1.337 

g:053° 

s/A:0.1132 

 

          Eastern Snake River Plain 

A/B:1.046 

g:071° 

s/A:0.1030 
 

A/B:1.153 

g:054° 

s/A:0.068 

              Entire study area  
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N-S trending normal fault traces 

 

 

A/B: 1.245 

g: 092° 

s/A: 0.0288 

E-W trending normal fault traces 

 

 

A/B: 1.188 

g: 003° 

s/A: 0.1169 

Figure 4.6. The results of the anisotropy analysis by AMOCADO of the regional N-S and E-W trending 

fault traces. 

 

4.6.2 The cross fault system  

 The cross faults were classified into the NE-, NW-, and E-W trending sets, and analyzed 

for their fractal dimension (Db) (Table 4.3 and Figures A.6.1-A.6.5 in Appendix A) and anisotro-

py in the three spatial domains of each of the five temporal domains (Tables 4.4-4.5 and Figures 

4.7 and 4.8, and A.7.1-A.7.5 in Appendix A).  Although the azimuthal standard deviation for the 

total (combined) sets in each spatial domain is high, it varies over a narrow range for each indi-

vidual set.  Some variation in the trend of the fault traces may be due to the effect of topography 

which can produce a curvature on the trace of gently-dipping normal faults.  The fractal dimen-

sion of the total CF system is greatest in the spatial domains that are located immediately around 

SRP, in the youngest temporal domains (i.e., S2T1-T4 and S1T5) (Table 4.3 and Figures A.6.1-

A.6.5 in Appendix A).   
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 The axial ratio of the anisotropy ellipse is the highest for the NE and NW-trending cross 

faults in the S1 spatial domain of the T4 temporal domain (A/B=1.94) (Table 4.4, Figure 4.8).  

The axial ratios for the total population of the cross faults in the central S2 spatial domain along 

the SRP are mostly greater than that in the S3 spatial domain, north of SRP.  While the major ax-

es of the anisotropy ellipse in the T4 and T5 temporal domains are oriented along NE-SW (given 

by the average ‘g’ angle) (Table 4.5), the major axes in the T1-T3 temporal domains are oriented 

along the NW-SE direction.  The major axis of the anisotropy ellipse in each domain is generally 

perpendicular to the mean trend of the set (Figures 4.7 and 4.8).  

 As discussed in Chapter 3, the line density maps for the BR and CF traces (Figure 3.8a, 

Chapter 3) reveal a high linear density for the BR fault in the spatial domain I. The high linear 

density for the CF traces occurs in the southern spatial domain of T5 (i.e., S1T5) (Figure 3.8b), 

near the current Yellowstone National Park (YNP), where most of the seismically active faults 

are located.  The observed maxima on the fault trace density maps positively correlate with the 

highest fractal dimension (Db=1.37) and lowest anisotropy intensity (A/B=1.08) for the CF set in 

the S1T5 domain among all spatial domains of the five temporal domains.  

Table 4.3. The box-counting fractal dimensions (Db) of the cross faults for the five temporal domains in 

the southern, central, and northern part of the Snake River Plain. 

 

Db (NE- and NW-trending sets) 

Area T1 T2 T3 T4 T5 

NSRP, S3 n/a 1.11 1.22 1.25 1.24 

CSRP, S2 1.12 1.30 1.35 1.26 1.22 

SSRP, S1 n/a 1.13 1.13 1.03 1.33 

Average  1.12 1.18 1.23 1.18 1.26 

      

Db (all sets) 

NSRP, S3 n/a 1.19 1.29 1.30 1.22 

CSRP, S2 1.12 1.32 1.35 1.26 1.21 

SSRP, S1 n/a 1.15 1.12 1.15 1.37 

Average  1.11 1.22 1.25 1.24 1.27 
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Table 4.4. Fractal dimension anisotropy intensity (axial ratio, A/B) of the cross faults in different spa-

tial domains of the five temporal domains (Ti). 

 

A/B (all sets) 
Area T1 T2 T3 T4 T5 

NSRP, S3 n/a 1.41 1.24 1.09 1.30 

CSRP, S2 1.51 1.56 1.38 1.01 1.40 

SSRP, S1 n/a 1.36 1.46 1.91 1.08 

Average  1.51 1.44 1.36 1.33 1.26 

 

A/B (NE-trending and NW-trending sets) 

Area T1 T2 T3 T4 T5 

NSRP, S3 n/a 1.16 1.28 1.40 1.32 

CSRP, S2 1.32 1.45 1.26 1.59 1.21 

SSRP, S1 n/a 1.13 1.13 1.94 1.16 

Average  1.32 1.24 1.22 1.64 1.23 

Table 4.5. Trend (azimuth) of the major and minor axes of the fractal dimension anisotropy ellipse for 

the cross normal faults in the five temporal domains (Ti) 

Trend of the major axis for all sets (angle g) 

Area T1 T2 T3 T4 T5 

NSRP, S3 n/a 138
o
 150

o
 058

o
 028

o
 

CSRP, S2 158
o
 146

o
 146

o
 069

o
 045

o
 

SSRP, S1 n/a 136
o
 152

o
 155

o
 078

o
 

Average  158
o
 139

o
 149

o
 130

o
 075

o
 

Trend of the major axis for the NE-trending and NW-trending sets (angle g) 

Area T1 T2 T3 T4 T5 

NSRP, S3 n/a 168
o
 142

o
 053

o
 046

o
 

CSRP, S2 128
o
 143

o
 143

o
 058

o
 053

o
 

SSRP, S1 n/a 133
o
 148

o
 134

o
 058

o
 

Average  128
o
 148

o
 144

o
 064

o
 062

o
 

Trend of the minor axis 

Area T1 T2 T3 T4 T5 

NSRP, S3 n/a 078 052 143 136 

CSRP, S2 038 053 053 148 143 

SSRP, S1 n/a 043 058 044 148 

Trend of the linear directional mean, LDM, () 

Area T1 T2 T3 T4 T5 

NSRP, S3 n/a 079
o
 053

o
 135

o
 150

o
 

CSRP, S2 073
o
 076

o
 065

o
 135

o
 118

o
 

SSRP, S1 n/a 036
o
 017

o
 034

o
 172

o 

Angle between the LDM () and the minor axis of the anisotropy ellipse 

Area T1 T2 T3 T4 T5 

NSRP, S3 n/a 1 1 8 14 

CSRP, S2 35 23 12 13 25 

SSRP, S1 n/a 7 41 10 24 
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The relationship between the anisotropy ellipses and the standard diviation ellipses 

(discussed in Chapter 3) is displayed in Figure 4.9.  The minor axes (B) of the anisotropy ellipse 

in each domain are mostly at low angles to the linear directional mean (LDMs) (described in 

Chapter 3) of the fault traces. As is depicted in Figure 4.9, the form lines connecting the minor 

axes for the cross faults in the five temporal domains reveal an asymmetric v-shaped, sub-

parabolic spatio-temporal distribution. The sub-parabolic distribution is better defined in the lat-

est temporal domains of T4 and T5. The linear directional mean (LDM) of the NE- and NW-

trending cross faults make a low angle with the minor axis of the anisotropy ellipse in each do-

main (Table 4.5). The observed spatio-temporal pattern for the CF system, obtained from the 

AMOCADO anisotropy analysis, positively correlates with the pattern of the CF system obtained 

from the Linear Directional Mean (LDM) (Chapter 3). 

 

Figure 4.7. Hillshade map derived from the SRTM dataset showing the trend of the major axis of the  

fractal dimension anisotropy ellipses for the cross faults in the five temporal domains.   
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NE trending CF, S2T3 

 

 

 

 

 

 

 

 

 

 

 

 

 

A/B:1.389 

g:143° 

s/A: 0.1628 

CF traces, S1T5 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

A/B:1.406 

g:021° 

s/A:0.2053 

 

Figure 4.8. Fractal dimension anisotropy ellipses, drawn through the point distributions, estimated by 

AMOCADO, for the CF sets in selected spatial domains in the study area. 
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Figure 4.9. The SDEs (large, solid ellipses) and the anisotropy ellipses (dashed ellipses) for the cross 

faults in the five temporal domains in relation to the trend of the eastern SRP (long arrow). The form lines 

(dotted white lines) sub-parallel the short axes of the anisotropy ellipses and the LDMs of each set.  

 

 

4.7 Drainages 

 The box-counting fractal dimensions (Db) of the linear drainage patterns associated with 

the Basin and Range, determined by applying the Benoit software, are 1.76 for the spatial do-

mains I and 1.79 for the spatial domain (II) (Figure 4.10).  Fractal anisotropy data for the drain-

age patterns associated with the Basin and Range are shown in Figure 4.11.   

 The eccentricity of the anisotropy ellipse for the drainage patterns is low in both spatial 

domains I (A/B=1.04) and II (A/B=1.02) probably reflecting the variability in the orientation of 

the drainage sets in these domains, which leads to an isotropic pattern (Figure 4.11).  The major 

axis (A) of the anisotropy ellipse for the drainage pattern in domain I, poorly defined because of 

its low eccentricity, is oriented 075
o
, at an oblique angle to the mean trend of the fault traces in 
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that domain (g=053
o
) (Table 4.2, Figures 4.8 and 4.11).  The results for the drainage pattern as-

sociated with the BR set in domain II reveal that the major axis for the anisotropy ellipse for the 

BR system (g=142
o
) is at a moderate angle to the major axis of the anisotropy ellipse of the 

drainage pattern (g=100
o
) in this domain (Table 4.2, Figures 4.8 and 4.11).  

 The results for the magnitude and anisotropy of the fractal dimensions of the linear drain-

age patterns which parallel the cross faults in the five temporal domains are given in Tables 4.9-

4.11 and Figures A.8.1- A.8.4 in Appendix A.  Except for the low value of the fractal dimension 

of the drainage network in the S2T1 domain (Db=1.28), the fractal dimension of the drainage pat-

terns for the cross faults are high, and range from 1.57 (S1T3) to 1.79 (S3T5) (Table 4.9, Figure 

4.12 and Figures A.8.1- A.8.4 in Appendix A).  

 The axial ratio (A/B) of the drainage pattern in S2T1 (1.072) is about 24% lower than the 

ratio of the cross faults in domain T1 (1.32) (Tables 4.2 and 4.9).  The major axis of the fractal 

anisotropy ellipse for the drainage pattern in the S2T1 domain is oriented 034
o
 which is oblique to 

the mean trend of the fault set (LDM=073
o
) (Figure 4.12). 

 

 
 

Figure 4.10. Log-log plots of the box-counting method for the drainage patterns associated with the Basin 

and Range normal fault systems. 

 

 

  



101 

 The fractal dimensions of the drainage patterns in all the temporal domains are given in 

Table 4.9 and Figures A.8.1-A.8.4 in Appendix A. The best fit anisotropy ellipses for the drain-

age patterns have almost identical axial ratios (A/B) of 1.04, 1.01, and 1.03 in the S1T2, S2T2, and 

S3T2 domains, respectively.  These low axial ratios indicate the homogeneity in the orientation 

and density (i.e., isotropy) of the drainage network in this region (Table 4.10 and Figure A.8.1 in 

Appendix A).   

 

Drainage pattern, Domain I 

 

 

 

 

 

 

 

 

 

 

 

 

 

A/B: 1.045 

  g:075° 

  s/A: 0.056 

 

Drainage Patterns, Domain II 

 

 
 

 

 

 

 

 

 

 

 

 

 

A/B: 1.025 

g: 100° 

 s/A: 0.053          

 

Figure 4.11. The low eccentricity anisotropy ellipse for the linear drainage patterns associated with 

the Basin and Range, estimated with AMOCADO. 

 

  

 The major axes of the anisotropy ellipses for the S1T2, S2T2, and S3T2 domain are orient-

ed differently (143
o
, 043

o
, and 096

o
) most probably because of low eccentricity of their anisotro-

py ellipses which makes the trend of the principal axes to be determined less reliably (Table 4.11 

and Figure A.8.1).   The axial ratio of the best fit azimuthal anisotropy ellipses for the drainage 

network in the S1T3, S2T3, and S3T3 domains are also low (1.03, 1.03, and 1.01), and indicate an 

almost isotropic patterns (Table 4.10 and Figure A.8.2 in Appendix A).    
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 The major axes of the anisotropy ellipses are at low angles in the three spatial domain 

(S1, S2, and S3) of the T3 (114
o
, 116

o
, and 126

o
, respectively) (Table 4.11 and Figure A.8.2 in 

Appendix A).  

 The fitted anisotropy ellipses for the drainage network in the S1T4, S2T4, and S3T4 do-

mains have axial ratio (A/B) of 1.21, 1.11, and 1.09, respectively, with the major axes oriented 

along 006
o
, 014

o
, and 080

o 
(Tables 4.10 and 4.11, Figure A.8.3 in Appendix A).   

 The anisotropy ellipses for the drainage networks in the S1T5, S2T5, and S3T5 have axial 

ratios (A/B) of 1.12, 1.14, and 1.09 (Table 4.11, Figure A.8.3 in Appendix A), which are very 

close to the ratios in the T4 temporal domain.  The major axes of the anisotropy ellipse, in tem-

poral domain 5, are oriented along 036
o
, 052

o
, and 016

o
, respectively (Table 4.11, Figure A.8.3 

in Appendix A). 

 

 

          Drainage pattern, S2T1 

 

 

 

 

 

 

 

 

 

 

 

 

 

A/B:1.072 

g:034° 

s/A: 0.106 

Figure 4.12. The box-counting fractal dimension of drainages in the S2T1 domain (left) and anisotropy 

ellipse of the fractal dimensions (right) calculated by the modified Cantor-dust applying AMOCADO.  
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4.8 Lineaments  

 The fractal analysis of the NE trending lineament pattern, which parallels the Basin and 

Range normal fault system in southwest Montana, indicates that the lineament pattern has a 

power law, i.e., self-similar fractal distribution, with a fractal dimension of 1.50 (Figure 4.13), 

which is greater than the fractal dimension of the BR normal fault set (Db =1.30) in the same ar-

ea. The fractal dimensions of the lineament patterns, which parallel the cross faults in the S2T4, 

S3T4, and S2T5 spatial domains in southwest Montana, are 1.34, 1.34, and 1.33, respectively 

(Figure 4.13).  These are greater than the fractal dimension of the corresponding cross faults in 

the same domains (S2T4; Db=1.26, S3T4; Db=1.25, S3T5; Db=1.24) in southwest Montana (Table 

4.3, Figures 4.4 and 4.13) probably because of the more irregular forms of the lineaments. 

 

 

 
 

Figure 4.13. Box-counting log-log plots for the lineament sets in different spatial domains in SW MT. 
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 The axial ratio (A/B) of the fractal dimension anisotropy ellipse of the BR lineaments in 

southwest Montana (1.75; major axis oriented along 132
o
) is greater than the ratio of the fractal 

dimension anisotropy ellipse of the BR faults
 
(1.35) in that area (Figure 4.14). However, the ma-

jor axes of the fractal dimension anisotropy ellipses of the BR lineaments and BR fault traces are 

sub-parallel as is indicated by the values of the their g angle (Figure 4.14).  

 A comparison of the fractal dimension anisotropies of the lineaments and related BR fault 

traces in the S3T4 domain (Figure 4.114), shows that the BR lineament pattern has a higher ani-

sotropy intensity (axial ratio), and a rugged data-point distributions reflecting the presence of dif-

ferent sets.  The major axes of the anisotropy ellipses of the BR lineaments and fault traces are 

sub-parallel (Figure 4.14). 

 
BR lineament pattern, SW MT   

 

      BR traces, SW MT  

 

BR traces and lineament pattern, SWMT 

 

 

 

 

A/B:1.75        

                     g:132
o
 

s/A: 0.2361 

 

A/B:1.35  

                  g:142° 

s/A:0.1589 

A/B:1.25  

                         g:130° 

s/A:0.1206 

Figure 4.14. The Cantor dust point distribution and fractal dimension anisotropy ellipses of the BR line-

aments, BR fault traces, and their combination in SW Montana. 
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 The computed results for the lineaments that parallel the CF traces in SW MT show an 

axial ratio, A/B of 1.699, with the major axis oriented along 028
o
 in the S2T4 domain, and A/B of 

1.67, with the major axis oriented 019
o
 for the lineaments in the S3T4 domain (Figure 4.15).  The 

axial ratio for the cross lineaments in domain S3T5 is lower (1.367), with the major axis oriented 

along 027°.  The axial ratio for the cross lineaments (A/B=1.70) in the study area is higher than 

the ratio for the CF fault traces in the S2T4 domain (A/B=1.59, g=053°), S3T4 domain (A/B=1.40, 

g=058°), and S3T5 domain (A/B= 1.32, g=046°) (Figures 4.7, 4.8, and 4.15). 

  A comparison of the fractal dimension anisotropies of the lineaments and related BR 

fault traces in the S3T4 domain (Figure 4.16), shows that the BR lineament pattern has a higher 

anisotropy intensity (axial ratio), and a rugged data-point distributions reflecting the presence of 

different sets.  The major axes of the anisotropy ellipses of the BR lineaments and fault traces are 

sub-parallel (Figure 4.16). 

 

Cross lineament pattern, S2T4 

 

      Cross lineament pattern, S3T4 

 

Cross lineament pattern, S3T5 

        

 

          A/B:1.699     g:028° 

         s/A:0.2621 
      A/B: 1.676       g:019° 

      s/A:0.3035 
                  A/B:1.367             g:027° 

                  s/A:0.2098 

Figure 4.15. Cantor dust fractal dimension anisotropy ellipse of the lineament patterns in selected spatial 

domains. 

  



106 

BR lineament pattern, SW MT                

 

BR traces, SW MT BR 

 

 

A/B: 1.367   g: 027°  s/A:0.2631 A/B: 1.302       g:019°     s/A:0.2035 

 

Figure 4.16. Fractal dimension anisotropy ellipses of the CF lineaments and BR traces in the S3T4 do-

main, determined by applying the modified Cantor dust method in AMOCADO. 

 

 

4.9 Discussion 

 The fractal dimension reflects how a curvilinear feature, such as the trace of a fault, fills 

two-dimensional space (e.g., map), which explains why a high number of variably curved or ori-

ented fault traces leads to a higher fractal dimension.  For example, despite their lower numbers, 

the BR fault traces in the southern part of the SRP (i.e., SSRP) have a higher fractal dimension 

(Table 4.1) than the more numerous traces in the NSRP area because of the higher standard devi-

ation in their trend (Table 3.1, Chapter 3).  The high fractal dimension values, obtained applying 

Benoit, for the two normal fault systems, correlate with the results from the fault trace density 

maps discussed in Chapter 3.   

 The high fractal dimension of the Basin and Range faults in domain I, and its sub-areas 

(i.e., NSRP, SSRP, and ESRP), compared to those in domain II, reflect the greater number of 

faults in domain I (6,091) compared to the 3,707 faults in domain II (Table 3.1, Chapter 3).  

 The high fractal dimension in domain I also correlates with the high degree of irregularity 

in the trend of the fault traces in that domain, indicated by the high azimuthal standard deviation 

(Tables 3.1 and .4.1).  Since longer faults contribute more to linear density (Li et al., 2010), the 
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higher density in domain I, in SE Idaho, may also reflect the longer Basin and Range fault traces 

in this area (e.g., about 140-150 km for the Lost River, Lemhi, and Beaverhead faults) compared 

to the faults in domain II, in SW Montana.  Moreover, because normal faults propagate more 

quickly along strike than dip, they are more likely to link along strike.  Thus, the longer normal 

faults in the SSRP sub-domain, which probably are also wider because of greater displacements 

(D), following the D = cL
1.5

 self-similar relationship (where c is a constant and L is the length), 

must have contributed more to the high fractal dimension in domain I.  This implies that short 

shear ruptures may contribute significantly to the formation of long faults (Cox and Scholz, 

1988; Kim et al., 2000; Kim, 2005).    

 The alignment of the major (A) and minor (B) principal axes of the fractal dimension ani-

sotropy ellipse, approximately sub-perpendicular and sub-parallel to the trend of the normal fault 

traces, respectively, can be explained by the fact that the AMOCADO scanlines that run perpen-

dicular and parallel to the fault traces in each set (i.e., each domain), have the maximum and 

minimum probability of intersecting the traces of the fault set. The maximum number leads to a 

relatively steep slope of the data point distribution on the log-log plot, hence a higher fractal di-

mension in directions perpendicular to the trend of the fault traces.  The goodness of fit of 

each anisotropy ellipse is indicated by the standard deviation (s) normalized to the length of the 

major axis (A) of the ellipse (i.e., s/A).  Small values of the normalized standard deviation (s/A) 

show a good elliptical fit during the process (Gerik and Kruhl, 2009).   

 In homogeneous regions, such as domains I and II, where there is only one well defined 

set of fault traces, the indentations, in the resulting data point distribution on the fractal dimen-

sion anisotropy ellipse, may represent the variability and curvature irregularity in the trend of the 



108 

fault traces (Gerik and Kruhl, 2009), which are related to the changes in the orientation of the 

longest fault segments and the highest degree of pattern complexity (Figure 4.5).   

 In some heterogeneous regions in which there are different sets of fault traces (e.g., 

ESRP), indentations in the resulting data point distributions on the anisotropy ellipse are due to 

the presence of differently oriented fault traces (Figure 4.5). The uneven data-point distribution 

pattern on the anisotropy ellipse (e.g., NE trending CF, S2T4 , Figure 4.8) reveals a pronounced 

randomness of the pattern's anisotropy that may be related to conditions of fault formation (Gerik 

and Kruhl 2009).  

 In all cases of this study, the fractal anisotropy data show the major axis of the anisotropy 

ellipses to consistently be perpendicular to sub-perpendicular to the linear directional means 

(LDMs) and the principal major axes of the directional influences (anisotropy ellipses ) of the 

traces of cross normal faults in each domain (defined in Chapter 3) (Figure 4.9).   

 Based on the Anderson theory of normal faulting described in Chapter 3, the azimuth of 

the major axis of the anisotropy ellipse, therefore, gives an estimate for the trend of the minimum 

principal compressive axis (3), or the extension direction, during normal faulting for both the 

Basin and Range and cross normal faults.  The azimuth of the minor axis (B) of the fractal ani-

sotropy ellipse, which is at low angles to the mean trend of the traces of cross normal faults of 

the set of fault trace in each domain, approximately gives the orientation of the intermediate 

principal compressive axis (2) in the domain.  Using these arguments, the orientations of the 

major axis of the anisotropy ellipse give a NE-SW and NW-SE extension direction for the Basin 

and Range fault sets in domain I (Idaho) and II (southwest Montana), respectively.   

 The less eccentric anisotropy ellipse of the Basin and Range fault set in domain I, com-

pared to that in domain II (Table 4.2), probably reflects the greater range of variation in the trend 
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of the faults in domain I.  The smaller value of the normalized standard deviation (s/A) in do-

main I also reflects the larger variation compared to faults in domain II.   

 The sub-perpendicular (86
o
) orientations of the major axes of the anisotropy ellipses in 

domains I and II, given by the angle ‘g’, reflect the near orthogonal trends of the faults in the two 

domains.  As mentioned in Chapter 3, the two BR sets in these two domains are orthogonal to 

each other.  However, the major axes of the standard diviation ellipses for the two BR sets in 

domain I and II, which reflects the dispersion of the fault trace midpoints, are sub-parallel and 

trend approximately E-W, at a moderate angle to the trend of the SRP.  In contrast, the large var-

iation in the orientation of the major axes of the standard diviation ellipses of the cross fault 

system, in the three spatial domains of the five temporal domains (Figure 4.9), reflects variable 

and inhomogeneous formation of the CF system over space and time. The comparable fractal 

dimension anisotropy intensity (i.e., axial ratio, A/B) in areas south and north of the Snake River 

Plain (i.e., the SSRP and NSRP sub-domain) suggest uniform, probably related, faulting process-

es on both sides of the SRP.   

 The anisotropy intensity (axial ratio, A/B) in areas south and north of the Snake River 

Plain (i.e., the SSRP and NSRP sub-domain) are almost similar, and the orientations of the major 

axes of the anisotropy ellipses in these sub-domains are within 5
o
 of each other.  The relatively 

small axial ratio of the fractal anisotropy ellipse for the Basin and Range normal faults in the en-

tire area, compared to individual domains (except for ESRP), reflects the large variation of the 

trend of the fault traces over the whole area, which leads to a less eccentric anisotropy ellipse. 

 The high spatial density and fractal dimension of the cross fault system in the central 

Snake River Plain sub-domain (CSRP) may reflect the increased chance for the formation of new 

cross normal faults, or reactivation of existing faults, along the margins of the SRP (Pierce and 
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Morgan, 1992; Puskas et al., 2007) due to hotspot-related thermal expansion and subsequent sub-

sidence.   

 The decrease in the spatial density of the cross faults as a function of distance from the 

axis of the Snake River Plain (hotspot track) also suggests the role of the hotspot for the for-

mation of the cross faults.  The shorter and less frequent cross normal fault traces, characterized 

with a small spatial density and fractal dimension in the NSRP and SSRP sub-domains, com-

pared to those in the central Snake River Plain (CSRP), may reflect the tapering of the effect of 

the hotspot-related thermal bulging on normal faulting from a maximum at the centers of erup-

tion along the SRP.   

 The NE-SW trends of the major axes of the anisotropy ellipses in the youngest T4 and T5 

temporal domains, which are oriented at high angles to the mean trend of the normal faults, sug-

gest extension along the NE-SW direction for the latest episodes of the cross faulting event in the 

areas near the Yellowstone National Park (Figures 4.7 and 4.9).   

 The extension directions for cross normal faulting in the older T1, T2, and T3 temporal 

domains, on the other hand, are approximately oriented NW-SE, parallel to the mean trend of the 

Basin and Range fault traces in domain I.  The asymmetric, sub-parabolic distribution of the spa-

tial trajectories (form lines) of the minor axes (B) of the anisotropy ellipses and the linear direc-

tional means (LDMs) of the cross normal fault traces in the latest T3, T4, and T5 temporal do-

mains (Figure 4.9) are similar to the reported parabolic distribution of the epicenters along active 

normal faults around the Yellowstone hotspot (Anders et al., 1989; Anders and Sleep, 1992; 

Pierce and Morgan, 1992; Smith and Braile, 1993; Pierce and Morgan, 2009; Smith et al., 2009) 

(Figure 4.9).   
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 Cenozoic (mid-Miocene to Recent) extensional events have deformed both the Precam-

brian rocks, which were normally faulted during Proterozoic extensions, and their overlying 

Paleozoic-Mesozoic fold-and-thrust belt and its foreland basin deposits which were developed by 

the Late Cretaceous-Eocene Sevier-Laramide contractional event (Sears and Thomas, 2007; 

Janecke, 2007).  The anisotropy and heterogeneity, which were developed as a result of the com-

plex pre-Cenozoic deformation of the Precambrian, Paleozoic, and Mesozoic rock units, have led 

to the regional variation in the attitude of the Basin and Range normal faults in Idaho (domain I) 

and southwest Montana (domain II) (Figures 4.4 and 4.5).   

 The Basin and Range normal faults in domain II are shorter than those in domain I prob-

ably because they formed along older existing reverse faults which were formed during the 

Laramide thick-skinned uplift (Janecke, 2005; 2007).   

 The orientation of the two Basin and Range fault sets in domain I and II directly con-

trolled the initiation, growth, and orientation of the cross normal faults during the diachronous, 

thermally-induced cross normal faulting events around the Snake River Plain. The approximately 

NS and EW trending regional normal faults, which probably formed during either Archean-

Proterozoic continental formation and/or various middle Proterozoic to Neoproterozoic rifting 

events (Schmidt and Hendrix, 1981; Carney and Janecke, 2002), probably reactivated during the 

Basin and Range and cross faulting event. 

 The drainage networks generally indicate the relations between surface processes and the 

growth and propagation of fault and fracture systems (Ribolini and Spagnolo, 2008; Jackson and 

Leeder, 1994; Delcaillau et al., 1998; Alvarez, 1999; Burbank and Anderson, 2001; Schlunegger 

and Hinderer, 2001; van der Beek et al., 2002; Delcaillau et al., 2006).   
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 Like faults, the drainage patterns frequently show a power-law spacing population (Poore 

and Kieffer, 2009).  The high fractal dimension of the drainage networks in the central Snake 

River Plain sub-areas (CSRP) may reflects the effect of more faulting parallel to the margins of 

the SRP probably due to the hotspot-related thermal bulge and subsidence.  The low value of the 

fractal dimension (1.28) of the drainage network in (e.g., in T1) probably reflects the widely 

spaced drainage sets in this area.  The best fit anisotropy ellipses have almost similar, very low 

eccentricities (i.e., axial ratios, A/B  1) for the drainage networks in all spatial domains, which 

reflect the variability in the trend of the drainages that leads to isotropic pattern. 

 The complexity of the spatial distribution of the lineaments, represented by the fractal 

dimension values, correlates well with that of fault trace patterns. The fractal dimension anisot-

ropy ellipse for lineaments is comparatively more eccentric than that of the corresponding Basin 

and Range and cross normal fault systems in the SW MT.   

 The indentations on the point distributions around the fitted fractal dimension anisotropy 

ellipse for the lineament patterns correspond with curvatures along the longest segments which 

produce the maximum degree of azimuthal irregularity and pattern complexity (Figure 4.14).  

This rugged data-point distribution pattern could be related to the strong variability of the pat-

tern's anisotropy and conditions of lineament formation. 
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CHAPTER 5: GRABEN BASIN SEDIMENTATION 

5.1 Introduction 

 This chapter presents and discusses the results of the analysis of the spatial pattern of the 

Sixmile Creek Formation (Ts) graben fill deposits in SE Idaho and SW Montana in relation to 

the mid-Tertiary Basin and Range tectonic event and the mid-Tertiary-Quaternary hotspot-

related thermal event over the past 17 Ma.  

 The Cenozoic depositional and tectonic evolution of the graben basins around the Eastern 

Snake River Plain (ESRP) in southeast Idaho and southwest Montana involves a complex history 

that relates to three successive Tertiary extensional events: (1) mid-Eocene to mid-Miocene (48-

20 Ma), mid-Miocene to early Pliocene (17-4 Ma), and (3) early Pliocene to the present (4-0 Ma) 

(Janecke et al., 1998; 2007; Sears and Thomas, 2007; Stroup et al., 2008) (Chapter 1, Section 

1.2). The mid-Eocene to mid-Miocene extensional event (~48-20 Ma) deformed the Cretaceous-

Eocene Sevier-Laramide orogenic belt (Constenius e al.,  2000), and formed detachment faults, 

extensional folds, a series of half grabens (typically east-tilted in a narrow N-S-trending rift 

zone), and supra-detachment basins (e.g., Grasshopper, Muddy Creek, Horse, Prairie, Medicine 

Lodge, Nicholia Creek, and Salmon) that were filled by clastic sedimentary rocks such as the 

Oligocene-Early Miocene Renova Formation (Tr) (Janecke, 1994; Constenius, 1996; Foster and 

Fanning, 2006; Roe, 2010, Hendrix et al., 2011).  Shortly after the deposition of the Renova 

Formation, around 17 Ma, the mid-Tertiary Basin and Range tectonic event formed the NW- and 

NE-striking mountain ranges and graben basins in the neighboring southeast Idaho and south-

west Montana, respectively (Chapter1, Section 1.2.3) (Figure 5.1).  Deposits of Renova became 

faulted and tilted by the early Miocene Basin and Range block faulting event, and subsequently 

were eroded from much of southwest Montana and adjacent Idaho (Fritz and Sears,1993).   
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 The Basin and Range extension was followed by a succession of mid-Tertiary-

Quaternary probably hotspot-induced thermal expansion and subsequent subsidence that inter-

mittently produced a second system of variably-oriented grabens across older Basin and Range 

fault blocks.  The graben basins that formed through the Basin and Range and the thermal exten-

sions were later filled with Tertiary-Quaternary clastic sedimentary rocks of the Sixmile Creek 

Formation (Ts) (Chapter 1, Section 1.2.4) (Figure 5.1). 
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Late_Miocene-Pliocene(10Ma)_SS

TertioryS

Tertiory_Id_SS

Qsvb - Quaternary sediments, volcanics, basaltic

Qvcr - Quaternary volcaniclastic rocks, rhyolitic

Qvr - Quaternary volcanic rocks, rhyolite

Qvb - Quaternary volcanic rocks, basaltic

QNvbs - Quaternary-Neogene volcanic rocks, basaltic, and sediments

QNvb - Quaternary-Neogene volcanic rocks, basaltic

Nvc - Neogene volcaniclastic rocks

Nvcf - Neogene volcaniclastic rocks, felsic

Nvcb - Neogene volcaniclastic rocks, basaltic

Nvr - Neogene volcanic rocks, rhyolitic

Nvfmi - Neogene volcanic and volcaniclastic rocks, felsic, mafic and intermediate

Nvi - Neogene volcanic rocks, intermediate

Nvb - Neogene volcanic rocks, basalt

Nvcrb - Neogene volcanic rocks, Columbia River Basalt Group, undivided

Nvcrb4 - Neogene volcanic rocks, Columbia River Basalt, Saddle Mountains Basalt

Nvcrb3 - Neogene volcanic rocks, Columbia River Basalt, Wanapum Basalt

Nvcrb2 - Neogene volcanic rocks, Columbia River Basalt, Grande Ronde Basalt

Nvcrb1 - Neogene volcanic rocks, Columbia River Basalt, Imnaha Formation

Nib - Neogene intrusive rocks, basaltic

Tvcs - Tertiary volcaniclastic rocks and sedimentary deposits

Tvc - Tertiary volcaniclastic rocks

Tvbx - Tertiary volcanic breccia

Tvcf - Tertiary volcaniclastic rocks, felsic

Tvcr - Tertiary volcaniclastic rocks, rhyolitic

Tvcd - Tertiary volcaniclastic rocks, dacitic

Tvcsi - Tertiary volcaniclastic rocks, intermediate, and derived sedimentary rocks

Tvci - Tertiary volcaniclastic rocks, intermediate

Tvcb - Tertiary volcaniclastic rocks, basaltic

Tv - Tertiary volcanic rocks

Tvf - Tertiary volcanic rocks, felsic

Tvr - Tertiary volcanic rocks, rhyolitic

Tvd - Tertiary volcanic rocks, dacitic

Tvfi - Tertiary volcanic rocks, felsic to intermediate

Tvvci - Tertiary volcanic and volcaniclastic rocks, intermediate

Tvi - Tertiary volcanic rocks, intermediate

Tvim - Tertiary volcanic rocks, intermediate to mafic

Tvm - Tertiary volcanic rocks, mafic

Tivf - Tertiary intrusive and volcanic rocks, felsic

Tibx - Tertiary intrusive breccia

Ti - Tertiary intrusive rocks

Tir - Tertiary intrusive rocks, rhyolitic

Tif - Tertiary intrusive rocks, felsic

Tifi - Tertiary intrusive rocks, felsic to intermediate

Tid - Tertiary intrusive rocks, dacitic

Tii - Tertiary intrusive rocks, intermediate

Tiafm - Tertiary intrusive rocks, alkalic, felsic to mafic

Tiim - Tertiary intrusive rocks, intermediate to mafic

Tim - Tertiary intrusive rocks, mafic

Tgbm - Tertiary granitic rocks with biotite, muscovite

Tmg - Tertiary monzogranite suite

Tgqmd - Tertiary granitoid rocks, quartz monzodiorite suite

Tqmd - Tertiary quartz monzodiorite suite

Tsq - Tertiary syenite suite

Tm - Tertiary monzonite

TKvim - Tertiary-Cretaceous volcanic rocks, intermediate and mafic

TKvtba - Tertiary-Cretaceous volcanic rocks, trachybasaltic, trachyandesitic

TKi - Tertiary-Cretaceous intrusive rocks

TKif - Tertiary-Cretaceous intrusive rocks, felsic

TKiif - Tertiary-Cretaceous intrusive rocks, intermediate to felsic

TKita - Tertiary-Cretaceous intrusive rocks, trachyandesitic

TKim - Tertiary-Cretaceous intrusive rocks, mafic

TKap - Tertiary-Cretaceous granitic aplite and pegmatite

TKgbm - Tertiary-Cretaceous granitic rocks with biotite, muscovite

TKmg - Tertiary-Cretaceous monzogranite

TKgd - Tertiary-Cretaceous granodioritic rocks

TKgdf~ - Tertiary-Cretaceous granodiorite with biotite, foliated

TKgdmy~ - Tertiary-Cretaceous granodiorite, mylonitic

TKgdbhf~ - Tertiary-Cretaceous granodiorite with biotite, hornblende, foliated

TKgdbh - Tertiary-Cretaceous granodiorite with biotite, hornblende

Kvcs - Cretaceous volcaniclastic and sedimentary rocks

Kvts - Cretaceous volcanic trachyte, with sedimentary interlayers

Kvi - Cretaceous volcanic and volcaniclastic rocks, intermediate

Kvfi - Cretaceous volcanic and volcaniclastic rocks, intermediate to felsic

Kid - Cretaceous intrusive rocks, dacitic

Kifi - Cretaceous intrusive rocks, felsic to intermediate

Kii - Cretaceous intrusive rocks, intermediate

Kgap - Cretaceous leucogranite, aplite, pegmatite

Kgbm - Cretaceous granitoid rocks with biotite, muscovite

Kgbmf~ - Cretaceous meta-granitic rocks with biotite, muscovite, foliated

Kgbmo~ - Cretaceous granitic rocks with biotite, muscovite, orthogneiss

Kgmx - Cretaceous granitic migmatite

Kg - Cretaceous granitic rocks

Kgo~ - Cretaceous granitic orthogneiss

Kmg - Cretaceous monzogranite

Kmgbh - Cretaceous monzogranitic rocks with biotite, hornblende

Kqm - Cretaceous quartz-monzonitic rocks

Kgdb - Cretaceous granodioritic rocks with biotite

Kgdbf~ - Cretaceous meta-granodiorite with biotite, foliated

Kgdbmy~ - Cretaceous granodiorite with biotite, mylonitic

Kgd - Cretaceous granodioritic rocks

Kgdf~ - Cretaceous meta-granodiorite, foliated

Kgdmy~ - Cretaceous granodiorite, mylonitic

Kgdbh - Cretaceous granodioritic rocks with biotite, hornblende

Kgdbhf~ - Cretaceous meta-granodiorite with biotite, hornblende, foliated

Ktgdmx~ - Cretaceous tonalitic to granodioritic migmatite

Kqdt - Cretaceous quartz diorite-tonalite suite

Ktf~ - Cretaceous meta-tonalite, foliated

Kto~ - Cretaceous tonalite orthogneiss

Kdq - Cretaceous diorite, quartz diorite

Kms - Cretaceous monzonite-syenite suite

Kmd - Cretaceous monzodiorite suite

Kgb - Cretaceous gabbro

Kspx - Cretaceous syenite-pyroxenite suite

KJgd~ - Cretaceous-Jurassic meta-granodiorite

KJqd~ - Cretaceous-Jurassic meta-quartz diorite suite

KJgb~ - Cretaceous-Jurassic meta-gabbro

KTRum~ - Cretaceous-Triassic meta-ultramafic rocks

KPtmx~ - Cretaceous-Permian tonalitic migmatite

KYim~ - Cretaceous-Middle Proterozoic meta-intrusive rocks, mafic

KYum~ - Cretaceous-Middle Proterozoic meta-ultramafic rocks

KXivi~ - Cretaceous-Early Proterozoic meta-intrusive or meta-volcanic rocks, intermediate

Jim~ - Jurassic meta-intrusive rocks, mafic

Jt~ - Jurassic meta-tonalite

Jvci~ - Jurassic greenstone after andesitic to latitic volcaniclastic and volcanic-derived sedimentary rocks

Jvr~ - Jurassic greenstone after rhyolitic volcanic rocks

JTRms - Jurassic-Triassic monzonite to syenite

JTRqd~ - Jurassic-Triassic meta-quartz diorite suite

JPv~ - Jurassic-Permian greenschist and amphibolite after mafic to felsic volcaniclastic and volcanic-derived metasedimentary rocks

TRgd - Triassic granodiorite

TRv~ - Triassic greenstone after andesitic to basaltic volcanic rocks

TRPgd - Triassic-Permian granodiorite

TRPqd~ - Triassic-Permian meta-quartz dioritic rocks

TRPv~ - Triassic-Permian metavolcanic greenstone after andesitic and keratophyric rocks

Pqd - Permian quartz diorite

Pv~ - Permian greenstone after volcanic and volcaniclastic rocks of intermediate to felsic composition

Osy - Ordovician syenite suite

Zsd - Late Proterozoic syenite-diorite suite

Zimi - Late Proterozoic intrusive rocks, mafic to intermediate

ZYimi~ - Late Proterozoic-Middle Proterozoic meta-intrusive rocks, mafic to intermediate

ZXim~ - Proterozoic meta-intrusive rocks, mafic

ZAam~ - Late Proterozoic to Archean amphibolitic meta-intrusive rocks, mafic

Yvm - Middle Proterozoic volcanic rocks, mafic

Yii~ - Middle Proterozoic meta-intrusive rocks, intermediate

Ygo~ - Middle Proterozoic granitic gneiss

Yim~ - Middle Proterozoic meta-intrusive rocks, mafic

Yan~ - Middle Proterozoic meta-anorthosite

Xg - Early Proterozoic granite

Xgo~ - Early Proterozoic granitic gneiss

Xgb - Early Proterozoic gabbro

XAgdo~ - Early Proterozoic-Archean granodioritic gneiss

XAam~ - Early Proterozoic-Archean amphibolite after mafic igneous rocks

XAum~ - Early Proterozoic-Archean meta-ultramafic rocks

Asw - Archean Stillwater Complex, undivided

Aswub - Archean Stillwater Complex, Upper Banded series

Aswmb - Archean Stillwater Complex, Middle Banded series

Aswlb - Archean Stillwater Complex, Lower Banded series

Aswum - Archean Stillwater Complex, Basal and Ultramafic series

Ago~ - Archean granitic gneiss and schist

Agdo~ - Archean granodiorite orthogneiss

Atno~ - Archean tonalitic gneiss

Aqd~ - Archean meta-quartz diorite

Ado~ - Archean diorite gneiss

Aam~ - Archean amphibolite after mafic igneous rocks

Aum~ - Archean meta-ultramafic rocks
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Late_Miocene-Pliocene(10Ma)_SS

TertioryS

Tertiory_Id_SS

Qsvb - Quaternary sediments, volcanics, basaltic

Qvcr - Quaternary volcaniclastic rocks, rhyolitic

Qvr - Quaternary volcanic rocks, rhyolite

Qvb - Quaternary volcanic rocks, basaltic

QNvbs - Quaternary-Neogene volcanic rocks, basaltic, and sediments

QNvb - Quaternary-Neogene volcanic rocks, basaltic

Nvc - Neogene volcaniclastic rocks

Nvcf - Neogene volcaniclastic rocks, felsic

Nvcb - Neogene volcaniclastic rocks, basaltic

Nvr - Neogene volcanic rocks, rhyolitic

Nvfmi - Neogene volcanic and volcaniclastic rocks, felsic, mafic and intermediate

Nvi - Neogene volcanic rocks, intermediate

Nvb - Neogene volcanic rocks, basalt

Nvcrb - Neogene volcanic rocks, Columbia River Basalt Group, undivided

Nvcrb4 - Neogene volcanic rocks, Columbia River Basalt, Saddle Mountains Basalt

Nvcrb3 - Neogene volcanic rocks, Columbia River Basalt, Wanapum Basalt

Nvcrb2 - Neogene volcanic rocks, Columbia River Basalt, Grande Ronde Basalt

Nvcrb1 - Neogene volcanic rocks, Columbia River Basalt, Imnaha Formation

Nib - Neogene intrusive rocks, basaltic

Tvcs - Tertiary volcaniclastic rocks and sedimentary deposits

Tvc - Tertiary volcaniclastic rocks

Tvbx - Tertiary volcanic breccia

Tvcf - Tertiary volcaniclastic rocks, felsic

Tvcr - Tertiary volcaniclastic rocks, rhyolitic

Tvcd - Tertiary volcaniclastic rocks, dacitic

Tvcsi - Tertiary volcaniclastic rocks, intermediate, and derived sedimentary rocks

Tvci - Tertiary volcaniclastic rocks, intermediate

Tvcb - Tertiary volcaniclastic rocks, basaltic

Tv - Tertiary volcanic rocks

Tvf - Tertiary volcanic rocks, felsic

Tvr - Tertiary volcanic rocks, rhyolitic

Tvd - Tertiary volcanic rocks, dacitic

Tvfi - Tertiary volcanic rocks, felsic to intermediate

Tvvci - Tertiary volcanic and volcaniclastic rocks, intermediate

Tvi - Tertiary volcanic rocks, intermediate

Tvim - Tertiary volcanic rocks, intermediate to mafic

Tvm - Tertiary volcanic rocks, mafic

Tivf - Tertiary intrusive and volcanic rocks, felsic

Tibx - Tertiary intrusive breccia

Ti - Tertiary intrusive rocks

Tir - Tertiary intrusive rocks, rhyolitic

Tif - Tertiary intrusive rocks, felsic

Tifi - Tertiary intrusive rocks, felsic to intermediate

Tid - Tertiary intrusive rocks, dacitic

Tii - Tertiary intrusive rocks, intermediate

Tiafm - Tertiary intrusive rocks, alkalic, felsic to mafic

Tiim - Tertiary intrusive rocks, intermediate to mafic

Tim - Tertiary intrusive rocks, mafic

Tgbm - Tertiary granitic rocks with biotite, muscovite

Tmg - Tertiary monzogranite suite

Tgqmd - Tertiary granitoid rocks, quartz monzodiorite suite

Tqmd - Tertiary quartz monzodiorite suite

Tsq - Tertiary syenite suite

Tm - Tertiary monzonite

TKvim - Tertiary-Cretaceous volcanic rocks, intermediate and mafic

TKvtba - Tertiary-Cretaceous volcanic rocks, trachybasaltic, trachyandesitic

TKi - Tertiary-Cretaceous intrusive rocks

TKif - Tertiary-Cretaceous intrusive rocks, felsic

TKiif - Tertiary-Cretaceous intrusive rocks, intermediate to felsic

TKita - Tertiary-Cretaceous intrusive rocks, trachyandesitic

TKim - Tertiary-Cretaceous intrusive rocks, mafic

TKap - Tertiary-Cretaceous granitic aplite and pegmatite

TKgbm - Tertiary-Cretaceous granitic rocks with biotite, muscovite

TKmg - Tertiary-Cretaceous monzogranite

TKgd - Tertiary-Cretaceous granodioritic rocks

TKgdf~ - Tertiary-Cretaceous granodiorite with biotite, foliated

TKgdmy~ - Tertiary-Cretaceous granodiorite, mylonitic

TKgdbhf~ - Tertiary-Cretaceous granodiorite with biotite, hornblende, foliated

TKgdbh - Tertiary-Cretaceous granodiorite with biotite, hornblende

Kvcs - Cretaceous volcaniclastic and sedimentary rocks

Kvts - Cretaceous volcanic trachyte, with sedimentary interlayers

Kvi - Cretaceous volcanic and volcaniclastic rocks, intermediate

Kvfi - Cretaceous volcanic and volcaniclastic rocks, intermediate to felsic

Kid - Cretaceous intrusive rocks, dacitic

Kifi - Cretaceous intrusive rocks, felsic to intermediate

Kii - Cretaceous intrusive rocks, intermediate

Kgap - Cretaceous leucogranite, aplite, pegmatite

Kgbm - Cretaceous granitoid rocks with biotite, muscovite

Kgbmf~ - Cretaceous meta-granitic rocks with biotite, muscovite, foliated

Kgbmo~ - Cretaceous granitic rocks with biotite, muscovite, orthogneiss

Kgmx - Cretaceous granitic migmatite

Kg - Cretaceous granitic rocks

Kgo~ - Cretaceous granitic orthogneiss

Kmg - Cretaceous monzogranite

Kmgbh - Cretaceous monzogranitic rocks with biotite, hornblende

Kqm - Cretaceous quartz-monzonitic rocks

Kgdb - Cretaceous granodioritic rocks with biotite

Kgdbf~ - Cretaceous meta-granodiorite with biotite, foliated

Kgdbmy~ - Cretaceous granodiorite with biotite, mylonitic

Kgd - Cretaceous granodioritic rocks

Kgdf~ - Cretaceous meta-granodiorite, foliated

Kgdmy~ - Cretaceous granodiorite, mylonitic

Kgdbh - Cretaceous granodioritic rocks with biotite, hornblende

Kgdbhf~ - Cretaceous meta-granodiorite with biotite, hornblende, foliated

Ktgdmx~ - Cretaceous tonalitic to granodioritic migmatite

Kqdt - Cretaceous quartz diorite-tonalite suite

Ktf~ - Cretaceous meta-tonalite, foliated

Kto~ - Cretaceous tonalite orthogneiss

Kdq - Cretaceous diorite, quartz diorite

Kms - Cretaceous monzonite-syenite suite

Kmd - Cretaceous monzodiorite suite

Kgb - Cretaceous gabbro

Kspx - Cretaceous syenite-pyroxenite suite

KJgd~ - Cretaceous-Jurassic meta-granodiorite

KJqd~ - Cretaceous-Jurassic meta-quartz diorite suite

KJgb~ - Cretaceous-Jurassic meta-gabbro

KTRum~ - Cretaceous-Triassic meta-ultramafic rocks

KPtmx~ - Cretaceous-Permian tonalitic migmatite

KYim~ - Cretaceous-Middle Proterozoic meta-intrusive rocks, mafic

KYum~ - Cretaceous-Middle Proterozoic meta-ultramafic rocks

KXivi~ - Cretaceous-Early Proterozoic meta-intrusive or meta-volcanic rocks, intermediate

Jim~ - Jurassic meta-intrusive rocks, mafic

Jt~ - Jurassic meta-tonalite

Jvci~ - Jurassic greenstone after andesitic to latitic volcaniclastic and volcanic-derived sedimentary rocks

Jvr~ - Jurassic greenstone after rhyolitic volcanic rocks

JTRms - Jurassic-Triassic monzonite to syenite

JTRqd~ - Jurassic-Triassic meta-quartz diorite suite

JPv~ - Jurassic-Permian greenschist and amphibolite after mafic to felsic volcaniclastic and volcanic-derived metasedimentary rocks

TRgd - Triassic granodiorite

TRv~ - Triassic greenstone after andesitic to basaltic volcanic rocks

TRPgd - Triassic-Permian granodiorite

TRPqd~ - Triassic-Permian meta-quartz dioritic rocks

TRPv~ - Triassic-Permian metavolcanic greenstone after andesitic and keratophyric rocks

Pqd - Permian quartz diorite

Pv~ - Permian greenstone after volcanic and volcaniclastic rocks of intermediate to felsic composition

Osy - Ordovician syenite suite

Zsd - Late Proterozoic syenite-diorite suite

Zimi - Late Proterozoic intrusive rocks, mafic to intermediate

ZYimi~ - Late Proterozoic-Middle Proterozoic meta-intrusive rocks, mafic to intermediate

ZXim~ - Proterozoic meta-intrusive rocks, mafic

ZAam~ - Late Proterozoic to Archean amphibolitic meta-intrusive rocks, mafic

Yvm - Middle Proterozoic volcanic rocks, mafic

Yii~ - Middle Proterozoic meta-intrusive rocks, intermediate

Ygo~ - Middle Proterozoic granitic gneiss

Yim~ - Middle Proterozoic meta-intrusive rocks, mafic

Yan~ - Middle Proterozoic meta-anorthosite

Xg - Early Proterozoic granite

Xgo~ - Early Proterozoic granitic gneiss

Xgb - Early Proterozoic gabbro

XAgdo~ - Early Proterozoic-Archean granodioritic gneiss

XAam~ - Early Proterozoic-Archean amphibolite after mafic igneous rocks

XAum~ - Early Proterozoic-Archean meta-ultramafic rocks

Asw - Archean Stillwater Complex, undivided

Aswub - Archean Stillwater Complex, Upper Banded series

Aswmb - Archean Stillwater Complex, Middle Banded series

Aswlb - Archean Stillwater Complex, Lower Banded series

Aswum - Archean Stillwater Complex, Basal and Ultramafic series

Ago~ - Archean granitic gneiss and schist

Agdo~ - Archean granodiorite orthogneiss

Atno~ - Archean tonalitic gneiss

Aqd~ - Archean meta-quartz diorite

Ado~ - Archean diorite gneiss

Aam~ - Archean amphibolite after mafic igneous rocks

Aum~ - Archean meta-ultramafic rocks
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Late_Miocene-Pliocene(10Ma)_SS

TertioryS

Tertiory_Id_SS

Qsvb - Quaternary sediments, volcanics, basaltic

Qvcr - Quaternary volcaniclastic rocks, rhyolitic

Qvr - Quaternary volcanic rocks, rhyolite

Qvb - Quaternary volcanic rocks, basaltic

QNvbs - Quaternary-Neogene volcanic rocks, basaltic, and sediments

QNvb - Quaternary-Neogene volcanic rocks, basaltic

Nvc - Neogene volcaniclastic rocks

Nvcf - Neogene volcaniclastic rocks, felsic

Nvcb - Neogene volcaniclastic rocks, basaltic

Nvr - Neogene volcanic rocks, rhyolitic

Nvfmi - Neogene volcanic and volcaniclastic rocks, felsic, mafic and intermediate

Nvi - Neogene volcanic rocks, intermediate

Nvb - Neogene volcanic rocks, basalt

Nvcrb - Neogene volcanic rocks, Columbia River Basalt Group, undivided

Nvcrb4 - Neogene volcanic rocks, Columbia River Basalt, Saddle Mountains Basalt

Nvcrb3 - Neogene volcanic rocks, Columbia River Basalt, Wanapum Basalt

Nvcrb2 - Neogene volcanic rocks, Columbia River Basalt, Grande Ronde Basalt

Nvcrb1 - Neogene volcanic rocks, Columbia River Basalt, Imnaha Formation

Nib - Neogene intrusive rocks, basaltic

Tvcs - Tertiary volcaniclastic rocks and sedimentary deposits

Tvc - Tertiary volcaniclastic rocks

Tvbx - Tertiary volcanic breccia

Tvcf - Tertiary volcaniclastic rocks, felsic

Tvcr - Tertiary volcaniclastic rocks, rhyolitic

Tvcd - Tertiary volcaniclastic rocks, dacitic

Tvcsi - Tertiary volcaniclastic rocks, intermediate, and derived sedimentary rocks

Tvci - Tertiary volcaniclastic rocks, intermediate

Tvcb - Tertiary volcaniclastic rocks, basaltic

Tv - Tertiary volcanic rocks

Tvf - Tertiary volcanic rocks, felsic

Tvr - Tertiary volcanic rocks, rhyolitic

Tvd - Tertiary volcanic rocks, dacitic

Tvfi - Tertiary volcanic rocks, felsic to intermediate

Tvvci - Tertiary volcanic and volcaniclastic rocks, intermediate

Tvi - Tertiary volcanic rocks, intermediate
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Figure 5.1.  Map showing the graben basins filled with Tertiary- Quaternary clastic sedimentary units, 

associated with the Basin and Range and cross faults.  
 

 Field relationships and stratigraphy of the Renova and Sixmile Creek Formations that fill 

the BR and CF graben basins are described by Fritz and Sears (1993), Janecke (1994), Nielsen 

and Thomas (2004), McCune (2008), Sears et al (2009), Link and Hodges (2011), and Schwartz, 

Schwartz (2013).  The spatial distribution and structural relationships between the clastic units 
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that fill the two systems of graben basins and their bounding normal faults are not well under-

stood.  In this chapter, I present the result of the statistical analysis of the spatial distribution and 

pattern of the Sixmile Creek Formation graben fill deposits. 

5.1.1 Cenozoic paleogeography and graben basin sedimentation 

 Sedimentation in the study area has been influenced by variables such as tectonics, cli-

mate, and sea level described in Chapter 1.  Large quantities of fluvial gravel, sand, silt, mud, 

volcanic ash, limestone, and coal (from peat formed in marshes) were deposited in broad valleys 

and plains in Montana and Idaho during a period of dry climate throughout Oligocene and early 

Miocene (~40 Ma) (Roe, 2010; Fritz and Thomas, 2011).  These Tertiary deposits constitute the 

White River Oligocene beds in eastern Montana and the Renova Formation (Tr) in western Mon-

tana (McHugh, 2003; Kent-Corson et al., 2006).  The limestone in the Renova Formation proba-

bly formed in shallow lakes with marshes around them (Lielke, 2012) similar to the Great Salt 

Lake in Utah.  The volcanic ash in the Renova Formation does not have a local origin; its 

rhyolitic composition suggests a source from far centers of violent eruption, probably in the West 

Cascades (Oregon and Washington) (Kuenzi and Fields, 1971; Sears et al., 2009; Holt, 2011).     

 The dry climate in Montana and Idaho changed into a wet tropical environment during 

early Miocene (~ 20 Ma) which lasted for about 10 m.y. (Thompson et al., 1982).  A tropical red 

laterite layer with aluminum or iron ore marks an unconformity at the top of the Renova For-

mation in Montana.  Late Miocene-Pliocene (~10 Ma) created a second arid climate in Montana 

and neighboring states which was drier than the previous one, and lasted until the ice ages (2.5 

Ma) (Fritz and Thomas, 2011).  In this second arid environment, dried-up streams created an un-

drained desert plain that laid a thick layer of coarse gravel, sand, mud, and ash over the area 

carved by earlier Renova streams (Alt and Hyndman, l986).  These mostly fluvial-volcaniclastic 
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sediments constitute the Sixmile Creek Formation (Ts) and Flaxville Formation in western and 

eastern Montana, respectively. 

5.2 Data processing 

 The orientation of the polygons of both mid-Tertiary and Neogene graben-fill clastic sed-

imentary units (i.e., Renova and Sixmile Creek Formations) were analyzed against the orienta-

tion of the traces of their bounding normal faults in ArcGIS 10.  Data acquisition and classifica-

tion for the normal fault traces (polylines) and basin fills (polygons) were described in Chapter 2 

(Section 2.2).   

 This chapter only focuses on graben sedimentation around the ESRP sub-area.  The poly-

gon features investigated in this study delineate the boundaries of mid-Tertiary and Neogene 

graben fill clastic sedimentary units which are bounded by the Basin and Range or cross faults.  

Prominent graben basins which formed and filled during and after the Basin and Range (BR) 

event were identified from those that formed during and after the cross faulting (CF) event based 

on cross cutting relationships and the trend of their aggregated long dimension relative to the lin-

ear directional mean (LDM) (Chapter 3, Section 3.2.3.2) of the traces of the BR and CF fault 

sets.  The spatial and trend analyses of these graben fill polygons were conducted in the context 

of tectonic sedimentation of Cenozoic Renova and Sixmile Creek Formations.  The polyline and 

polygon data were laid on a base map of the ESRP (with a resolution up to the scale of around 

1:9,000) and imported into ArcGIS 10 for spatial analyses. 

5.3 Methods 

 The mean orientation for each set of fault trace, calculated using the Linear Direction-

al/Orientational Mean (LDM) tool in ArcGIS’s Spatial Statistics package (Chapter 3, Section 

3.2.3.2), was used as a reference to identify the BR grabens from the younger CF grabens.  The 
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calculated trends of the LDM for the Basin and Range and cross normal fault sets in domain I 

and II are given by the angle  in Table 5.1, and are depicted by the double-headed arrows in 

Figures 5.2 and 5.3.  

  The Dissolve and Minimum Bounding Geometry tools in ArcGIS’s Data Management 

package were applied to examine the orientation of the Neogene clastic graben filling units (pol-

ygons) associated with the Basin and Range and cross faulting events in the study area.  The Dis-

solve tool was applied to aggregate (combine) all discrete polygons of Neogene clastic sedi-

ments, which were located within the same graben valley, by removing (i.e., dissolving) the 

boundaries between them.  The Minimum Bounding Geometry tool was then applied to the elon-

gate, dissolved polygon of the graben-filling clastic sedimentary rock units to calculate the trend 

(i.e., azimuth) of the aggregated polygon (graben).  The tool first creates a specific geometrical 

shape (minimum bounding geometry) for each polygon by applying one of the following op-

tions: convex hull (the polygon surrounded by the smallest convex polygon), minimum area rec-

tangle (the polygon limited by the smallest rectangle area), minimum width rectangle (the poly-

gon enclosed by the minimum rectangle width), circle (the polygon bordered by a smallest cir-

cle), or envelope (the entire polygon wrapper) (Esri, 2011).    

 The minimum bounding geometries of the rectangular graben basins bounded by the Ba-

sin and Range and cross normal faults were determined by choosing the “minimum area rectan-

gle” geometry type option.  The rectangular shape option was taken because of the rectangular 

shape of the grabens basins.  During the operation, each graben basin was mapped separately 

based on the age and lithology of its sedimentary fill. After running the Minimum Bounding Ge-

ometry tool, some new output fields (e.g., MBG_Orientation, MBG_Width, and MBG_Length) 

were created which were added to the attribute table of the database in ArcGIS 10.  The azimuth 
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of the long side of each rectangular graben basin was estimated from the MBG_Orientation field 

(Figure 5.4 and Tables 5.2-5.6). Measures for the length of the short and long sides of each 

graben basin were determined from the MBG_Width and MBG_Length output fields, respective-

ly.  The azimuth of the graben basins was then used to classify the graben basins into four differ-

ent homogeneous sets (NE-trending, NW-trending, N-S, and E-W) in which the standard devia-

tion of the azimuth is a minimum. 

5.3 Results 

 The linear directional means (LDMs) for the Basin and Range and cross fault system are 

represented by the double-headed arrows in Figures. 5.2 and 5.3, respectively.  The LDMs for 

the Basin and Range fault traces in the southern and northern Snake River Plain (SSRP and 

NSRP) areas of domain I are oriented NW-SE (=143
o
), almost perpendicular  to the mean trend 

of the fault traces (=045
o
) in domain II (Table 5.1, Figure. 5.2).  The mean azimuth of the NW-

trending graben basin polygons (139
o
, Table 5.2) in domain I (ESRP, Idaho) parallels the trend 

of the linear directional mean (LDM) of the bounding Basin and Range fault traces (=143
o
) in 

that domain (Table 5.1, Figure 5. 2 and 5.4 A).  The mean orientation of the NE-trending Basin 

and Range graben basin polygons (045
o
, Table 5.3) in domain II (SW Montana) parallels the 

trend of the LDM (045
o
) of the associated NE-trending Basin and Range fault traces in that do-

main (Table 5.1, Figures  5.2 and 5.4B). 
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Figure 5. 2. Map showing the traces of the NW and NE trending Basin and Range normal faults and the 

LDMs (double-headed arrows) around the Eastern Snake River Plain. 

 

  The linear directional mean for the NE-trending cross fault (CF) set in the SSRP and 

NSRP sub-domains of domain I are oriented about 026
o 
and 053

o
, respectively (Table 5.1, Figure 

5.3).  The linear directional mean of the cross normal faults in the whole domain I, in southeast 

Idaho (045
o
, Table 5.1) is locally sub-perpendicular to the directional mean of the NW-trending 

CF set in domain II (133
o
, Table 5.1, Figure 5.3).  

 The mean azimuth of the NW-trending graben basin polygons (134
o
, Table 5.6) in do-

main II (SW Montana) parallels the trend of the linear directional mean (133
o
) of the associated 

cross normal fault traces in that area (Table 5.1, Figures 5. 3 and 5.4). The mean trends of the N-

S trending and E-W trending basin polygons also parallel the linear directional mean of their 

bounding regional N-S and E-W normal fault sets, respectively (Tables 5.1, 5.4, and 5.5, Figure 

5.4). 
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Table 5.1. The trend () of the LDM of the Basin and Range and cross normal faults in SE Idaho and SW 

Montana . 

 

Area Sub-area  Normal fault trace set  Trend of the linear directional mean, LDM () 

Domain II  NE-trending BR 045
o
 

Domain I  NW-trending BR 143
o
 

 NSRP BR 142
o
 

 SSRP BR 143
o
 

Domain II  NW-trending CF 133
o
 

Domain I  NE-trending CF 045
o
 

 NSRP NE-trending CF 053
o
 

 SSRP NE-trending CF 026
o
 

ESRP  N-S 004
o
-178

o
 

ESRP  E-W 084
o 

 

Table 5.2. Orientation of the NW-SE trending Basin and Range fault-bounded graben basins in SE ID 

determined by applying the Minimum Bounding Geometry tool.   

 
Area Azimuth Area Azimuth 

Lemhi/Birch creek valley                          138
o
 Black Foot Lava field  135

o
 

Pahsimeroi/ Little Lost River 128
 o
 Paradise valley     133

 o
 

Big Lost River valley                                       129
 o
 Homer valley  132

 o
 

Black Pine Mt valley (Curlew valley)  121
o
 Swan valley   120

 o
 

Rock Land valley          156
o
 Wooley valley   128

 o
 

Malad valley                 162
o
 Long valley   141

 o
 

Oxford valley    150
o
 Upper valley   143

 o
 

Portneuf valley               146
o
 Gentle valley  145

 o
 

Oxford valley    150
o
 Red Rock valley 150

o
 

Average 139
o
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Table 5.3. Orientation of the NE-SW trending Basin and Range fault-bounded graben basins in SW MT 

determined by applying the Minimum Bounding Geometry tool.  

 
Area Azimuth Area Azimuth 

Ruby graben 060
 o
 Pioneer Basin 048

 o
 

Beaverhead graben 043
o
 Tobacco Root Basin 024

 o 

Big Hole graben 068
 o
 Silver star 031

o
 

Total 045
o
 

 

Table 5.4. Orientation of the N-S trending graben basins around the ESRP determined by applying the 

Minimum Bounding Geometry tool.  

 
Area Azimuth Area Azimuth 

Thomas Fork valley   175
o
 Arbon valley                    014

 o
 

Bear Lake valley  170
o
 Teton basin   004

o
 

Pocatello valley              178
o
 Fork Divide creek 004

o
 

Marsh valley    180
o
               Average 007

o
 

Average 176
o
   

 

 
Table 5.5. Orientation of the E-W trending graben basins around the ESRP determined by applying the 

Minimum Bounding Geometry tool.  

 
Area Azimuth Area Azimuth 

Centennial valley  086
 o
 Horse prairie Creek  098

o
 

Wise River 101
 o
 Silver Bow Creek, Ramsey  100

o
 

Whitehall/Three Forks  087
o
 Average 099

 o
 

 

 

 

Table 5.6. Orientation of the NW-trending cross fault-bounded graben basins in SW MT determined by 

the Minimum Bounding Geometry tool.   

 
Area Azimuth Area Azimuth 

Horse prairie creek  157
 o
 Bell/Limekiln Canyon  157

 o
 

Melrose  121
 o
 Birch creek  149

o
 

Wise River 109
 o
 Blacktail 126

 o
 

Ruby valley   129
 o
 Red Rock valley 142

 o
 

Upper Ruby road 121
 o
 Grasshopper   140

 o
 

Sweetwater basin   111
 o
 Madison 148

o
 

  Average 134
o 
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Figure 5. 3. Map showing the traces of the NW and NE trending cross normal faults and the LDMs (dou-

ble-headed arrows) around the Eastern Snake River Plain.  
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Figure 5. 4.  Spatial distribution of the trend of the graben filling Sixmile Creek Formation (Ts) associat-

ed with (A) the Basin and Range and (B) cross normal fault system. 
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Figure 5. 5. A close-up view of the graben basins filled with the Sixmile Creek Formation (Ts) in SW 

MT and NE ID.  
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5.4 Discussion 

The relative timing of the Basin and Range (BR) and cross normal faulting (CF) events in 

southwest Montana and southeast Idaho can be determined based on both cross cutting relation-

ships and stratigraphic record.  The mean trend of the traces of the BR faults in southeast Idaho 

is perpendicular to the mean trend of the BR faults in southwest Montana (Figure 5.2).  

The Basin and Range extensional event created the NW-trending block-faulted mountain 

ranges such as Lost River, Lemhi, and Beaverhead in Idaho (Haller,1988;1990; Janecke, 2007) 

(Figures 5.1- 5.2 and Table 5.1) and NE-trending Gallatin, Emigrant, Bridger, Tobacco Root, 

Madison, and Ruby ranges in southwest Montana (Pardee, 1950; DuBois, 1983; Haller et al., 

2002; Reynolds et al., 2002; Janecke, 2005; 2007) (Figures 5.1-5.3 and Table 5.2).  These two 

sets formed at different times. The orientation of the NE-SW trending faults in SW Montana is 

controlled by the Laramide faults, which in turn are controlled by the underlying Precambrian 

faults.   

The Upper Miocene-Pliocene Sixmile Creek Formation (Ts) filled up some of the cross 

fault related graben valleys across the Basin and Range blocks in SW Montana and adjacent Ida-

ho (Figures 5.1, 5.4, and 5.5).  The orientation and distribution of the Oligocene-early Miocene 

units of the Renova Fm. (Tr) and the late Miocene-Pliocene Sixmile Creek Fm. (Ts) (Figures 5.1 

and 5.4) show that some of the older Basin and Range faults, such as the one bounding the Red 

Rock valley in SW Montana (Idaho-Montana border area), were reactivated during the cross 

faulting event. 

The parallelism of the mean trend of the graben basin-filling units, represented by their 

polygons, and their block-faulted mountain ranges with the linear directional mean (LDM) of the 

Basin and Range fault traces ( Figure 5.4, Tables 1-3) suggests that the deposition of the Sixmile 
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Creek Formation occurred after the Basin and Range event, during and after the cross faulting 

event.  The Basin and Range event tilted the bedding in the Renova Formation and exposed its 

basal unconformable contact with Precambrian rocks. The event was followed by erosion and the 

development of a middle Miocene angular unconformity, marked by laterite that separates the 

Upper Eocene-early Miocene fluvial, alluvial, and lacustrine Renova Formation (Tr) from the 

late Miocene-Pliocene Sixmile Creek Formation (Ts) (Fields et al., 1985; Fritz and Sears, 1993; 

Nielsen and Thomas, 2004, Sears et al, 2009).  The angular unconformity on top of Renova oc-

curs in N and NE trending half grabens in southwest Montana (Fields et al., 1985; Sears, 1995; 

Sears and Fritz, 1998), sub-parallel to the local fault-bounded Basin and Range blocks (e.g., Ru-

by).   

Sears and Thomas (2007) noted that the Neogene crustal disturbance, due to the Yellow-

stone hotspot, formed extensional structures which resulted in physiographic changes adjacent to 

the Snake River Plain.  These structures include the Granite graben, and Brown’s Park grabens in 

Wyoming, and Ruby, Sweetwater, Beaverhead, Big Hole, Deer Lodge, Medicine Lodge-

Grasshopper, Three Forks, Canyon Ferry, Jefferson, Melrose, Wise River, and Paradise grabens 

(Table 5.6) in southwest Montana.   

The cross faults and related full and half grabens, such as Blacktail and Sweetwater 

Creek in southwest Montana, formed with variable orientation across older Basin and Range 

fault blocks (Figure 5.4 and Tables 5.4-5.5) probably as a result of thermal expansion and subse-

quent contraction as the North American plate and its Basin and Range-extended crust migrated 

to the southwest above the Yellowstone hotspot (Stewart 1971; Royse et al., 1975; Zoback and 

Thompson, 1978; Dixon, 1982; Eaton, 1982; Pierce and Morgan, 1992; Beranek et al., 2006; 

Sears et al., 2009; Davarpanah and Babaie, 2013).  The thermally-induced cross normal fault sys-
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tem and older Basin and Range normal faults are still tectonically active as is indicated by their 

seismicity (Pardee, 1950; Fields et al., 1985; Sears and Fritz, 1998).  

Graben basins formed during the Basin and Range and thermally induced cross faulting 

events were both filled by late Miocene-Pliocene (~10 Ma) clastic sediments of the Sixmile 

Creek Formation (Ts) in SE Idaho and SW Montana (Figure 5.4 and Tables 5.5 and 5.6).  The 

parallelism of the average trend of these graben basins (134
o
), filled with late Miocene-Pliocene 

Sixmile Creek Formation (Ts), with the mean trend of the cross normal fault sets (133
o
) in the 

same areas (Figure 5.4 , Table 5.6) indicates that the deposition of the Sixmile Creek Formation 

was synchronous with and/or postdates the thermally-induced cross faulting event.  The NE- and 

NW-trending sets of cross faults in the ESRP, may have formed as the Picabo and Heise calderas 

erupted about 10.2 Ma and 6.6 Ma, respectively (Yuan, 2005; 2010).   

The timing for cross faulting is determined from offsets on basalt flows associated with 

the age of the Heise volcanic field (e.g., 4.0 m.y. Lone Butte, 4.9 m.y. Lima, 5.6 m.y. Little Ta-

ble, and 6.1 m.y. Timber Hill) (Fritz et al., 2007).  The timing is also determined from pyroclas-

tic deposits around fault bounded ranges, and paleo-valley fills that formed before and after the 

Basin and Range event and before or during the cross faulting event.   

Fritz and Sears (1993, 2009), Janecke (1994, 2005), and Pierce and Morgan (2009) for 

example, reported the presence of extensive remnants of a formerly continuous Neogene paleo-

valleys north of the eastern Snake River Plain.  The 6.1 m.y. old Timber Hill basalt in Tendoy, 

Blacktail, and Ruby Mountains (SW Montana), which probably erupted from the Yellowstone 

hotspot (Heise caldera) after thermal doming, flowed north along a paleo-valley for nearly 100 

km (Fritz and Sears, 1993; Fritz et al., 2007; Lonn et al., 2000) (Figure 5.1).  The Timber Hill 
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basalt was probably faulted due to the thermally-induced stresses of the Yellowstone hotspot 

which produced the cross faults. 

The lower member (Sweetwater gravel) of the late Miocene-Pliocene Sixmile Creek 

Formation (Sears, 1995), designated as Tss on existing published geologic map (Figure 5.5), 

contains late Miocene-Pliocene clasts of the Renova Dillon volcanic rocks at its base, indicating 

that Renova was uplifted (by the Basin and Range block faulting) at the time of deposition of the 

Sweetwater gravel (Tss).  This sets a maximum post-Basin and Range age for the thermally-

induced cross faulting event. The faulting of the 6.1 m.y. old Timber Hill basalt sets a minimum 

age for the cross faulting event.  The Tss member grades into the Anderson Ranch Member (Tsa) 

higher in the stratigraphic section.  The Anderson Ranch Member, composed of tephra reworked 

into fluvial and alluvial deposits, is thin near the Precambrian contact along the N-S oriented Ba-

sin and Range blocks, and thickens as a wedge in the middle of the graben basins.  The top Big 

Hole River member (Tsbh) which includes layers of well-rounded gravel stream deposits appears 

in fluvial deposits along the grabens, and covers the Anderson Ranch Member. 

The untilted Sixmile Creek Formation above the angular unconformity on top of Renova, 

and the presence of the Tsbh gravel under the 6.1 Ma Timber Hill basalt in Sweetwater Creek, in 

southwest Montana (Figure 5.5) indicate that the Sixmile Creek Formation was deposited after 

the Basin and Range event but before and during the cross faulting event.  The Sixmile Creek 

Formation filled up the fault-related drainage system which was created by the Basin and Range 

extension (Fields et al., 1985; McLeod, 1987; Regalla et al., 2007).  The 6.1 Ma probably marks 

the onset of the hotspot-related extension and diversion of the Basin and Range drainages into 

new ones in which the Sixmile Creek Formation was deposited, after the relative stability that 

followed the middle Miocene Basin and Range event in southwest Montana (Fritz and Sears, 
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1993).  The deposition of the Sixmile Creek Formation is therefore post-Basin and Range and 

pre- to syn-hotspot thermal event.  

In summary, I applied spatial statistics to analyze the relationship between Cenozoic 

graben filling units in SW Montana and SE Idaho and normal faults which formed during two 

extensional events.  My data show that the intermittent mid-Tertiary-Quaternary thermal expan-

sion-subsidence, induced by the Yellowstone hotspot, produced a system of variably-oriented 

normal faults and graben basins across older Basin and Range fault blocks.  These and existing 

Basin and Range graben basins were filled with post-Basin and Range Tertiary-Quaternary clas-

tic sedimentary rocks of the Sixmile Creek Formation (Ts).  The orientation and spatial distribu-

tion of aggregated outcrops of the Sixmile Creek Formation in each basin correlate with the trend 

and distribution of the thermally-induced normal faults that formed across the Basin and Range 

fault system.  The hotspot-related thermal extension that formed most of the mid-Tertiary-

Quaternary graben basins across the Basin and Range fault blocks also produced grabens parallel 

to the Basin and Range faults by reactivating older faults (e.g., on the border between SW MT 

and SE ID). 
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CHAPTER 6: VOLCANISM IN SNAKE RIVER PLAIN 

6.1 Introduction 

 This chapter presents and discusses the results of the analysis of the spatio-temporal dis-

tribution and eruption pattern of mid-Miocene-Quaternary rhyolitic and mafic lavas in five suc-

cessive calderas along the Snake River Plain (SRP) in Idaho, applying the methods of global and 

local Moran’s I, standard deviational ellipse, and Ripley’s K-function.  The sequence of eruption, 

spatial pattern, and spatio-temporal relationships among the Neogene-Quaternary lavas along the 

SRP are not well known.  Although these lavas generally vary their characteristics in space and 

geologic time, the variables that characterize them (e.g., composition, age) are unlikely to be 

randomly distributed, and their values (e.g., basaltic, rhyolitic) depend on many spatio-temporal 

factors such as the magmatic and eruptive processes that produced them, or the subsequent pro-

cesses (e.g., erosion, covering by sediment) that modified their geometry and size. In other 

words, measurements or observations made at different points on the exposure of a lava flow or a 

caldera along the Snake River Plain are commonly not independent of one another, especially if 

the locations where the observations were made are close to each other or related to the same 

caldera (Getis, 2007; 2008).  Data collected from these spatial units (lavas, calderas) are com-

monly related by distance and spatial arrangement, and are characterized by spatial and temporal 

dependency (Anselin, 1988; Ping et al., 2004).   

 Spatial correlation is a measure that assesses the dependency between the values of a var-

iable (e.g., composition, age) over space (e.g., along the SRP) (Zhang and Lin, 2007). Spatial 

patterns (e.g., clustered) commonly emerge as a result of geological processes (Walker et al., 

2013).  For example, the degree and sign (positive or negative) of the spatial dependency (auto-

correlation) of lava flows may be controlled by the primary attributes and processes (Fox et al., 
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2007) that affect their original spatial distribution, such as viscosity and explosively, and second-

ary processes that erode or conceal them (deposition). The spatial structure of lava, represented 

by a clustered, dispersed, or random pattern, may be caused either due to the presence of a trend 

(e.g., flow of lava in a specific direction) or interaction with neighboring sites. For example, a 

spatial variable y (e.g., lava composition) may be dependent on another spatial variable x such as 

the age or position of a caldera, or on a spatio-temporal process such as subsequent erosion or 

overlap by younger sediments (Cliff and Ord, 1981; Legendre and Legendre, 1998; 2012; 

Overmars et al., 2003).   

 Documenting the spatial and temporal variations of the lava patterns along the SRP can 

help us to understand the extent, and distinguish the nature, of the rhyolitic and basaltic lavas that 

were produced by the six or seven successive, hotspot-related caldera eruptions, and evaluate the 

effects of later volcanic, erosional, or depositional processes on their geographic distribution. On 

the other hand, similarities among the eruptive calderas (Figure 6.1) in terms of their local lava 

distribution pattern and extent, relative to the dimensions and geometry of the Snake River Plain, 

may relate to the temporal characteristics of the thermal regime of the Yellowstone hotspot. 

 In this chapter these issues are investigated by addressing the following problems in ref-

erence to the successive spatio-temporal positions of the calderas along the migratory path of the 

YHS: (i) distribution patterns of rhyolitic and basaltic lavas in space (in each caldera) and in time 

(during each eruption); (ii) similarities and differences in the characteristics of lavas at local 

(around each caldera) and global (along the SRP) scales through eruptive and post-eruptive pro-

cesses (lava flow, erosion, deposition); (iii) implications of the spatial and temporal distribution 

patterns of lavas at these two scales for hotspot’s thermal regime.  To tackle these problems, I 

examine the spatial autocorrelation (dependency) and distribution patterns of the Neogene-
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Quaternary lavas along the eastern Snake River Plain (ESRP) over the past 15 m.y., applying the 

methods of global and local Moran’s I and Ripley’s K-function.  

   

 

Figure 6.1. Spatio-temporal distribution of undifferentiated Neogene-Quaternary lavas along the SRP 

over the past 15 m.y.  

 

6.2 Data processing 

Data acquisition and classification related to the Neogene-Quaternary lavas and caldera 

positions along the Snake River Plain were described in Chapter 2 (Section 2.2).  The Neogene-

Quaternary lava polygons were grouped, based on age, into five thematic layers from oldest to 

youngest, and the lavas of each age group were then classified based on lithology into mafic and 

felsic compositions (Chapter 2, Section 2.2).  Tools such as global Moran`s I and Local Indicator 

of Spatial Association (LISA) (local Moran's I), which are included in the Spatial Statistics pack-
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age of ArcGIS 10, were applied to reveal the spatial pattern of different lava types (felsic, mafic) 

with the same age and spatio-temporal pattern of a given type of lava (e.g., felsic) with variable 

age along the SRP.  The distribution patterns were determined applying the Multi-Distance Spa-

tial Cluster Analysis tool based on Ripley's K-function (Ripley, 1977) in the Spatial Statistics 

package of ArcGIS (Chapter 3, Section 3.3.2.1). The ArcGIS’s Directional Distribution tool was 

also applied to construct the standard deviational ellipses (SDEs) (Chapter 3, Section 3.3.2.2) 

representing the trend of the spatial dispersion of the centroids of the Neogene-Quaternary lava 

polygons at each eruptive center along the SRP 

6.3 Methodology 

6.3.1 Global Moran’s I index 

Global autocorrelation is identified applying the Moran’s I index (Moran, 1950) which is 

a weighted measure of spatial dependence that quantifies the similarity or dissimilarity of values 

of a variable as a function of distance classes (lags) among locations (Cliff and Ord, 1981; Grif-

fith, 1987; Anselin, 1995; Fu et al., 2013).  The index allows identifying the existence of clusters 

in the whole area (e.g., ESRP) over a single lag.  Several Moran’s I values measured individually 

over several distance classes, can be plotted in a correlogram to depict the variation of the spatial 

dependency with distance or lag (e.g., Cliff and Ord, 1981; Isaaks and Srivastava, 1989; Legen-

dre and Legendre, 1998; Overmars et al., 2003; Fox et al., 2007).  The global and local (see be-

low) Moran’s I statistical methods are distinguished from the traditional statistical methods by 

considering the spatial or temporal position of the samples. These methods apply “inferential sta-

tistics” to test (i.e., accept or reject) against the null hypothesis (H0) that there is no spatial auto-

correlation (i.e., there is randomness or independency) (Zhang and Lin, 2007; Allen, 2009; Estiri, 

2012; Kumar et al., 2012) (see Chapter 3, Section 3.2.1). The null hypothesis implies a Complete 
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Spatial Randomness (CSR) of the values of the variable at all locations (Zhang and Selinus, 

1997; Wolf-Branigin, 2002; Lin and Zhang, 2007). These statistics enable us to analyze spatial 

change that may have occurred through a geological process that is unexpected to have arisen by 

chance (i.e., randomly) (Walker et al., 2013).  

Spatial autocorrelation is related both to the variance, that measures the amount of distri-

bution of the values of a variable from the mean, and covariance, that measures the correlation 

between two variables.  The global Moran`s I method calculates the mean ( x ) and the variance 

of the values of the variable x (e.g., lava’s age or lithology) at locations i and j (e.g., locations of 

the centroids of lava polygons). The deviations of the values from the mean (xi- x   and  xj- x ) are 

then calculated for all points.  Both global and local Moran’s I representations of spatial autocor-

relation involve a measure of the configuration of the spatial unit, through the spatial weights 

matrix (Tiefelsdorf, 1997; 2002; Getis, 2007) which assesses the contribution of each point on 

the overall global spatial autocorrelation (Waldhor,1996; Ping et al., 2004).    

In this study, the lava-filled Snake River Plain is divided into n regions indexed by i that 

represent the number of the lava polygons on the map.  The spatial variable x (e.g., age or com-

position of lava) takes the value xi at the centroid of each lava polygon.  The Moran’s I index is 

determined by dividing (normalizing) the spatial autocovariance (covariance of variable x with 

itself at different locations) by the variance of the data using a measure of the connectivity of the 

data (i.e., the weights matrix).  For the case of temporal autocorrelation, the autocovariance is the 

covariance of the variable (e.g., lava composition) with itself at different times (in different cal-

deras), calculated via a time lag.  The deviation values (xi- x   and  xj- x ) for all adjacent points are 

multiplied together to create a cross-product, which is positive if adjacent values are either larger 

or smaller than the mean, and is negative if one value is smaller and the other is larger than the 
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mean (Lee and Wong, 2000; Mitchell, 2005).  The sum of these cross-products, calculated for n 

observations is then applied to determine the global Moran’s I using the following equation 

(Paradis, 2013): 

 

 

                                                                                              (Eqn. 6.1) 

where N is the total number of sites (centroids of lava polygons), xi and xj are the values of the 

spatial variable at sites i and j, x̄  is the average of xi across the study area, and wij is the spatial 

weights matrix that represents proximity (distance) or contiguity relations between a location i 

and its surrounding locations j (Thompson et al., 2006).  For the proximity case, the weights ma-

trix (wij) may be assigned the binary value of 1 or 0 if points i and j are neighboring or distant, 

respectively.  For the contiguity case the value of 1 or 0 may be assigned for contiguous or non-

contiguous case, respectively.  The rook and queen cases are two examples of the contiguity rela-

tions in which a cell (i.e., lava polygon) is contiguous to four or eight surrounding cells, respec-

tively (like a chess board square) (Figure 6.2).  The weights matrix may also be based on the in-

verse of distance (Overmars et al., 2003).    The relative location or distance between lava poly-

gons can be calculated by measuring either the space between their centroids or by creating a 

new centroid for all adjacent polygons within a circle formed by the average distance to (or the 

“convex hull” for) the centroids of all polygons that share mutual boundaries.  

The z-scores and p-values of the spatial autocorrelation coefficients (local and global Mo-

ran's I) are required for testing the null hypothesis (H0) of the Complete Spatial Randomness 

model (CSR) (Mitchell, 2005; Fox et al., 2012) (see Chapter 3, Section 3.2.2).  This also requires 

determining whether the difference between the values of the observed Moran’s index (I) and the 
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expected index E(I) is statistically significant or not (Goodchild, 1986; Griffith, 1987; Xiong, 

2008).  The z-score for the Moran`s I statistic is calculated from the following equations:  

zI=I-E(I)/E(I
2
)-E(I)

2
 where E(I)=-1/(n-1) (Eqn. 6.2) 

The value for the global Moran’s I index ranges between -1 and +1 (Cliff and Ord, 1981; 

Legendre and Legendre, 1998, Ma et al., 2012).  Positive autocorrelation represents clustering of 

high values as well as low values, compared to negative correlation which captures spatial 

neighborhood of high and low values (e.g., Gebhardt, 2001; Zhang and Lin, 2007).  Clustering of 

the values of variables within a certain distance d, for example, when high values cluster near 

other high values, or low values cluster near other low values (i.e., adjacent values are similar), 

indicates a positive relationship between the variables, and leads to a positive Moran's index (be-

tween 0 and +1).  High values located near low values (i.e., dissimilar adjacent values) within a 

certain distance d suggest a negative correlation (high values repel low values), and indicate a 

dispersed pattern, represented by negative Moran’s I values (between -1 and 0).  Moran’s index 

value of 0 indicates that there is no correlation between variables, and the values tend to be ran-

dom and independent (Cliff and Ord, 1981; Legendre and Legendre, 1998, Zhang and Lin, 

2006), which is reflected by the observed (I) and the Expected Index E(I) values being equal 

(Goodchild, 1986; Griffith, 1987; Xiong, 2008; Zhang et al., 2008).  In other words, a Moran’s I 

coefficient greater than E(I) indicates a positive spatial autocorrelation, and a Moran’s I less than 

E(I) indicates a negative spatial autocorrelation. 

The Moran’s I method was applied in the study area to analyze the spatial distribution of 

the age and lithology variables of the Neogene-Quaternary lavas, and to test if they are 

autocorrelated in each caldera or along the SRP between Miocene and late Pleistocene.  Since 

this tool requires numeric data type, the five nominal variable values for caldera ages were con-
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verted to ordinal values from 1 to 5, where 1 and 5 stand for Miocene and late Pleistocene, re-

spectively, and other ordered numbers (2-4) lie between them.  In this study, the ’row standardi-

zation’ weighting option was selected in the spatial autocorrelation/global Moran's I tool in 

ArcGIS 10, applying the inverse distance-based neighborhoods, in which adjacent polygons have 

more influence on each other, at multiple distance bands (threshold distances).  In the row stand-

ardization parameter, the weight matrix ijw is divided by the sum of the weights of all adjacent 

polygons. 

6.3.3 Local autocorrelation 

The global Moran’s I coefficient tests for any spatial autocorrelation between values of a 

single variable in the entire study area, compared to the local Moran’s indicator which deter-

mines where (e.g., in the SRP) similar values (e.g., mafic lavas or felsic lavas) are spatially 

autocorrelated or clustered.  The sum of the local Moran’s indicators for all observations is relat-

ed to the global indicator of spatial correlation in the entire area.  

LISA (local indicator of spatial association, Ii) (Anselin, 1995; Anselin et al., 2006, 

Getis, 2007; Dai et al., 2013) is used to decompose the global Moran’s I into localized values, 

and evaluate autocorrelation in a part (e.g., a caldera) of a whole region (e.g., SRP).  LISA, like 

   

Positive autocorrelation Negative autocorrelation No autocorrelation 

Figure 6.2. The statistical join counts for regular polygons based on two types of contiguity matrix (rook 

or queen case).  http://dataurbanist.com/page/2 
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global Moran’s I measures the similarity between the values of a spatial variable at adjacent sites 

but only at a local scale, i.e., within a specific distance (Ping et al., 2004; Briggs, 2010).  LISA, 

when used with the global Moran’s I index allows us to identify local areas and their neighbors 

that deviate significantly from the rest of a larger region by being clustered by high values or low 

values, or by negative autocorrelation (Anselin, 1995; Zhang and Lin, 2007).  

The local Moran’s I (Ii) is large and positive when the spatial variable (xi) at an individual 

location i and its neighboring sites j (xj) are similar (i.e., both are either high or low), and is large 

and negative when they are dissimilar (Premo, 2004; Dai et al., 2013).  The clusters may be clas-

sified into high-high (hot spot), low-low (cold spot), high-low (outlier), and low-high (outlier) 

(Cressie, 1993).  Both hot spots and cold spots represent local pockets of positive spatial autocor-

relation (e.g., rhyolite near rhyolite) compared to the high-low and low-high (e.g., rhyolite next 

to basalt) which represent negative autocorrelation (Anselin, 1995; Tiefelsdorf,  2002; Ping et al., 

2004).  The local Moran statistic Ii is defined as: 

                                                                                     (Eqn. 6.3) 

where zi and zj are the deviations from the mean of the variables xi and xj in the ith and jth 

locations, respectively, and ijw is the spatial weights matrix as was defined above for the global 

Moran’s index. 

 The nominal variable values (mafic, felsic) for the lavas in each caldera are changed to 

the ordinal values 1 and 2, respectively, as is required by the method.  The local Moran’s I index 

is calculated for each eruption (caldera) to determine the adjacency of iso-compositional lava 

shares a border.  The Cluster and Outlier Analysis tool, applying the Anselin’s local Moran's I, 

computes several useful statistics such as the LMiIndex, LMiZScore, LMiPV, and COType from 

the data.  The LMiIndex (local Moran's Index) ranges from negative for neighboring dissimilar 
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values (e.g., mafic lavas surrounding felsic lavas) to positive values for neighboring similar 

values (e.g., mafic lavas bordering other mafic rocks).  Thus, positive values of LMiIndex 

indicate an autocorrelation, i.e., clustering of lavas of the same composition (basalt-basalt or 

rhyolite-rhyolite).  Negative values of LMiIndex correspond to ouliers of dissimilar lava 

composition (basalt-rhyolite or rhyolite-basalt).  Similar to the global autocorrelation analysis, 

the LMiZScore (local Moran’s Index z-score) and LMiPV (local Moran’s Index p-value) provide 

measures to evaluate the statistical significance of clustering and the probability of error in 

rejecting the null hypothesis (H0), respectively.  The COType field characterizes the values that 

tend to be clustered either as high values (felsic lavas, value 2) near other high values (felsic 

lavas; HH or 22), or low values (mafic lavas, value 1) near other low values (mafic lavas; LL or 

11) at a statistically significant level (0.05, corresponding with 95% confidence level) where the 

z-score is highly positive.  The field also reveals where the outlier high value variables (felsic 

lava) are bounded by low value variables (mafic lavas; HL), or the outlier low value variables 

(mafic lavas) are surrounded by high value variables (felsic lavas) at statistically significant level 

(0.05) where the z-score is highly negative.  

 Both LISA and Moran’s I indices reveal the correspondence (autocorrelation) between 

the values of a variable and the same variable’s values in neighboring points (polygon centroids).  

Moran’s I is global, in the sense that it estimates the overall degree of spatial autocorrelation for 

a dataset in the entire study area and is sensitive to extreme values of variables.  Contrary to the 

local Moran’s I, global Moran’s I cannot identify local neighborhood of strong autocorrelation 

(e.g., hot spots or cold spots).  In this study, both local and global Moran’s I methods are used to 

test for autocorrelation among the lava polygons in each caldera along the entire SRP. 

The Multi-Distance Spatial Cluster Analysis tool, based on Ripley's K-function (Ripley, 1977), 
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was used in the Spatial Statistics package of ArcGIS 10 (Chapter 3, Section 3.3.2.1) to determine 

the distance to which the Neogene-Quaternary lavas display a clustered pattern for each caldera 

eruption.  The tool revealed how the spatial clustered pattern of the age or composition of 

Neogene-Quaternary lavas changes over distances.  

 In this study, the location of each lava polygon is given by its centroid. The method 

incrementally draws circles (buffers) around the centroid of an individual lava polygan (si, target 

variable) at specific radial distances (lags, d).  It then calculates the number of points located 

within each circle (i.e., for each lag), and iteratively moves to the next target point (sj), repeating 

the process for all points (centroids of lava polygons) (see Chapter 3, Section 3.3.2.1).  The 

distance increment or lag l was selected to be equal to 10, lava composition or age was specified 

as weight, and the simulate outer boundary values were chosen to fix the edge effect problem. 

The weighted K-function tool was run with 99 iterations for complete spatial randomness in 

which 99 sets of polygon centroids were randomly placed to calculate and plot the K(d) value 

and the confidence envelopes above and below the Expected K(d). The procedure used the dis-

tance threshold of 0.23 miles (the lowest acceptable distance threshold to start the cluster analy-

sis in which every polygon has at least one neighbor), the increment distance of 0.1 miles, and a 

total of ten iterations per dataset. 

 The centroids of the Neogene-Quaternary lavas were also used in the ArcGIS Directional 

Distribution Tool to construct the standard deviational ellipses (SDEs) (Chapter 3, Section 

3.3.2.2).  The tool reveals the principal directions of the maximum and minimum distributions of 

the centroids of the irregularly-shaped polygons around their mean with an ellipse (Wong and 

Lee, 2005; Baojun et al, 2008; Kang, 2012).  When determined for coeval (same age) lavas along 

the SRP, the ellipse would represent the dispersion of lava flows that erupted within a narrow 
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time interval during specific eruption event at each caldera.  Each standard deviational ellipse is 

defined by its major and minor axes, and the azimuth () of the major axis measured clockwise 

from the North. When put together for the whole ESRP, the revealed set of ellipses, representing 

the dispersion of successive eruptions by the Yellowstone hotspot, can provide evidence for vol-

canism in space and time. 

6.4 Results  

The spatio-temporal map of undifferentiated (different age and composition) Neogene-

Quaternary volcanic and volcaniclastic rocks  along the SRP (Figure 6.1) indicates that oldest 

(Miocene) rocks, which occur mostly in clustered patterns in the western Snake River Plain, are 

progressively overlapped by younger lavas toward the northeast.   

The observed patterns of the Neogene-Quaternary lavas show that mafic lavas that were 

erupted from a single caldera display a dispersed pattern while coeval felsic lavas that erupted 

from the same caldera display a clustered pattern (Figure 6.3). The distributions of the lavas that 

erupted from different calderas suggest a temporally ordered succession of eruption from Mio-

cene to Pleistocene along the SRP (Figure 6.3).   
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Figure 6.2. Spatial distribution of felsic and mafic Neogene-Quaternary lavas and prominent calderas 

along the SRP over the past 15 m.y. 

 

 The high z-scores, beyond the range of -2.58 or +2.58 standard deviations, and low p-

values (Table 3.1., Figure 6.4), calculated by the global Moran’s I method for the Neogene-

Quaternary lavas, reject the null hypothesis that the spatial pattern of these rocks is developed by 

random processes. The patterns exhibit a significant positive autocorrelation for the Neogene-

Quaternary lavas (Figure 6.4).  For each eruptive center (caldera) along the SRP, the felsic lavas 

display a strong positive spatial autocorrelation (I=0.92) compared to the mafic lavas (I=0.64) 

(Figures 6.4-6.6).  

 The correlograms of the mafic and felsic lavas of all ages (Figures 6.5 and 6.6) show 

differences in the Moran’s I index, and reveal that the spatial autocorrelation is highly dependent 

on distance. The threshold distance at which the spatial autocorrelation becomes independent of 

distance is different for the felsic and mafic rocks (Figures 6.5) and for lavas with different age 

(Figures 6.5).  However, except for the Pliocene lavas which do not vary smoothly with distance, 
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the threshold distance of all other ages occurs at around 2 miles. The highest Moran’s I index for 

all lavas occurs at a distance of 0.23 miles, which decreases smoothly as the distance between 

lava units (polygons) increases (Figures 6.5 and 6.6).   

 

 Moran's Index z-score p-value 

Neogene-Quaternary of undifferentiated lavas  0.75 28.93 0.01 

Neogene-Quaternary felsic lavas 

Neogene-Quaternary mafic lavas 

0.92 46.88 0.05 

0.64 10.75 0.004 

 

Figure 6.3. The Moran’s I, z-scores, and p-values from the outputs of running the ArcGIS 10 Moran`s I 

tool on the Neogene-Quaternary Lava polygon centroids, indicating clustered patterns. 

 

 The Moran’s I index for the felsic lavas is greater than that of mafic lavas (Figure 6.5) 

indicating the cluster pattern of felsic lavas. The results of the analysis by the Local Moran`s I 

method (Figure 6.7) reveal the spatial autocorrelation (dependence) of the lithology and age of 

the Neogene-Quaternary volcanic and volcaniclastic rocks in each eruptive center.  The mafic 

and felsic rocks display clustered distributions in the oldest (Miocene) and youngest 

(Pleistocene) eruption centers (i.e., Owyhee and Bruneau-Jarbidge and Heise and Yellowstone 

calderas) at the two extremities of the SRP, respectively.   
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Figure 6.4. Spatial correlograms of the felsic and mafic lavas indicated by the variation of the global Mo-

ran’s I index with distance along the SRP. 

 

 

 

 

Figure 6.5. Correlograms for lavas of different ages along the SRP. 
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The spatial clustering pattern of the felsic lavas around earliest calderas (Owyhee and 

Bruneau-Jarbidge) and latest calderas (Heise and Yellowstone) occur at a statistically significant 

level (0.05; i.e., 95% confidence level), with a positive z-score value (Figure 6.7). Although 

mafic lavas mostly show sporadic spatial clustering patterns around the margins of the SRP in 

each caldera, significant clustering pattern are revealed for younger (late Pleistocene) mafic lavas 

(Figure 6.4). Some outlier (dispersed) patterns in which felsic lava are surrounded primarily by 

mafic lava, and mafic lava surrounded mostly by felsic lava, occur in the corner of the western 

SRP, and in the northeastern part of the eastern SRP, respectively.  The areas between these 

southwestern and northeastern parts of the SRP display a heterogeneous pattern of mafic and 

felsic rocks.  

 

 

 

 

 

 

 

 

 

 

Figure 6.6. The output of the local Moran's I analysis, showing the clustered pattern of the Neogene-

Quaternary felsic and mafic lavas along the Snake River Plain.  
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Plots of L(d) (the normalized measure of the K-function) against the lag (distance) for the 

Neogene-Quaternary lavas (Figure 6.8) reveal significant clustering of Neogene-Quaternary fel-

sic and mafic lavas around the center of each caldera. The clustering occurs with a radius of 

about 0.6-0.8 mile for the Miocene, Pliocene, and middle Pleistocene lavas, and 1.2 miles for the 

early and late Pleistocene lavas. These lavas display a dispersed pattern beyond these distances. 

The L(d) vs. distance plots reveal a gradual decrease in the clustered pattern of the Neogene-

Quaternary lavas with distance.  These plots (Figure 6.9) also show that the felsic lavas are more 

clustered and remain so over a greater distance (>1.0 mile) compared to the mafic lavas (< 0.6 

mile) in each caldera, as is indicated by the distance at which their observed K values intersect 

the expected K value (Briggs, 2010). 

 
Figure 6.7. Ripley’s K plots for the Neogene-Quaternary mafic and felsic lava indicates clustered pattern. 

 



146 

Figure 6.8. Clustered patterns of the age differentiated lavas along the Snake River Plain, determined by 

the Ripley’s K-function tool.  

 

 

The major axes of the standard deviational ellipses (SDEs) of the Pliocene to late 

Pleistocene lavas are oriented at very small angles to the trend of the ESRP (Figures 6.10 and 

6.11).  In contrast, the major axis of the SDE for the dominantly felsic Miocene lavas lines up 

with the northwest trending axis of WSRP.  The SDEs for Pleistocene lavas progressively and 

systematically overlap the SDEs of earlier lavas in a northeasterly direction along the ESRP 

(Figure 6.11).  The SDE for the late Pleistocene lavas is the least eccentric, and has a major axis 

oriented across the NW-SE trend of the Basin and Range normal faults in Idaho (Figure 6.11). 
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Figure 6. 9. The SDEs of mafic lava (gray ellipses) and felsic lava (red ellipses) along the SRP.  

The long arrows show the trend of the NW- and the NE-trending WSRP and ESRP, respectively. 

 

 

 
Figure 6. 11. The SDEs give the trend of the spatial dispersion of undifferentiated lavas with different 

ages, along the SRP.  
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6.5 Discussion  

Continuous eruption of the same type of lava (mafic or felsic) over a given period of time 

tends to produce a positive spatial dependence (autocorrelation) because similar values (type of 

coeval lava) spatially cluster near each other provided that they remain un-eroded or uncovered 

by younger deposits or lavas.  On the other hand, intermittent eruption of lavas of different com-

position at the same or different times, and their subsequent removal by erosion or concealment 

by younger sediments or lava, tend to create a negative spatial dependence as dissimilar rock 

types border, enclose, or cover each other. 

 The spatio-temporal analyses of the distribution of Neogene-Quaternary lavas, associated 

with the volcanic eruptive centers along the Snake River Plain, reveal that lavas that were erupt-

ing in younger calderas successively overlapped earlier lavas as the Yellowstone hotspot migrat-

ed to the northeast to its present location.  Felsic lava around each caldera, in the central part of 

the SRP, is partially covered by younger or synchronous mafic lava, suggesting either intermit-

tent eruption of both lava types from the same vent, or eruption of basalt from a younger caldera. 

A gradual decrease in the clustered pattern of the Neogene-Quaternary lavas is indicated by the 

variation of the L(d) with distance.     

 The less eccentric standard deviational ellipses (SDEs) of felsic lava in each eruptive cen-

ter along the SRP probably reflect the original caldera-scale spread of viscous felsic lava com-

pared to the more eccentric SDEs of the basaltic lava which represent basalt’s wider spread due 

to its higher fluidity and ability to flow longer distances along the trend of the SRP.  The young 

rhyolitic lava at Yellowstone National Park shows a clustered pattern because of not being 

extensively covered by younger mafic lava or sediments. These felsic lavas cover the original 

areas where the caldera forming eruptions related to the Huckleberry Ridge volcanism (2.1 Ma), 
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Henry’s Lake Volcanism (1.3 Ma), and Yellowstone Plateau Volcanism (0.6 Ma) in the Yellow-

stone National Park (YSNP) formed the Yellowstone Plateau volcanic field (Fritz and Thomas, 

2011) (Figures 6.3, 6.7, 6.10, and 6.11).     

  The spatial heterogeneity of the Pliocene-middle Pleistocene felsic and mafic lavas 

around eruption centers may reflect uneven eruption of younger mafic lavas that partially cov-

ered and overlapped older lavas (Figures 6.5). The heterogeneous patterns, revealed by the 

Moran’s I method, occur in areas where progressively younger (e.g., Pleistocene) mafic and 

felsic lavas cover older (e.g., Miocene, Pliocene) ones, which reduces the likelihood of clustered 

patterns to develop.  The heterogeneity of the Pliocene-middle Pleistocene lavas may be due to 

the deposition of patches of younger Quaternary fluvial sediments, or due to the erosion of these 

lavas and consequent exposure of underlying older felsic rocks.  

 The sub-parallelism of the major axis of the standard deviational ellipses with the trend of 

the ESRP, and the systematic spatial overlap of older lavas by successively younger mafic lavas, 

which erupted to the northeast of older lavas along the SRP, indicate the spatio-temporally or-

dered migration of the centers of eruption along the SRP (Figures 6.10 and 6.11).  The NW-SE 

trend of the major axis of the Miocene SDE in the western Snake River Plain, compared to the 

NE-SW trends of the Pliocene to late Pleistocene SDEs, suggests that lava which originally 

flowed parallel to the NW-trending WSRP in Miocene, started to flow along the newly estab-

lished NE-trending ESRP starting in Pliocene.  The orthogonal relationship between the axis of 

the standard deviational ellipse for late Pleistocene lavas and the trend of the Basin and Range 

structures suggests that the lavas are younger than the BR extensional structures. It also suggests 

that either these latest lavas flowed only along the axis of the ESRP, or if they also flowed into 

the Basin and Range graben valleys, they were later eroded or covered by younger Quaternary 
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fluvial sediments (Figure 6.10).  The spatio-temporal analysis of Neogene-Quaternary lavas re-

veals sequential eruption of extrusive rocks between Miocene and late Pleistocene along the 

SRP.  The sequence of eruptions, which progressively becomes younger toward the Yellowstone 

National Park, may track the migration of the Yellowstone hotspot. 
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CHAPTER 7: CONCLUSIONS 

Cenozoic Basin and Range (BR) normal fault blocks have continuously been reactivating 

and deforming over the past 16.6 Ma by a younger and diachronous Neogene cross normal fault 

system around the Snake River Plain in southwest Montana and southeast Idaho.  Reactivation of 

these two mid-Tertiary-Quaternary systems of normal faults, and two older, approximately N-S 

and E-W sets of regional normal faults have evolved into a seismically active block faulted ter-

rain. The spatial methods which were applied using different packages of tools in ArcGIS 10 to 

analyze the distribution of the Tertiary normal faults, graben basin fills, and mafic and felsic lava 

in the Snake River Plain provide important spatial and kinematic information on the distribution 

of these features in relation to the migration of the Yellowstone hotspot.  

The higher density of the NW-SE trending BR faults in southeast Idaho may reflect the 

large number of longer fault traces with a higher degree of variation in their trend compared to 

the NE-SW trending BR faults in SW MT.  The high linear density of the cross fault (CF) system 

in the central Snake River Plain area may reflect either an increased chance for the formation of 

new cross normal faults, or reactivation of existing faults, along the margins of the SRP possibly 

due to the Yellowstone hotspot-related thermal expansion and subsequent subsidence.  The de-

crease in the spatial density of the cross faults as a function of distance from the axis of the track 

of the Yellowstone hotspot (i.e., Snake River Plain) suggests that the formation of the cross 

faults is related to the hotspot’s thermal regime.  

The Basin and Range and cross fault systems exhibit a clustered distribution pattern in 

each spatial domain.  The BR fault traces in spatial southeast Idaho are more clustered and re-

main so over a greater distance (>12 km compared to the BR fault traces in southwest Montana 

(< 7 km).   
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The linear directional mean (LDM) and the directional influences (autocorrelation) ani-

sotropy ellipses in the semivariograms provide significant kinematic information for normal 

faulting.  The azimuths of the LDM and the major axis of the autocorrelation anisotropy ellipse 

of the set of fault trace in each domain approximately gives the orientation of the intermediate 

principal compressive axis (2) in the domain, which is perpendicular to the direction of exten-

sion for normal faulting.   

The large variation in the orientation of the major axes of the standard deviational ellipses 

(SDEs ) of the cross fault system, in different parts of each caldera reflects the variable formation 

of the cross fault sets over space and time.  However, the comparable sub-parabolic spatial pat-

tern of the cross fault LDMs, and the sub-parallel alignment of the minor axes of the SDEs and 

the LDMs in different parts of each temporal domain (caldera), suggest uniform cross faulting 

during thermally-induced extension around each caldera along the SRP.  The almost NW-SE 

trends of the LDMs in the youngest caldera suggest extension along the NE-SW direction for the 

latest episodes of the cross faulting event in the areas near the Yellowstone National Park.   

The asymmetric, sub-parabolic distribution of the spatial trajectories (form lines) of the 

LDMs and the major axes of the directional influences (anisotropy) ellipses of the traces of cross 

normal faults in the latest three caldera (T3, T4, and T5) are similar to the reported parabolic dis-

tribution of the epicenters along active normal faults around the YHS.  The spatio-temporal dis-

tribution of the apexes of the sub-parabolic pattern on the centers of eruption along the path of 

the hotspot (SRP), and the parallelism of the trajectories of the LDM and the major axes of the 

directional influences anisotropy ellipses, hence the deduced extension directions, for each center 

of eruption, suggest that the cross normal faults systematically and progressively formed due to 

the thermal regime of the hotspot as it migrated to the northeast.  This finding implies that the 
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age of the normal cross faults progressively becomes younger from the oldest to the youngest 

calderas (T1 toward T5).  

Analyses of the fractal dimensions and their spatial and temporal anisotropy provide im-

portant clues for the kinematics of the mid-Tertiary Basin and Range and mid-Tertiary-

Quaternary normal faulting events in the northern Rocky Mountains.  High fractal dimensions 

for the Basin and Range and cross normal fault systems occur in areas characterized with a large 

number of faults and high linear density and trace azimuthal variation.  The major axes of the 

ellipse representing the anisotropy of the fractal dimension, for both systems of normal faults, are 

sub-perpendicular to the LDM of the fault traces, and approximate the direction of extension for 

normal faulting for each event.  The indentations on the anisotropy ellipse in each domain indi-

cate the heterogeneity due to the occurrence of more than one set of fault and/or variation in the 

trend of each set.  Spatial domains with one parallel set of fault produce a smooth (i.e., without 

indentation), well-defined anisotropy ellipse, with high eccentricity.  The axial ratio of the fractal 

dimension anisotropy ellipse provides information about the range of variation in the trend of the 

faults. A smaller range of variation in the orientation of faults leads to a larger axial ratio (eccen-

tricity) of the anisotropy ellipse. The fault trace length, frequency, linear density, and fractal di-

mension of the cross normal faults decrease across and away from the Snake River Plain (SRP), 

suggesting a diminishing effect of normal faulting, probably due to the attenuation of hotspot-

related thermal doming and contraction, as a function of distance away from the centers of erup-

tion.   

The trajectories (form lines) of the minor axes of the fractal dimension anisotropy ellipses 

and the trend of the linear directional mean (LDM) of the cross faults define a set of asymmetric, 

sub-parabolic lines with their apices positioned on the centers of diachronous eruptions along the 
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Snake River Plain, similar to the trajectories of the major axes of the semivariogram (directional 

influence) ellipses.  The youngest parts of the spatio-temporal sub-parabolic pattern, where more 

recent eruptions have occurred between 6.6 Ma and 0.6 Ma, are similar to the parabolic distribu-

tion of the epicenters along active normal faults, as previously reported by others, suggesting that 

most seismicity is occurring along the cross normal faults in the study area.  The pervasive, re-

gional N-S and E-W sets of faults probably represent Precambrian basement faults which have 

continuously reactivated throughout the Phanerozoic during both contractional and extensional 

events. 

The parallelism of the mean trend of the graben basin-filling units, represented by their 

aggregated polygons, and their block-faulted mountain ranges, with the LDM of the Basin and 

Range fault traces suggests that the deposition of the Sixmile Creek Formation occurred after the 

Basin and Range event.  The intermittent mid-Tertiary-Quaternary thermal expansion-

subsidence, induced by the Yellowstone hotspot, produced a system of variably-oriented normal 

faults and graben basins across older Basin and Range fault blocks. Graben basins formed by the 

Basin and Range and thermally induced cross faulting events were both filled by late Miocene-

Pliocene (~10 Ma) clastic sediments of the Sixmile Creek Formation (Ts) in SE Idaho and SW 

Montana.  The parallelism of the average trend of these graben basins (134
o
), filled with late Mi-

ocene-Pliocene Sixmile Creek Formation (Ts), with the mean trend of the cross normal fault sets 

(133
o
) in the same areas indicates that the deposition of the Sixmile Creek Formation was syn-

chronous with and/or postdates the thermally-induced cross faulting event. 

The orientation and spatial distribution of aggregated outcrops of the Sixmile Creek For-

mation in each basin correlate with the trend and distribution of the thermally-induced normal 

faults that formed across the Basin and Range fault system.  The hotspot related thermal exten-
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sion that formed most of the mid-Tertiary-Quaternary graben basins across the Basin and Range 

fault blocks, also produced grabens parallel to the Basin and Range faults by reactivating older 

faults (e.g., on the border between SW MT and SE ID). 

The spatio-temporal analyses of the distribution of Neogene-Quaternary lavas, associated 

with the volcanic eruptive centers along the Snake River Plain, reveal that lavas that were erupt-

ing in younger calderas successively overlapped earlier lavas as the Yellowstone hotspot migrat-

ed to the northeast to its present location.  Felsic lava around each caldera, in the central part of 

the SRP, is partially covered by younger or synchronous mafic lava, suggesting either intermit-

tent eruption of both lava types from the same vent, or eruption of basalt from a younger caldera.  

Clustering occurs within a radius of about 0.6-0.8 mile for the Miocene, Pliocene, and middle 

Pleistocene lavas, and 1.2 miles for the early and late Pleistocene lavas.  These lavas display a 

dispersed pattern beyond these distances. 

The less eccentric SDEs of felsic lava in each eruptive center along the SRP probably re-

flect the original caldera-scale spread of viscous felsic lava compared to the more eccentric SDEs 

of the basaltic lava which represent basalt’s wider spread due to its higher fluidity and ability to 

flow longer distances along the trend of the SRP.  The young rhyolitic lava at Yellowstone 

National Park shows a clustered pattern because of not being extensively covered by younger 

mafic lava or sediments. These felsic lavas cover the original areas where the caldera forming 

eruptions related to the Huckleberry Ridge volcanism (2.1 Ma), Henry’s Lake Volcanism (1.3 

Ma), and Yellowstone Plateau Volcanism (0.6 Ma) in the Yellowstone National Park (YSNP) 

formed the Yellowstone Plateau volcanic field.   

  The spatial heterogeneity of the Pliocene-middle Pleistocene felsic and mafic lavas 

around eruption centers may reflect uneven eruption of younger mafic lavas that partially cov-
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ered and overlapped older lavas. The heterogeneous patterns, revealed by the Moran’s I method, 

occur in areas where progressively younger (e.g., Pleistocene) mafic and felsic lavas cover older 

(e.g., Miocene, Pliocene) ones, which reduces the likelihood of clustered patterns to develop.  

The heterogeneity of the Pliocene-middle Pleistocene lavas may be due to the deposition of 

patches of younger Quaternary fluvial sediments, or due to the erosion of these lavas and conse-

quent exposure of underlying older felsic rocks.  

 The sub-parallelism of the long axis of the SDEs with the trend of the ESRP, and the sys-

tematic spatial overlap of older lavas by successively younger mafic lavas, which erupted to the 

northeast of older lavas along the SRP, indicate the spatio-temporal migration of the centers of 

eruption along the SRP.  The NW-SE trend of the major axis of the Miocene SDE in the western 

Snake River Plain, compared to the NE-SW trends of the Pliocene to late Pleistocene SDEs, sug-

gests that the lavas which originally flowed parallel to the NW-trending WSRP in Miocene, 

started to flow along the newly established NE-trending ESRP starting in Pliocene.  The orthog-

onal relationship between the axis of the standard deviational ellipse for late Pleistocene lavas 

and the trend of the Basin and Range structures suggests that the lavas are younger than the BR 

extensional structures. It also suggests that either these latest lavas flowed only along the axis of 

the ESRP, or if they also flowed into the Basin and Range graben valleys, they were later eroded 

or covered by younger Quaternary fluvial sediments.  The spatio-temporal analysis of Neogene-

Quaternary lavas reveals sequential eruption of extrusive rocks between Miocene and late Pleis-

tocene along the SRP.  The sequence of eruptions, which progressively becomes younger toward 

the Yellowstone National Park, may track the migration of the Yellowstone hotspot. 
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APPENDICES 

Appendix A 

This part of the dissertation provides a background, from the literature, on the theories 

and methods of fractal analysis that are relevant to the automated methods which are applied in 

this research. In addition to the literature review, the practical steps that are required to apply the 

AMOCADO software are described, and screen shots of each steps are shown to help other users 

to readily apply the software.  

A.1: Background on fractals 

Repetition of a geometric pattern in a wide range of scales cannot be explained by classi-

cal Euclidean geometry. The concept of “self-similarity”, which refers to the geometry in which 

small parts of an object are similar to progressively larger parts which in turn resemble the whole 

object, goes back to the German mathematician and philosopher Leibniz in the 17th century.  

The self-similarity of complex objects was known and discussed by Smith (1874), Cantor 

(1883), Minkowski (1901), Sierpinski (1915), and Hausdorff (1918), and Koch (1904) worked 

on self-similar curves, now known as Koch snowflakes.  

Mandelbrot studied Richardson’s work on the measurement of the western part of the 

British coastline as early as 1967.  He concluded, after asking “How long is the coast of Brit-

ain?”, that the length of a coastline is undefined and depends on magnification.  He argued that 

the detail which can be observed at large scale (i.e., by looking closer) leads to a longer coastline 

(Figure A.1). The map on the left shown in Figure A.1 uses the longest yardstick (S= 200 km) 

which yields a minimym length (L ~ 2350 km).  A smaller yardstick (S= 100 km) leads to a 

longer length (L ~ 2775 km) for the map in the middle. The smallest yardstick (S = 50 km) leads 

to the longest length (L ~ 3425 km) for the map on the right. Mandelbrot (1977) asserted that 
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most natural objects, such as clouds, river systems, ferns, snowflake outlines, cauliflower-like 

surface morphology, blood vessels, mountain ranges, and the mud crack, represent exact or sta-

tistical self-similarity and sometimes self-affinity in their structure over a large but finite scale.  

He proposed that concepts defined by earlier mathematicians for geometrical objects, are appli-

cable to nature and self-similar objects.  Mandelbrot (1975) coined the term 'fractal' (from the 

Greek ‘fractus’ root term for ‘fractional’ and ‘fracture’) to refer to complex, self-similar objects 

and structures with fractional dimension, and an irregular and/or fragmented form.  He also de-

fined the fractal dimension (D) to measure the 'fractality' of these objects.  

                         
 

Figure A. 1. Measurement of the British coastline with different yardsticks (S) leads to different lengths 

(L). http://commons.wikimedia.org/wiki/File:Britain-fractal-coastline-combined.jpg 

 

There are several kinds of self-similarity (Mandelbrot, 1977): (i) Exact self-similarity is 

the strictest form of self-similarity and relates to identical features at various scales.  (ii) Quasi-

self-similarity is a variable type of self-similarity with an almost fractal nature at different scales 

in which the whole fractal object contains small, distorted and degenerated copies of itself.  (iii) 

Statistical self-similarity is the weakest but the most common type of self-similarity.  Natural 

objects that display fractal-like properties are in fact statistically self-similar, for which the statis-

tical or numerical fractal feature repeats over some range of scale. Another characteristic feature 

http://commons.wikimedia.org/wiki/File:Britain-fractal-coastline-combined.jpg
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of fractals is the absence of a well-defined (characteristic) scale in which they tend to appear 

very similar regardless of their size or the observer’s distance (e.g., clouds).  In this sense, frac-

tals are scale-invariant (i.e., scale-independent). This means that it is not possible to figure out 

the size of a fractal object (e.g., fracture, cloud, tree branch, and river) just by looking at it in the 

absence of some external reference (Richardson et al., 2000).  Moreover, the boundaries of frac-

tals are always undefined and depend on the measuring tool being used. 

A.2: Fractal Geometry, Sierpinski triangle 

The concept of fractal geometry can be demonstrated by the ‘Chaos Game’ (Beardsley, 

1989) in which an arbitrary, random point is chosen as a ‘starting point’ outside of the triangle 

ABC on a piece of paper (Figure A.2).   A three-faced die with faces 'A', 'B', and 'C' (the cube in 

Figure A.2) is rolled to start the game. For each roll, the starting point (s) is moved to the mid-

point of the straight line that connects previous starting point and the corner of the triangle that 

matches the outcome letter on the die.  The positions of these points are mapped within the trian-

gle for all rolls.  A random pattern appears after about 30 rolls of the die (Figure A2b, A2c), 

which incrementally evolves into the Sierpinski triangle (Mandelbrot, 1977), in which the ‘white 

space’ becomes more prominent after 10,000 iterations (Figure A.2f).       

The development of the structure of the Sierpinski triangle can be demonstrated by plac-

ing a dot as a starting point (s) in the center of the largest triangle (Figure A.3).  The first itera-

tion places the dot at the center of one of the three neighboring smaller triangles (e.g., between 

‘s’ and ‘C’).  The second iteration may position the dot on nine neighboring smaller triangles. 

The dot will be in progressively smaller triangles with continued iteration.  Barnsley (1988) 

showed that regardless of the position of the starting point, the process will finally fill out and 

develop the Sierpinski triangles. 
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Figure A. 2. The Chaos Game by Barnsley (1988).(a) First step: triangle ABC and a random starting 

point (a die with the ‘C’ face is shown). Outcome pattern  after the first 10 (b) and 30 (c) iterations. (d) 

Point pattern after 100 iterations.  (e) The empty spaces become apparent after 1,000 iterations. (f) A clear 

Sierpinski triangle merges after10, 000 iteration (Barnsley, 1988; Devaney, 1998; Gerik, 2009). 

                                                                                         

 

Figure A. 3. The relationship of the first succession of points (orbit) and Sierpinski triangles after eight 

iterations. The orbit starts in the center of the Sierpinski triangle and occupies the center point of conse-

quently smaller white triangles (Barnsley, 1988; Devaney, 1998; Gerik, 2009). 
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A.3 Hausdorff-Besicovitch fractal dimension, D 

The concept of fractal dimension appeared when Mandelbrot (1987) redefined a fractal as 

a set with a non-integer Hausdorff-Besicovitch dimension (D) which exceeds the topological di-

mension.  The topological dimensions refer to the integer dimension of classical Euclidean geo-

metric objects such as line, plane, and cube, as given in Table A.1. 

Consider a unit line segment that divides into N number of self-similar segments, each 

with a length of 1/s units, so for a line, N=s
1
 (e.g., N has a length of 1 made of 2 line segments of 

½ length). Applying this procedure for a square where N=s
2
 and cube where N=s

3
, leads to the 

generation of four (N has an area of 1 made of 4 squares of side ½ and area 1/4) and eight (N has 

a volume of 1 made of 8 cubes of side ½ and volume 1/8) equally sized and self-similar seg-

ments, respectively (Table A.1).  In this case, the size factor between the generated segments and 

their original features is 2 since each of these new fragments has half the side length of the initial 

objects.  As a result, the topological dimension DT is described by equation: N = s
D
. 

 

Table A.1: Fractal dimension and self-similarity for Euclidean objects (modified after Gerik et al., 2009). 

 

 Structure Number of equal segments 

(N) 

size factor (s) Topological dimension DT 

 

Straight line                      2 2 1 

 
 

 

Square 

 

 

4 

 

2 

 

2 

 

 

Cube 

 

8 

 

2 

 

3 
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A.3.1 Fractal dimension quantification  

A.3.1.1 Koch Curve  

The self-similar Koch Curve is generated by adding infinite number of detail on arbitrari-

ly small scales (Figure A.4).  The total length increases indefinitely for an infinite number of it-

erations despite the fact that the curve surface is finite (Addison, 1997). 

  

Figure A. 4. The Koch Curve is generated from an initial line segment of length L (Stage 0). After the 

first iteration, the line has 4 sides and each line segment has a length of L/3.  The second step has 16 sides 

each with a length of L/3
2
.  The third step has 64 sides each with a length of L/3

3
, and iterates at an expo-

nential rate to generate the Koch curve. 

 

Considering the magnification factor of 3 (each line section is 1/3 of the original length) 

and the division number (N) of four (each line is made of 4 smaller lines) in each iteration (Fig-

ure A.4), the ratio r (line segment divided by the original length in each iteration) for the new 

fractal set is 1/3, and the fractal dimension (Df) can be calculated from the ln (number of divi-

sions) / ln (magnification factor), or: 

 

Df = ln N/ln (1/r)                (Eqn. A.1) 

 

or 

 

Df = ln 4/ln (1/3) = -1.2619         (Eqn. A.2) 

 

A.3.1.2  Sierpinski Triangle  

In contrast to the Von Koch Curve, the Sierpinski triangle is generated by iteratively re-

moving an infinite number of self-similar parts from a topological space.  In this case, a (white) 

triangle with corners at the three mid-points of the sides of an original whole (filled) triangle is 

     

Stage 0 Stage 1 Stage 2 Stage 3 Stage 4 
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removed, dividing the whole triangle into four smaller, equal-sized triangles (Figure A.5).  The 

division process is repeated infinitely by removing the central part of each triangle, producing a 

set of self-similar triangles over a range of scales as the size of the triangles approaches zero.  

The magnification factor for each iteration is 2 because the side length of each generated triangle 

is half the side length of its original triangle.  For 3 divisions (iterations) of the triangles, the 

Sierpinski triangle fractal dimension can be calculated as: 

Df = ln 3 / ln 2 = 1.585             (Eqn. A.3) 

 

 

Figure A. 5. Generation of the Sierpinski Triangle through 4 iterations. 

 

A.3.2 Manual fractal techniques 

The Caliper or divider method, also known as ruler, yardstick, or structured walk (Kaye, 

1989; Longley and Batty, 1989), was originally applied by Richardson (1961) to measure the 

length of the coast of Britain.  This method uses a specific divider (ruler) of progressively de-

creasing size s to measure the perimeter of an object (e.g., border line) to estimate the fractal di-

mension, Df.  The perimeter or total length of the object L(s) is then determined by multiplying 

the size of the ruler (s) with the number of steps N(s) taken to trace the object’s border.  Since 

the perimeter is a function of the size and scale of the measurement, it would increase as the di-

vider gap or yardstick’s length decreases.  By plotting the log of the perimeter versus the log of 

caliper gap (Richardson plot), Richardson (1961) plotted and approximated the best fit to the da-

ta-points with a regression line, with slope α where ΣL= L
-α 

and L is the length of the object.  
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This formula was modified by Mandelbrot (1967, 1977) to L = Ns
(1-D)

 in which α is dependent 

on D (fractal dimension).  Fernandez et al., (2001) used the caliper method to measure the length 

of the coastline of the Australian continent (Figure A.6).  Like the caliper method, the manual 

Minkowski’s sausage logic method measures the perimeter of a complex object by placing cir-

cles of varying diameters around the boundary of the object.  The perimeter of the object is then 

determined by multiplying the diameters of the circle with the number of circles used to cover 

the object (Figure A.6) (Mandelbrot, 1983; Parkinson, 2002). 

 

 
 

Figure A. 6. Divider method for finding the perimeter of an image. (A) Measuring the length of the coast-

line of the Australian continent with a specific divider gap. (B) Richardson plot of the measurements 

(Fernandez et al., 2001). 

 

 

 

 

 

 

 

 

 

Figure A. 7. Measuring the perimeter of a fractal object at a specified resolution (scale) using the 

Minkowski’s sausage logic (Kaye, 1994). 
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A.4 Classic fractal geometry-based quantification methods 

A.4.1 Cantor-dust 

The Cantor set was introduced as a one-dimensional random or stochastic fractal by the 

German mathematician, Georg Cantor, in 1883, who discussed ways to generate sets that are 

made up of an infinite number of points lying on a distinct line segment.  These sets are now 

known as Cantor or ternary set (Figure A.8).  

The geometrical structure of the Cantor set is defined by repeatedly dividing a line (in the 

closed interval [0, 1]) into three identical segments (i.e., each segment is 1/3 of the original 

length) of which the central part is removed (Figure A.8).  For example, the middle third seg-

ment in the [1/3, 2/3] interval is removed in the first iteration from a whole line segment in the 

closed interval [0, 1] (Figure A.8). Thus, in four iterations, the first step removes 1/3 (i.e., 1*1/3), 

the second step removes 2/9 (i.e., 2*1/9), the third step removes 4/27 (i.e., 4*1/27), and the 

fourth step removes 8/81 (i.e., 8*1/81) from the previous line segment (Peitgen et al., 1992).  

 

Figure A. 8. Generation of the Cantor set starts with a line segments in the closed interval T0= [1, 0] (in-

cludes the points 0 and 1). The line is iteratively divided into three equal parts, removing the middle third, 

to acquire the set T1= [0, 1/3]  [2/3, 1] where  is the union of the two subsets.  Removing the middle 

third of each of the two remaining line segments leads to a new set: T2= [0, 1/9]  [2/9, 1/3]  [2/3, 7/9] 

 [8/9, 1]. The process is continued ad infinitum.  After six iterations, the tremas (i.e., the removed inter-

vals or perforations) (Bourke, 1993) have a length of 1/729th of the initial length (Modified after Man-

delbrot, 1977). 

 

During each iteration, the end points of each interval remain within the set, and are not 

removed.  The process leads to the generation of an infinite number of end points in the Cantor 

set that represent discontinuous and broken lines (Kaye, 1989).  After infinite iterations, the 
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number of un-removed points in the actual Cantor set (NCS) will lie in the interval [0, 1] of each 

set.  The Cantor set length (LCS) of the remaining interval can be calculated as follows (Kaye, 

1989): 

 

LCS* = Σ
∞

n=0 (2
n
/3

n+1
) 

LCS*=1/3+2/9+4/27+8/81+…= 1/3(1/1-2/3) =1
 

LCS = 1- LCS* = 1-1= 0                                                              (Eqn. A.4) 
 

By subtracting LCS* (i.e., the length of the complimentary set) from unity (1), LCS be-

comes equal to zero, meaning that the remaining proportion within the Cantor set tends to zero.  

Therefore, the Cantor set cannot contain any interval of non-zero length (Peitgen et al., 1992).  

As mentioned in Section A.3 where N is the number of self-similar segments and s is the size 

factor, the fractal dimension D of the Cantor set can be determined as follows:  

 

D = log(N)/log(s)                                      (Eqn. A.5) 

D = log(2)/log(3) = 0.6309                        (Eqn. A.6) 

Mandelbrot (1962) modeled the intervals of distinct noise events along the time line of 

the distribution of noise signal in data transmission lines with the points which form the Cantor 

set (Mandelbrot, 1977). Such distributions can be measured using the Cantor-dust method 

(Nagahama, 1991; Kruhl, 1994).  Mandelbrot (1977) calculated the fractal dimension (D) of the 

Cantor-dust from the slope of the data points on a plot of the number of segments N(l) of length 

l, of the gaps that have been created by removing the segments, against the segment length on a 

log-log plot (Figure A.9) (Mandelbrot, 1977; Kaye, 1989). In another study, Mandelbrot (1977) 

modeled the distribution of data from one-dimensional time series meteorological shower events 

as statistically self-similar, and estimated the fractal dimension using the Cantor-dust method.  

The Cantor dust method was applied in geoscience by Nagahama (1991), Velde et al (1991), 
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Brooks and Manning (1994), and Kruhl (1994) to determine the fractal distribution of the spac-

ing and aperture (opening width) of ruptures, fractures, and veins. 

 

 

 

 

 

 

 

Figure A. 9. Fractal dimension of the Cantor set is determined from the slope of the regression line 

through the data-points in the log-log plot of the number of segments N(l) of length l against segment 

length (Kaye, 1989). 

 

A.4.1.1 Automated analysis of Cantor-dust  

The Cantor-dust method is done through two techniques: (1) Interval-counting technique, 

by counting the interval between the actual points of the Cantor-dust using the one dimensional 

variant of the box-counting method (Velde et al., 1990; 1991).  (2) Spacing population technique, 

by measuring the spatial distribution of the interval length between the data-points (Harris et al., 

1991).  The Interval-counting technique was modified by Perez Lopez et al. (2005) by coding its 

stepsin a software tool for automated anisotropy analysis of fracture patterns in a large scale, in 

central Spain.  In another study, the spacing population technique was applied by Volland and 

Kruhl (2004) to quantify the anisotropy of fracture patterns of a Hercynian fault zone in NW-

Sardinia. 
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A.4.2 Box-counting 

The projection of fractal objects onto a map could be in the form of point (e.g., wells, 

sinkholes), line or curved (e.g., river, fault), or polygon (caldera, volcanic or sedimentary rock 

units).  The fractal distribution of scattered points (topological dimension of 0) on a plane (e.g., 

image, map) generally ranges between zero and one.  The fractal dimension for the trace (topo-

logical dimension of 1) of a set of two dimensional objects (e.g., faults), distributed on a plane 

(e.g., map) ranges between 1 and 2. The box-counting method is a variant of the Minkowski sau-

sage logic method described above, and is commonly applied to measure the fractal dimension of 

two-dimensional objects on binary images (e.g., a black and white fault trace map in which black 

faults traces lie in the white background).  In this method, the image is covered by a set of grids 

of progressively decreasing cell size, s (Figure A.10).   

 

Figure A. 10. Box-counting method is conducted by placing a set of grids (boxes) of different cell size s 

on top of the image, and log of N(s), the number of occupied cells of size s, is then counted and plotted 

against log of s (Peternell, 2002; Gerik, 2009). 
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The box-counting dimension Db is then calculated by plotting the log N(s), the number of 

the cells which are occupied by the object, versus log s, and calculating the slope of the regres-

sion line through the date points (Falconer, 1990; Fernandez et al., 2001).  The box counting 

fractal dimension is also known as Minkowski, Bouligand, Minkowski-Bouligand, Kolmogorov, 

or entropy dimension (Falconer, 1990). 

A.4.2.1 Automated box-counting method 

The earliest automated box-counting method was designed in the 1980s, in which initial 

squares with a side length s =2
x
 were iteratively divided into four squares of side length s = 2

(x-1)
, 

until the square covered the entire object (e.g., river, fault) and the box size reached that of a sin-

gle pixel (s = 2
0
) (Figure A.11) (Gerik, 2009).  Like the manual box-counting method, the num-

ber of boxes, N(s), covering the whole object is counted for x iterations, and plotted against the 

box size (s) on a log-log plot, and the slope of the point distribution gives an estimate for the 

fractal dimension (Db).  

 
1) 

 
2) 

 
3) 

Figure A. 11. Automated box-counting method where grids of progressively smaller different sizes(s) 

completely cover the image. In this case, grids with the cell sizes s = 1, 1/4, 1/16, and 1/256 lead to 6, 9, 

18, and 59 occupied cells of size s, N(s), respectively.   

  

Walsh and Watterson (1993), applying the box counting method, showed that the slope m 

is variable across all analyzed intervals, and suggested that instead of considering all data-points, 

the x- and y-coordinates of the occupied boxes at the highest resolution needed to be consid-

ered when counting.  In this case, the pixels are shrunk to their center points which may cause 

changes in the analyzed pattern.  This led to the use of box sizes of non-integer values and a 

large number of data-points which can be determined for a suitable fit interval.  Moving the 
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grid's origin and spinning the data-points (i.e., grid) are also possible in this technique (e.g., Be-

noit software).  

A.5 Applying AMOCADO in the MATLAB environment 

This section gives a step by step description of how the AMOCADO software was ap-

plied in this dissertation to determine the fractal anisotropy of the fault traces.  Figures (A.12-

A.18) depict and summarize the practical steps that were taken in running the 

GUI_AMOCADO.p from the directory containing the AMOCADO and image files in the 

MATLAB software environment. 

 

Figure A. 12. Step 1: The ‘amocado’ folder is added to the search path. 

 

 
 

Figure A. 13. Step 2: A new project is created in the same directory (e.g. test folder within the Amocado 

folder). 
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Figure A. 14. Step 3: The GUI_AMOCADO.p file is run. (F9) 

 

 
 

Figure A. 15. Step 4: A new project inside the test folder is created (e.g., test.amo).  

 

The file extension (.amo) in the filename is required.  A binary .tif file of the fault traces 

is chosen as input data source by selecting the ‘project data’ and choosing all defaults.  The circle 

around the region of interest appears by pressing the ‘Preview’ button. The circle (area) is ad-

justed by typing values into the fields under ‘Region of interest’, and changes are seen by click-

ing the ‘Preview’ button again. 
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Figure A. 16. Step 5: The angular spacing for scanlines may be changed. The default value of the angular 

spacing is 1.  

 

 
 

Figure A. 17. Step 6: All defaults are selected. The number of additional scanlines and their spacing need 

to be defined carefully. 

 

The application does not accept user settings when the distance of additional scanlines causes 

scanlines to extend outside of the circle.  The best radius ratio between number of scanlines, spacing, and 

related performance needs to be defined.  A larger number of scanlines and smaller spacing result in a 

higher accuracy. However, a large number of scanlines will significantly slow down the processing speed.  

In this study, the value ‘2’ was chosen for the ‘in pixels’ field of the additional scanlines, and a maximum 
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acceptable value was selected for the ‘Number of additional scanlines’ until the scanlines completely cov-

ered the fault trace data pattern in the region of interest. 

 

 
 

Figure A. 18. Step 7: The analysis is conducted by running the ‘run_amocado.m’ file created within the 

‘amacado’ test folder. After running the program, several .pdf files, that contain the results of the analysis, 

will be produced in the test folder. 

 

A.6 Results of the fractal analysis of all CF sets by Benoit. 

The following figures (A18-A22) give the results of running the automated box-counting 

method in the Benoit software for the cross faults in each spatial domain of the five temporal 

domains. 

 
 

Figure A. 19. The box-counting fractal dimensions (Db) of the NE-trending and the total cross faults trac-

es in the T1 temporal domain. 
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Figure A. 20. Log-log plots of the box-counting results applying Benoit, for the NE-trending and all cross 

fault traces in three spatial domains of the temporal domain T2. 
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Figure A. 21. Log-log plots of the box-counting method in Benoit, showing the fractal dimension (slope 

of the regression line) for the sets of cross faults in the three spatial domains of the T3 temporal domain. 
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Figure A. 22. Log-log plots of the box-counting method, applying Benoit, for the sets of cross fault in the 

three spatial domains of the temporal domain T4.
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Figure A. 23. Log-log plots of the box-counting method for the CF sets in the three spatial domains of the 

fifth temporal domain T5.   
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Figures A23-A27 show the fractal dimension anisotropy intensity (axial ratio, A/B), 

calculated by AMOCADO, of the NE-trending , NW-trending,  and total (combined) cross fault 

sets in the five temporal domains. 

 
Figure A. 24. Fractal dimension (slope) vs. direction for the NE-trending fault traces and the total 

CFtraces, determined by AMOCADO.    
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Figure A. 25. Results of the anisotropy analysis by AMOCADO of the NE-trending sub-set and the total 

cross fault set in the temporal domain T2. 
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Figure A. 26. Cantor dust fractal dimensions vs direction (i.e., anisotropy) for the NE-trending (left col-

umn) and all sets of cross faults (right column) in the T3 temporal domain. 
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Figure A. 27. Azimuthal anisotropy of the NE-trending (left column) and all (right column) cross faults 

in the temporal domain T4, determined with AMOCADO. 
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Figure A. 28. Cantor dust fractal dimension anisotropy for all the three spatial domains in the temporal 

domain T5. 
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