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Abstract

Numerous studies on the causal relationship betweenomic growth, energy consumption
and carbon dioxide (C£ emissions have shown divergence in policy recontagons,
which arises mainly due to the choice of methodplamd the period of study. This
inconclusiveness in policy prescriptions might taut to be critical, when the renewable
energy policies of the developing nations are amrsid. Our study analyses the causal
relationship between economic growth, carbon emssifossil fuel and renewable energy
consumption in Next 11 countries during the perddl990-2016. Along with conducting
parametric and non-parametric causality tests begetintroducing the Geweke (1982)
causality test in the literature of energy econ@nige attempt to establish a wholesome
aspect of policy design, by comparing and compldmgnresults of different causality
analysis, and how the causality directions showchmy with the context setting. Our
empirical evidence confirms that robust renewahitergy policy can be designed by
complementing the various causality test resulisher than focusing on one particular

causality test.
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1. Introduction

Energy consumption is one of the most importantests of economic growth in any
nation, and this energy is consumed predominantlthé form of fossil fuel consumption.
However, it cannot be ignored that continuous comngion of fossil fuel energy over years
has resulted in several ecological issues, majarthe forms of rapid exhaustion of natural
resource pool and increase in carbon emissiondi@énambient atmosphere. Nations are
gradually recognizing this intensifying environmanissue, and consequently, they have
started developing clean technology solutions irspiti of the gradual transformation from
non-renewable energy sources to renewable energges Under such circumstances, an
increase in the share of renewable energy useeiriafal energy mix can be observed in
recent years (see, Yang et al., 2016; Kung eR@ll,/; Paramati et al., 2017; Zhang et al.,
2017; Shahbaz et al., 2017; Sinha et al., 201 heSamd Shahbaz, 2018).

From this discussion, it is assumed that the éndtassociation between economic
growth, energy consumption, and environmental diggian may appear to be significant
from the perception of sustainable developmentclvis largely dependent on managing the
energy challenges. From the perspective of ememggngomies, this energy challenge can be
observed in a dual form in these countries (Lin Malbarak, 2014; Shahbaz et al. 2015,
2016). First, these nations are being faced withptoblem of energy security and energy
poverty. Second, these nations are in the transltase to implement nationwide clean or
low carbon energy systems, without compromisingeoonomic growth. The “Next-11" or
N-11 countries are characterized by these two phenal These countries approximately
represent 7.94% of the global GDP (World Bank, 2)Xhd generate nearly 11.2% of global
CO, emissions (EIA, 2015). These two reported stagstixplain the growing environmental

concerns caused by the present pattern of econgrowth in N-11 countries, and these

! These countries include Bangladesh, Egypt, Indandsin, South Korea, Mexico, Nigeria, Pakistare th
Philippines, Turkey, and Vietham (Eghbal, 2008).



problems reflect thé&imits to Growth problem identified by the economists fraGhub of
Rome (Meadows et al., 1972). Given the conflicting obipes prevailing in these countries, a
renewable energy system can provide a profitabld smstainable solution for both
industrialization and rural electrification, ancetaby, can provide an opportunity for these
nations to be less dependent on fossil fuel.

The extant literature on the relationship betweeosnemic growth, C® emissions,
and energy consumption from renewable and non-rablewsources has shown conflicting
results for any given context. These conflictingules have occurred due to the use of
different methodologies on the same data sets (@whlAslan, 2013; Dogan, 2015), or using
different time periods (Alam et al., 2012, Amin @t, 2012). Therefore, researchers and
policymakers cannot make any unified conclusiorardigg policy implications, following
the results of the studies on any region(s). Ifdataset is kept same, then the nexus among
economic growth, C®emissions, and energy consumption varies basdideoissumption of
associative linearity among the variables. Basedthos argument, it can be said that,
parametric and non-parametric causality tests erstime dataset might provide conflicting
results, and this conflict can be seen in subseaqmity implications. Therefore, in order to
suggest sound policy implications about the rendsvabergy policy in any nation(s), the
causal associations between the aforementioned #argables must be robust, and there lies
the objective of the present study. Researchers ligantified that traditional parametric and
non-parametric causality tests might not providpeexed results in case of low frequency
data, which is mostly used in the form of annuahd®ahmani-Oskooee, 1993; Pan et al.,
2007; Fernandez-Perez et al., 2016). For a lowferqgy dataset, the causality test should
address the contemporaneous correlation, whichm@ree (e.g., Granger, 1969) and non-
parametric causality tests (e.g., Diks and Panahe?B06) cannot address. There comes the

role of Geweke (1982) causality test, which can gement the results of traditional



parametric and non-parametric causality tests lmremsing the issue of contemporaneous
correlation. In this study, we have analysed thgusebetween economic growth, €0
emissions, fossil fuel consumption, and renewablkergyy consumption for N-11 countries
over the period of 1990-2016. In doing so, we helvesen Granger (1969) causality test,
Diks and Panchenko (2006) causality test, and GewW&882) causality test. Subsequent to
this, we have compared the results of Geweke (188R%¥ality test with Granger (1969)
causality test and Diks and Panchenko (2006) céydalst. This comparison of results
demonstrated how the inconsistencies in the pahplications derived from parametric and
non-parametric causality tests are addressed byekde(t982) causality test results.
According to the findings of the earlier studidsgere are certain research gaps. For
instance, we have not come across any study tmapa@s and complements the results of
different causality tests from a policy prescriptigerspective, in keeping with the contextual
setting. Moreover, results of studies focusingeaewable energy policies are inconclusive in
terms of their policy prescriptions, and we have also come across any study, which
addresses this void in the literature. Complemegntire results of one causality test with
another can be crucial for designing a holisticereaible energy policy, given the context of
emerging economies. This study has four contrilmgtido existing literature of energy
economics. (i) This study applies parametric and-parametric approaches to examine the
causal relationship between economic growth, cadymrssion, fossil fuel and renewable
energy consumption for N-11 countries, which denramss the discrepancies in empirical
results, followed by differing policy implicationgii) This study introduces Geweke (1982)
causality test in the literature of energy econ@miai) This study puts forth the comparative
analysis in terms of policy implications, and destostes how the results of different
causality tests are complemented by each othg\\(eshave also considered three subpanels

in accordance with World Bank (2016a) classificasi¢gdeveloped, newly industrialized, and



emerging countries). (v) Our results show how robesewable energy policies can be
designed by means of complementing the resultawdality tests, which has by far not been
addressed in existing literature.

The remaining paper is organized in the followingnmer. Section-2 presents the
literature review on the nexus among fossil fustsiewable energy, carbon emissions, and
economic growth in N11 countries, Section-3 givasoaerview of the existing renewable
energy policies and initiatives in N11 countriesc®n-4 explains the empirical model and
gives a brief description of the data, Section-&spnts the analysis of the results, Section-6
describes the theoretical and practical implicatiohthe study, and Section-7 concludes the
paper by highlighting the key contributions in ter@f methodological adaptations and the
policy implications.

2. Literature Review

The causal association between economic growthrggrmonsumption and carbon
emissions have been extensively studied over &gtdecades (see, Ozcan, 2013; Farhani
and Shahbaz, 2014; Alper and Onur, 2016; Sinhd.eR@l7; Sinha and Shahbaz, 2018,
among others). Our study attempts to revisit thetiomship among economic growth, carbon
emissions, fossil fuel, and renewable energy copsiom to highlight the divergence in
policies reported in various studies, which mightw due to the different methodological
adaptations and/or choice of different time periose studies reviewed in this section are
the ones, which have analyzed the nexus among sgorgrowth, carbon emissions, and
energy consumption for N-11 countries. This revieas been carried out by classifying N-11
countries as developed, newly industrialized, amerging countries (World Bank, 2016a),

and this classification will help to retain the etfjive of the study and identify the research

gap.



Let us begin with the developed category. In Soltirea, using the Markov
switching model, Park and Hong (2013) reported tabon emissions do not have any
impact on economic growth, and unidirectional cétysas found running from energy
consumption to carbon emissions, during the peti®81-2011. They further suggest that
there is a need to control @@missions either by decreasing energy consumptidnrough
use of alternative sources of energy. On the contusing the panel causality tests, Pao et al.
(2014) conducted the study over the period 32900 and found that renewable energy
causes economic growth and bidirectional causaiiigts between economic growth and
fossil fuel consumption. Grounded on the obtainedults, the authors suggested the
promotion of renewable and nuclear energy usedkldahe problem of climatic shift and
energy security. We can observe that the studie® hesed different time periods and
methodologies, and the policy implications emerging of these studies diverge in terms of
proposing a common framework for policy makers iouth Korea. Though the policy
implications complement each other, but when they abserved individually, the issues
addressed by them differ, as the policy targefedify the obtained results.

Now, we will move towards the newly industrializeategory of N-11 member
countries. In Indonesia, conflicting results canfimend, even though similar methodologies
were adapted. Arifin and Syahruddin (2011) propos®at increase in consumption of
renewable energy would have increased GDP of Inglarguring period of 1971-2008 and
could reduce the dependence on non-renewable emewgges. This policy was inferred
based on the evidence of growth hypothesis betnegwable energy and economic growth
and neutrality hypothesis between fossil fuel comstion and economic growth. However, a
conflicting policy directive is reported from thesults obtained by Lean and Smyth (2010).
They found that energy consumption and carbon eomsshave direct causal impacts on

economic growth for the period of 1980-2006. Thempirical analysis suggested that



Indonesia should promote energy consumption teefastonomic growth without providing
any directive on energy security or climate changsues. Such contrast in policy
implications can be observed for the context of Mexlso. Pao et al. (2014) stressed on the
need for developing renewable energy solutions témkling climatic shift and energy
security issues. In another study, conducted dutivey period of 1971-2007 and using
Granger causality test, Lee and Yoo (2016) fourat tarbon emissions cause economic
growth, economic growth causes energy consumptamal bidirectional causality exists
between energy consumption and carbon emissionsy Jinopose energy conservation
policies to ensure energy security and to addradson emission issues. Though the policy
targets are same, these two studies conducted imicMeshow divergence in the
implementation of policies. A similar kind of sitiian can be seen in the case of Iran. Using
the Toda-Yamamoto procedure, Lotfalipour et al.1(20concluded that during 1967-2007,
carbon emissions and fossil fuel consumption haveausal impacts on economic growth.
Considering energy not to be an agent of economuevity, the researchers opined for
conservative energy policies, along with replacene¢raditional fossil fuel energy sources
with alternate cleaner energy sources. In anottuglys following the same methodological
approach, Mahmoodi and Mahmoodi (2011) found ncs@kaimpact of renewable energy
consumption on economic growth during the period@85-2007. It is difficult to comment
on energy policies of Iran with respect to renewadahergy sources, as the finding of the
second study indicates renewable energy consumptibas an catalyst of economic growth,
and thereby, leaving equal probabilistic choicedfan to adapt either a conservative energy
policy or an aggressive renewable energy policywNae will look into the context of
Philippines. Apergis and Payne (2011), using theep&ranger causality approach, showed
that renewable energy and fossil fuel consumpteh hidirectional causal relationships with

economic growth, during the period of 1990-2007e Holicies suggested by the authors



indicate that energy security can be achieved bydsing on renewable and non-renewable
sources of energy, while the interdependence betweerces of energy requires multilateral
approaches to achieve energy efficiency. In anahety conducted over the period of 1956-
2012, Lim et al. (2014) suggested that reductio@@ emissions could be achieved through
energy efficiency, without considering the scopeesfewable energy sources. The empirical
results indicate that there lies a dichotomy irmkerof achieving energy efficiency, and
consequently, policy implications recommended laséntwo studies differ. A similar kind of
divergence in policymaking can be observed in aafsdurkey. Soytas and Sari (2009)
analysed the nexus between economic growth; €fissions, and energy consumption in
Turkey during the period 1960-2000, using Toda- Yo causality approach. They argued
that the only way of meeting carbon emissions targeto reduce fossil fuel consumption, as
the vital source of electricity supply is coal @irpower plants. In a different study conducted
during the period 1990-2011. Using the ARDL applodar the same variables, Dogan
(2015) proposed that for ensuring long-lasting eocoic growth, policy makers of Turkish
government should enforce the reduction of elatgrmonsumption from renewable sources
and promote use of electricity produced from namewmable sources. These studies show the
dichotomy regarding the usage pattern for fosl far fostering economic growth.

Similar kind of results can be seen for the emerdirll member countries. In case
of Bangladesh, Apergis and Payne (2011) analysed absociation between energy
consumption and economic growth for the period@8Q2007 using Granger causality test.
They focussed on ensuring energy security by piogothat both renewable and non-
renewable sources of energy should be promoteddore economic growth. However, the
study conducted by Alam et al. (2012) during 190R€, indicated the policymakers to focus
solely on alternative sources of energy to meetrggnelemand. These two studies

demonstrate the divergence in energy policies recended for Bangladesh. Now, we will



look into the case of Pakistan. Apergis and Pay@@®l1) mentioned the importance of
interdependence of fossil fuels and renewable gnfergPakistan, thus having a major focus
on energy security. This finding has been conttadien several studies. Using different set
of variables, methodological adaptations, and dbffe study periods, the studies by Ali et al.
(2015) and Shahbaz et al. (2015) show the policgligations in terms of focusing on
renewable sources of energy to ensure economictigraag well as, to tackle issues of
climatic shift. The policies show an apparent djesrce in either the policy target or the
implementation of the policies. A nearly similan&iof scenario can be seen in the case of
Vietnam. Tang and Tan (2015) focused on the impigat®n of clean technologies and
strengthening of environmental regulations, whit@lgzing the causal association between
income, energy consumption, @@missions, and foreign direct investment (FDI) floe
duration of 1976-2009. An earlier study by Dinh a8dih-Mo (2014) conducted during
1980-2010 found that bidirectional causal assamiaéxists between carbon emissions and
income, and energy consumption and income, resdeti They have opined that
policymakers should focus on investment in enerdsastructure, so that energy efficiency
can be achieved via reduction of energy waste.Ntgerian economy, Akpan and Akpan
(2012) analysed the causal association betweeirrielgcconsumption, carbon emissions,
and economic growth for the period 1970-2008 usimgr correction approach. Based on the
empirical findings, authors suggested to investctganer technologies by replacing old
polluting technologies, to address energy efficeeand climatic shift issues. Rafindadi
(2016) analysed the causal association betweenoggongrowth, energy consumption,
financial development, trade openness, and &@fssions for the period of 1971-2011 using
Granger causality approach. The empirical resultggested the use of green energy
technologies in production process for enhancirgyggnefficiency. Lastly, we will observe

the divergence in policies for the case of Egyptenshh (2014) analysed the causal



association between energy use, real GDP ang éd@ssions for the period of 1971-2009,
and the author prescribed investing into energigiefit and clean technologies to engender
green growth. Recently, Ibrahiem (2016) analysed tlausal association among £O
emissions, economic growth, energy consumptiodetapenness, and population density for
the period 1980-2010, and the researcher propbsgchergy growth will not be influenced
by energy conservation policies, and it can redoagon emissions, as well. So, the
divergence can be seen in this context also.

Through this review of the literature on the caumahlysis of association between
income, energy consumption, and £@missions, we have observed that the policy
recommendations given by the authors differ lardgyythe choice of methodology, and
choice of study period. During the course of thasiew of literature, we have not come
across a study, where the complementary natureutiipie causality analysis methodologies
is considered, so that a complete picture comirigobthe results can give a comprehensive
policy recommendation. We also haven’'t come acrasyg study, which discusses the
divergence in the policies coming out the inconekisesults of causality analysis.

3. Overview of N-11 Countries

The growth in economic activities in N-11 countriesnajorly driven by the rise in
industrial activities, and it creates a demandefoergy in these nations. As the consumption
of electricity is enabling growth in every sectte demand of energy is rising in these
nations is rising along with economic growth (Figndr). In 2016, C@emissions in N-11
countries account for 12.41 per cent of the wortBewCQ emissions, while they account for
more than 10 per cent of worldwide income genenafiiciA, 2015; World Bank, 2016b).

<Insert Figure 1 here>
South Korea’s energy policy aims to produce 6.1%epérgy from renewable

sources by 2020, and the government is planningite this share by 2030 (Shin, 2015).
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Furthermore, it is predicted that South Korea hasdwower potential of 186.5 TWh per

year, and the tidal power has potential of genega®52 million kWh per year (Chanal and
Meisen, 2012). The present energy policy also ohetuiinvesting in the international alternate
energy market and implementing energy efficientdig for sinking energy wastage.

For Mexico, hydropower consitutes the main shareresfewable energy, with
installed capacity of 11,603 MW, followed by geathal power capacity of 958 MW.
Presently, Mexico is ranked 4th in the world imtsrof using geothermal energy. Apart from
that, Mexico has wind energy potential of 71,000 M&en though only 1.7% of this
potential is currently in use (Huenteler et al.1@0Presently, Mexico is the third country in
the world in terms of potential invest destinatinrphotovoltaic power projects, after China
and Singapore (Aleman-Nava et al., 2014).

As the economy of Turkey has been reliant more atnral gas, renewable energy
policy of Turkey is targeted at increasing the shaf renewable energy in total energy
production by more than 25 percent over next figarg. Under this scheme, most emphasis
has been given on the unexplored sources of hydrepowindmill installations, and
geothermal power (Yagcitekin et al., 2015). Morapvieurkish Energy Regulatory Agency
(EMRA) has highlighted how biofuels can signifidgradd value to the existing energy mix.
As per the new renewable energy policy of Bangladdse share of renewable energy is
expected to reach a double digit percentage oh#tional energy mix by next three years
(Baul et al., 2018). This progress has been fomedliby formation of Directorate of
Renewable Energy and Research & Development.

Vietnam is expecting an increase of nearly 1000cpet in electricity demand by end
of next decade, which is nearly three times highan the projected energy demand. This
steep rise in the demand of electricity might biitatted to the problems of poor rural

coverage in the national electrification programrag,well as, continued reliance on the
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fossil fuel as the primary source of energy. Whidsponding to these problems, the
government of Vietnam is looking forward to increahe share of renewable energy in
energy mix by more than 30 per cent by the endeat decade (Ahmed et al., 2017), as this
solution is expected to address both the energyelpredicaments being faced by Vietnam.
This issue of energy shortage can also be seermsa of Iran. In order to combat this

situation, Iran is putting special emphasis on bgtictricity projects and solar panels. The
potential of renewable energy generation in Iras lb@en attracting European investors, and
this is giving the renewable energy sector a nessbDudley, 2017).

The issues of rural electrification with high derddar electricity are present in case
of Indonesia, as well. By the end of next decalde,lhdonesian government is targeting at
raising the share of energy from alternate soubsest least 125 per cent in the existing
energy portfolio (Liu et al.,, 2017). This charac#cally similar problem has been
encountered in case of Egypt, and in order to é&adkis problem, the government is
channelizing the monetary and physical resourceshe discovery of alternate energy
resources. This initiative by government is beiagéted at increasing the pie of renewable
energy to be at least one-fifth in energy portfdiyp 2022 (Abdulrahman and Huisingh,
2018), and this step has turned Egypt to be atpldé investment destination for the
European renewable energy firms (Dudley, 2017).

Unlike other nations, Nigeria has already startednig the problem of rapid natural
depletion, leading towards the problem of energyusty, which the other nations are still
expecting to face. In order to handle this isshe, dovernment of Nigeria has introduced
Vision 20, which is specifically designed for providing bots renewable energy generation
sector (Akuru et al., 2017). By the end of nextatkx; the Nigerian government is expecting

renewable energy to attain at least one-fifth efehergy portfolio.

12



A boost in the renewable energy generation ingitcan also be seen in case of
Philippines, where the government is targetingntoease the share of renewable energy in
the energy mix by two-fold, by the end of next dkrglee et al., 2017). In order to make
this solution socially sustainable, government siasted to welcome people-private-public
partnerships, so that the awareness regarding dh@ntages of renewable energy can be
increased, and the organizations are persuadedpiement the usage of renewable energy
sources for their respective production processes.

Finally, for combating the energy security and kuedectrification issue, the
government of Pakistan is relying more on hydrdelgty sources, which can be expanded
up to 60 GW (Zafar et al., 2018). With an expeotatof possible reduction in communal
disparities, the government of Pakistan is emphasian the discovery of alternative energy
sources, which might also decrease the reliancéPakKistani economy on fossil fuel
consumption. In a nutshell, it is evident that N-dduntries need renewable energy as a
solution for sustainable growth, and public infrasture is complementing these initiatives.
It can be expected that moving along this trajgctdl-11 countries might be able to move
from non-renewable energy to renewable energy ressu and thereby, dipping carbon
emissions and ensuring sustainable development.

4. Empirical Model and Data

In this study, our objective is to compare the lssof three different causality tests,
and the policy implications coming out of the réswudf those tests. In order to achieve this,
we have selected the parametric and non-paraneatusality tests, along with the Geweke
(1982) causality test. The parametric and non-patacncausality tests are chosen in order to
explain the linear and non-linear associations betwthe variables under consideration.

4.1. Granger (1969) Causality Test
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Under the parametric causality test with the asdiompof linear relationship, we
apply the Granger causality test (Granger, 1968js Test has been chosen owing to its
applicability to large and small sized sample sidd® estimation model can be explained as

per the following:

AY; . AY; .
|VACL',L“| OCl',t By, - Buay, [ACl-’t 1] El',t
Lt _ it . . . Lt—1 Eit
AF,, = Zide| [a, [ F] - S lar |t e - (1)
ARi,t At ﬁ41i,t '844i,t ARi,t—l Eit

where,Y is GDP,C is CQ emissionsF is fossil fuel consumptiorR is renewable energy
consumptiong is the white noise error termjs the countriesi (= 1, 2, ... ,N) and t is the
years { = 1, 2, ... ,T). In this system of equations, the null hypothesisno Granger
causality can be expressed py: = 0, and it can be validated by the joint sigmifice of
coefficients, derived from Wald statistics.
4.2. Diks and Panchenko (2006) Causality Test

As the Granger causality test fails to accommoddtte possible non-linear
associations among the variables, non-parametusatity tests are required. First generation
non-parametric causality tests were derived by Bamtk Brock (1992) and Hiemstra and
Jones (1994). However, these tests suffer fromouarshortcomings. The Baek and Brock
(1992) test assumes the time series to be havingnumgeneity issues and uniformly
distributed across the cross-sections. Thoughpttmklem was addressed in the test designed
by Hiemstra and Jones (1994), it disregards thential deviations in restricted distributions.
This issue was identified by Diks and Panchenkd$20and was addressed in Diks and
Panchenko (2006).

Taking a bivariate case, the null hypothesis of@nanger causality between sen&s

and serie¥: can be specified as:

Ho ¢ Yerd|(XE5 Y )~ Yo |V )
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where,Ix andly respectively denote the lagged observations ahdY. Now, if we assume
Z: = Y1, and equation-2 is made time independent, themteou2 takes the form with
respect to the joint distributions that the joinbIipability density functiondy,z(X, y, 2) and its
partial differentials must fulfil the following calition, which unequivocally reveals thAt
andZ are independent conditionally &=y for each fixed value of y.

fxy,zxy2) _ fxy®xy) frz(y.2) (3)
fr fr» O

Given the condition, the null hypothesis of no Gmncausality can be specified as per

following:

0 = Efyy XY, D) fy (V) = fry (X, V) fy 2(Y,2)] = 0 .. (4)
where, f-(C;) is a restricted density estimator ofl@variate random vectdE at Ci denoted
by fe(C) =Qe) ™% (n—1)"1Y 15 that I =I(||c; — Cj|| <e,) with indicator
functionI(.), bandwidthe,,, and the sample size asBased on these estimators, equation-4

can be written as per the following:

n-1
L&) = 0

Sil vz Yo ZD fr (VD) = froy Ko Y fr 2 (Y1, Z1)] .. (5)
If &, = Cn~#, givenC >0,1/4 < B < 1/3, and single lag specification, equation-5 takes the

following form:

Where,ﬂlsignifies the convergence in the distribution, &dis indicative asymptotic
variance off,,(.). Consequently, it can be observed that if Diks Badchenko (2006) test
statistic measured in equation-6 is greater thas, the null hypothesis of no causality can
be rejected at 10 per cent level.

4.3. Geweke (1982) Causality Test
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Let us assume that there are two seriesXi.endY. Assuming the stationarity of both the
series and presence of cointegrating associatitmelea them, Geweke (1982) suggested the

following forms of causal association between the series:

Xig =+ 2 X BieXip—1 + €15, ,Var(ell.’t) = 012” . (7)
Xie=a+Xe2iBieXig—1 + ZiZLl YieYie-1+ €21t Var(ezi,t) = 022th ... (8)
Xie = a+ 22 BieXie1 + Xi Xi=o VieYie—1 + g3, Var (53”) = 032” .. (9)
Xie =+ X XiBieXieo1 + Xi Dt=—m VieYie—1 + €4;p Va?”(&ti,t) = szi,t ... (10)

Now, all of these associations follow asymptotici-€duare distribution. Assuming the
degree of freedom ab the maximum likelihood procedures of determining causality are

as per the following:

Instantaneous causalityr (azzl.t/affl. t) * n~y2(1) .. (11)

Total causalityin (afi,t/afi‘t) xn~y2(2d + 1) .. (12)

In equation-11 and 12, it can be seen that Gewekesatity test considers the
instantaneous and total causality. While consideramy dataset of low frequency,
instantaneous correlation between variables camissed, and this issue is present in
Granger (1969) causality test and Diks and Panahd@K06) causality test. Using the
residuals of Granger (1969) causality tests, Gewekasality test can capture the
instantaneous feedback. This causality approacestaare of the non-linear association
between variables, as well. Owing to these reasBesieke causality test complements the
problems of Granger (1969) and Diks and Panche?B06) causality tests.

4.4, Data

For empirical analysis, we consider the data fotINeountries from 1990 to 2016.

The per capita annual data for £€missions (in kt), GDP (constant 2010 US$), rerdeva

energy consumption (in kt), and fossil fuel enecgypsumption (in kt) were collected from
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World Bank Indicators For bringing more insights, we segregated theasgdtof N-11
countries under three categories. These categangethe developed countries (South Korea),
the newly industrialized countries (Indonesia, Mexilran, Philippines, and Turkey), and the
emerging countries (Bangladesh, Egypt, Nigeria,id®ak, and Vietnam). World Bank
(2016a) provided this classification.
5. Resultsand their Discussions

The analysis of the dataset starts with checkinga$s-sectional dependence, and in
order to achieve this, we have employed the cressemal dependence (CD) test devised by
Pesaran (2006). The null hypothesis of Pesarar6j20D test is that there is no dependence
among the cross sectional units, and it is caledldly the mean of bilateral correlation
coefficients of ADF regression residuals for evergss-section. The results of this test are
presented in Table-1, and the results show repctidghe null hypothesis. The strength of the
cross-sectional dependence is further checked ldi€land Pesaran (2015) test, with the
null hypothesis of weak cross-sectional dependehice.empirical results in Table-1 depict
that the cross-sections of the panel are strongpeddent on each other, and therefore, we
can employ second generation unit root test.

<Insert Table 1 here>

For examining the integration order among the e cross-sectional Im-Pesaran-
Shin (CIPS) and cross-sectionally augmented Didkaler (CADF) unit root test devised by
Pesaran (2007) are utilized. These tests are semratation unit root tests, which are based
on the assumption that in a panel dataset, thasmss-sectional dependence. The CIPS unit
root test is an extension of Im-Pesaran-Shin (IRE)03) with single factor having
heterogeneous loading across cross-section. ltcr®@ss-sectionally augmented IPS Dickey

Fuller type test, which takes account of crossigeat means of undifferentiated and lagged-

2World Bank, 2017. World Bank Indicators CD-ROM.
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differentiated IPS-type regression residuals. lis tlest, the p-value of Breusch-Godfrey
Lagrange multiplier test of each specific regressi® reported. On one hand, the null
hypothesis of homogeneous non-stationary is exainmeontrast to the alternate hypothesis
of heterogeneous alternatives. On the other, CABd$t ts derived from the mean of
augmented Dickey-Fuller (ADF) t-statistic of evgygnel member. The null hypothesis of
this test asserts that the series in the paneh@mestationary, which is contrary to alternate
hypothesis, where only one part of the seriesaisostary.

Table-2 presents the results, and it is visiblé¢ ti variables are free from unit roots
after first differentiation. Hence, we can conclutiat the order of integration among the
variables is 1, i.e., the variables are I(1).

<Insert Table 2 here>

As the variables are 1(1), it is possible that e fong-run, the variables might be
cointegrated. This is scrutinized using the Westet|(2007) test of cointegration. This test is
based on structural dynamics, and therefore, it ¢ require the common factor restriction.
The test statistics follow an asymptotical normistribution and have good small-sample
properties. Besides, this particular test is capalblaccommodating heterogeneity and cross-
sectional dependence by using the bootstrap.

Table-3 presents the results of the Westerlund{R00integration test (details of the
test is provided in Appendix-1). The test statsiidicate that the variables are cointegrated
at 1% significance level, i.e., these variablesamsociated for long run.

<Insert Table 3 here>
As we have already found the cointegrating associdietween the variables across

the samples, we can now proceed towards the cguaadlysis.

18



5.1. Comparison of Parametric and Geweke Causality Analysis

We will start analyzing the results of causalityalysis by comparing the results of
Granger (1969) causality test and Geweke (19823atiy test. Table-4 presents the results
of Granger (1969) causality test, and the comparatesults of both the tests are given in
Table-6.We will now observe how the policy implications, evhthe results of both the tests
are compared.

<Insert Table 4 here>

For the developed countries, the results of panatnedusality test show that the rise
in fossil fuel consumption directly affects @@missions, and the pattern of economic growth
in these countries catalyzes renewable energy ogptsan. Moreover, rises in CO
emissions and fossil fuel consumption have thereadi impacts on renewable energy
consumption. This empirical finding is in similanés with Shin (2015). However, this
segment of findings gives no information aboutithpacts of CQ emissions and fossil fuel
consumption on economic growth pattern, and vicesaieThe results of Geweke (1982)
causality test give the answer to these voids. f@seilts of this test reveal significant
bidirectional causal associations between:Gfnissions, fossil fuel consumption, and
economic growth. Though the results of Granger al#ysanalysis show that fossil fuel
consumption negatively affects ambient air qualitys silent about its effect on economic
growth, which is revealed by the results of Gewgli@82) causality analysis. It divulges the
trilateral association between g@missions, fossil fuel consumption, and economovgh.
These bidirectional associations reveal the eco#tlyi unsustainable nature of economic
growth. This phenomenon has already been indicayedPark and Hong (2013). The
percentage of renewable energy generation is iifigignt in energy mix under this category,
it might be too optimistic to expect the effect rehewable energy consumption on £O

emissions. However, it cannot be denied the econarowth pattern resulted in energy
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security and carbon emissions issues, which dendaride rise in renewable energy
consumption, and therefore, we can expect thairectly and positively affects economic
growth. This expected impact of clean energy pohay these nations are analogous to
empirical findings of Park et al. (2013).

Now, let us move towards the newly industrializedurttries. The results of
parametric causality test show the bidirectionalsed associations between £é€missions
and fossil fuel consumption, and €@missions and economic growth. These associations
indicate the effect of economic growth pattern &oskil fuel consumption on ambient air
quality, and the effect of GQGemissions on economic growth pattern. This segroergsults
is similar to the findings of Geweke (1982) caugadinalysis. However, the unidirectional
causal association between fossil fuel consumpéind economic growth signifies that
economic growth being achieved by these natiomaaprly driven by the consumption of
fossil fuel. This evidence seems to be inconclysigea rise in economic growth should call
for more energy, and the rising demand for fossdl foased energy might lead to energy
security and energy poverty related issues. Thggcéb inconsistency is tackled by the
bidirectional causal association between fossil faasumption and economic growth, which
is divulged by empirical results of Geweke (198&)gality analysis. This segment of results
provides the rationale behind the emergence ofwable energy generation in these nations,
as indicated by Yildinm et al. (2014) and Shahégal. (2016). In order to address energy
security, energy poverty, and environmental dedgradaelated issues, and that too without
harming economic growth pattern, renewable enesggdreasingly becoming a sustainable
alternative for fossil fuel consumption in theséianzs.

Now, we will move towards the emerging countrieqie Tresults of parametric
causality test show that fossil fuel consumptiaectly affects CQ@emissions and economic

growth, whereas C£emissions also directly affect economic growths lquite evident from
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this segment of the results that the driver of eoais growth is actually instigating damage
to the growth pattern. This segment of resultsrslar to empirical findings of Alam et al.
(2012), Shahbaz et al. (2012), Tang and Tan (20B83p and Keho (2016), and several
others. However, the effect of renewable energysaoption is still not much significant in
these countries, and therefore, it will be too mtic to expect that renewable energy
consumption will directly affect economic growtthd same goes for the bidirectional causal
association between renewable energy consumptidnCG» emissions, which has been
divulged by parametric causality test. These natiare majorly characterized by the rural
electrification and energy poverty related iss@ssidentified by Paramati et al. (2017), and
owing to this reason, the municipal government hese countries is turning out to be
aggressive in implementation of renewable enerdytisns, as a replacement of fossil fuel
energy. Simultaneously, renewable energy solutiares also expected to reduce carbon
emission-related issues. In view of this evidera®jdirectional causal association between
renewable energy consumption and fossil fuel comgiom can be expected, and the results
of Geweke (1982) causality analysis reveal the salmng with this significant segment of
finding, the results also reveal the trilateraloasstion between fossil fuel consumption, £O
emissions, and economic growth, which the parametiusality test failed to address. This
association describes that economic growth indaisgory of countries is unsustainable.
Lastly, we will move towards the full panel resuliie results of parametric causality
test show that bidirectional causal associatiors passible between (i) renewable energy
consumption and COemissions, (ii) fossil fuel consumption and £émissions, and (iii)
renewable energy consumption and economic growgartAfrom that, it can also be seen
that fossil fuel consumption is having direct imfgaon economic growth and renewable
energy consumption, whereas £€missions directly affect economic growth. Scriatirg

this segment of evidences, we can say that econgnowth pattern achieved by N-11
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countries is unsustainable, owing to fossil fuehsuamption and consequent £e&missions.
In order to bring forth sustainability in economgecowth pattern, fossil fuel should be
replaced by renewable energy resources, and retewalergy consumption will have a
direct impact on economic growth. It is true thdtiven by energy security and energy
poverty related issues, N-11 countries have stanedenewable energy initiatives, but it will
be too early to assume the impacts of these indiston economic growth or carbon
emissions. So, the bidirectional causal associdbetmveen renewable energy consumption
and CQ emissions, and between renewable energy consumgatidh economic growth might
not be considered as valid. Now, we can compagesttgment of results with the results of
Geweke (1982) causality test. Results of thisdestonstrate the trilateral causal association
between C®@ emissions, fossil fuel consumption, and economrowth, and thereby,
showing the unsustainable nature of economic gropdlttern in these nations. The
bidirectional causal association between fossil &nel renewable energy consumption show
that environmental degradation caused by fossil dnasumption is being compensated by
renewable energy consumption, and its rising sharenergy mix is also forcing the
policymakers to enforce regulations regarding tdssl consumption.
5.2. Comparison of Non-Parametric and Geweke Causality Analysis

By far, we have analyzed the results of Grange69l%arametric causality test
results, and compared them with the results of Gew&982) causality test. Now, we will
look into the results of Diks and Panchenko (20@i)-parametric causality test and Geweke
(1982) causality test. The results of Diks and Ranko (2006) non-parametric causality test
are presented in Table-5, and the comparativetsestitests are recorded in Table-6. We will
now observe the policy implications comparing theults of both the tests. The results of
non-parametric causality test for developed coeastdepict that increase in renewable energy

consumption directly affects fossil fuel consumptiand economic growth pattern of these
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countries catalyzes renewable energy consumptibis @mpirical finding is similar with
Shin (2015). However, this segment of findings giwe information about the impact of €O
emissions on fossil fuel consumption, renewablegneonsumption, and economic growth,
and vice versa. The empirical findings of Gewek@3@)) causality test answer these voids.
The results of this test reveal significant bidir@eal nexus among G@&missions, fossil fuel
consumption, and economic growth. The pattern @nemic growth prevailing in these
nations was majorly driven by fossil fuel consuraptiand this resulted in rise in ambient
CO, emissions. However, this rise in €@missions might have negative impact on hygienic
state of labor force, and therefore, on economievtjr. So, the rise in C{emissions forced
government in these nations to reduce fossil faassamption, and to find a cleaner source of
energy. The bidirectional casual association batwemewable energy consumption and
economic growth reveals the demand of renewableggreonsumption driven by economic
growth pattern, and how renewable energy consumman add to economic growth. This
piece of evidence provides us with the rationalkirmk the recommendations put forth by
Shin (2015). Renewable energy is still to gain grance in energy mix, and so it does not
have any significant impact on either fossil fuehsumption or C® emissions. This is
divulged by no causal associations between renewaiergy consumption and fossil fuel
consumption or C@emissions.

For the newly industrialized countries, the reswfsnon-parametric causality test
depict that the pattern of economic growth direeffiects CQ emissions, whereas renewable
energy consumption directly affects economic growtbwever, in these nations, renewable
energy consumption has not yet gained sufficieaimpmence, as indicated by Fronda (2015),
Mahapatra (2016), Wheeler and Desai (2016), aneretfi herefore, in this context, it will be
too early to comment on overall impact of renewadhergy consumption. Most of these

nations are suffering from environmental degracaticural electrification, and energy
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security issues (Gallagher, 2005; Serifio, 2014;ié&8wn and Managi, 2016, and several
others). These issues are addressed by the bidiractausal associations found by Geweke
(1982) causality test. The bidirectional causabeasdions between CQemissions and fossil
fuel consumption, as well as between XC&nissions and economic growth, indicate the
influences of economic growth pattern and fossl ftonsumption on ambient air quality, as
well as the effect of COemissions on economic growth pattern. These cassaiciations
indicate the need of a clean energy solution ia taitegory of countries, as the rise in,.CO
emissions negatively influences economic growthictvifiorces the government to look for a
cleaner alternative of fossil fuel, without harmiegonomic growth. The bidirectional causal
association between economic growth and fossil feehsumption substantiates this
statement, by demonstrating the direct impact obnemic growth on fossil fuel
consumption. This signifies that economic growtliscéor more fossil fuel consumption,
while on the other hand the consumption of the senuketeriorating the ambient air quality
by increasing C@emissions.

The results of non-parametric causality test fa&r &merging countries depict that
renewable energy consumption directly affects »Cé@missions, whereas fossil fuel
consumption and C£emissions directly affect economic growth. Thesentries are having
energy poverty and rural electrification issues.efBfiore, to boost economic growth,
government is trying to bring more villages undéectification schemes, relegate the
pollution levels of ambient air, and introduce nemble energy solutions as a replacement of
fossil fuel. Hence, the unidirectional causalityyming from renewable energy consumption
to CO emissions does not hold true due to low shareeakwable energy in energy
portfolio. For this reason, it might be too optitiego expect any significant impact on €0
emissions. This issue has already been identifiedAWwan (2015), Burger (2015), Noi

(2016), and several others. Though this situat®mearly similar to that of the newly
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industrialized countries, governments in emergicgnemies are more aggressive in terms of
implementation of renewable energy solutions, asettisting fossil fuel-based infrastructure
might be inadequate to cater to energy demand. i$hige is addressed by the bidirectional
causal associations found by Geweke (1982) cauydabt. The bidirectional nexus among
COz emissions, fossil fuel consumption, and econonmevth can be explained in the similar
lines with the newly industrialized countries, wé@s the difference lies in case of
bidirectional causal association between renewalergy consumption and fossil fuel
consumption. This association indicates the inadeguof fossil fuel-based energy sources to
cater to energy demand, as well as its negativiogical impact, and thereby the emergence
of renewable energy sources as a replacement sif fosl-based energy sources.

Finally, we will move towards analyzing the resuibs full sample. The results of
non-parametric causality test depict that.G€nissions directly affect renewable energy
consumption, whereas fossil fuel and renewable ggneonsumption directly influence
economic growth. The bidirectional causal assamigtican be found between £émissions
and fossil fuel consumption, as well as between @@issions and economic growth. Going
by this piece of evidence, it can be stated thgahgi ambient air pollution issues caused by
rising CQ emissions, and to ensure energy security, N-1htces are trying to adopt
renewable energy solutions, alongside the fossl-thased energy sources. This initiative
was also compelled by the harmful effect of C&nissions on economic growth pattern.
However, it will be too early to envisage the effe¢ renewable energy consumption on
economic growth, because N-11 member countries fritlvd emerging and newly
industrialized categories have started promotirgy dlean energy initiatives mainly during
early 90s, as it has been discussed in the COP2inguResearchers have identified this
issue (Paramati et al., 2017; Sinha et al., 20479, therefore, the unidirectional causality

from CQ emissions to renewable energy consumption as agefrom renewable energy
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consumption to economic growth might not be considas valid. This issue is addressed by
the bidirectional causal association found by Geavdl®82) causality test. The bidirectional
causal association between renewable and foss$iehergy consumption proves the demand
for renewable energy consumption in ensuring therggnsecurity issues in N-11 countries,
in addition to the gradual shift of energy sourdesnm fossil fuel to renewable energy
sources. This finding is similar to the findingseixisting literature of energy economics.
<Insert Table 5 here>
<Insert Table 6 here>

6. Implicationsfor Theory and Practice

Designing renewable energy policy for any natiom isritical aspect, as most of the
clean energy policies are bidirectional in natune €t al., 2014; Bot et al., 2015). The nature
of the designed policies should also comply with setting of the context. While assessing
the growth-emission-energy causal association, cdngsality directions divulged by the
results should be verified along the line of thateat setting. This verification might prove
to be critical for implementing renewable energyigies, as a renewable energy policy not
only brings forth a transformation in energy mixit kalso it helps a nation to achieve the
sustainable development goals both directly andreotdy. Therefore, the unidirectional
causal association should be verified with the exinsetting, before recommending any
policy design, and this is the scenario with mdsthe studies, which recommend policies
based on causality assessment (e.g., Khan etdlg; ureshi et al., 2016; Wang et al.,
2016; Fan et al., 2017). While carrying out the aremalysis of energy-growth causal
relationship, Kalimeris et al. (2014) have stathd significance of causality direction in
recommending policy prescriptions, where lie theotietical and practical implications of the

present study.
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Let us begin with the theoretical implication oétetudy. Whenever we look into the
causal association among variables and deriveypotplications, we necessarily look into
the causality direction, which are derived from #ssumed linear or non-linear association
among the variables. Therefore, results obtainedh finear and non-linear causality tests
might be different, so as the policy implicatiofiis study has demonstrated how the results
of linear and non-linear causality tests are comgbaand complemented, and how the
robustness of empirical results can be checkedyuSaweke (1982) causality test. By far, in
the literature, most of the studies on renewab&rgnrgrowth-emission nexus have used the
results of causality tests without validating theection of causality, and this study has
shown the way of validating the causality directidny (i) comparing and complementing the
results of linear and non-linear causality tests] &i) validating the results by Geweke
(1982) causality test. This validation of causaliyections might help in designing the
sustainable energy framework, as indicated by Kedisret al. (2014).

Coming to the implication in terms of practice, fhresent throws light on how the
results of causality tests can be validated usorgextual settings. Any policy implication
should consider the causality direction obtaineminfrthe causality tests, along with the
context setting. This consideration becomes ctjtisdnen renewable energy policies are
considered. Now, if a particular renewable energlicp is aimed at reducing G@missions
and fossil fuel consumption, then it should alsadyaembered that this policy will also have
short term and long term impacts on economic gropdtiern. Therefore, relying on the
results of one causality test might not bring dwt true picture, and any unidirectional causal
association should be treated with utmost cardyidisectional nature of renewable energy
policies ensure the nature of sustainable develapmeany economy (Lu et al., 2014; Bot et
al., 2015). This study has shown the way to desegewable energy policies by assessing (i)

the unidirectional causal association obtained fifim®ar and non-linear causality tests, (ii)
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complementing the results of both the tests, amdtfiangulating the results by Geweke
(1982) causality analysis. By following these theteps, this study has shown a practical
way of designing a renewable energy policy, whieam oot only address the issues of
emissions, but also can ensure a sustainable ecompawth. Therefore, by and large, this
study has demonstrated a way to address the foltpwustainable development goals
(SDGs): (a) SDG 7 — affordable and clean energyS®G 8 — decent work and economic
growth, and (c) SDG 13 — climate action (UNDP, 2017

Presently, sustainable development of any natiahsisussed around the frameworks
of SDGs. If these goals are analyzed, then it ;aasden that implementation of renewable
energy sources might play a significant role inueimgy economic growth to be sustainable by
reducing carbon emissions, and by making energyet@ffordable. In this pursuit, when
nations try to implement renewable energy sourttesy will have to implement cleaner
production processes, so that nations can achimengyrowth. This is where the role of a
sound renewable energy policy comes into picturerisance cleaner production by firms,
for the sake of enriching environmental quality.thA¢ very outset, investment in renewable
energy projects might slow down economic growth] anth passage of time, renewable
energy will help in boosting economic growth, nomlyo by making it ecologically
sustainable, but also by creating several job dppdres. Then growth trajectory itself might
call for higher share of renewable energy souroesniergy portfolio. Like any economic
policy, this inherent bi-directionality is the clateristic of any sound renewable energy
policy, and the present study addresses the rodssof this characteristic by comparing and
complementing the results of linear and non-lineansality analysis (Stern et al., 1996;
Kane, 2013). This study might prove to be relevard significant for emerging economies,

which are striving to implement renewable energyrses, and thereby, sustaining economic
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growth. This will not only help those nations ingleamenting cleaner production processes,
but also help them to achieve the SDGs.
7. Conclusion

This study examines the causal association bet@e@momic growth, C&®emissions,
fossil fuel consumption, and renewable energy caomsion for N-11 countries over the
period of 1990-2016, and in order to assess tlgscation, we have used Granger (1969)
causality test, Diks and Panchenko (2006) caustdil, and Geweke (1982) causality test.
We have identified the contradictions arising outhe results of these tests, how empirical
results complement each other, and how the shomgsof parametric and non-parametric
causality tests can be overcome by using Gewek&2]l€ausality test. These results also
demonstrate the importance of causality directwaimje suggesting a policy decision, and it
has also demonstrated how the causality directhmuld be considered in order to address
the policy gaps.

While assessing the growth-energy-emission nexalgypimplications are suggested
based on the causality direction. This can provieetowery crucial, as for any given context,
the established causality direction must adheréhéosetting of context, and thereby, the
causality direction can provide a significant pyplidirective. This also needs to be
remembered that given the present climatic conditicross the globe, nations are striving to
come up with effective renewable energy policieaclusion of renewable energy
consumption in the model of growth-energy-emissiogsus not only signifies an energy use
segregation, but also inclusion of an additionalalde, which might bring forth alterations
in the direction of causal association. Thereftie, methodology to analyse causality needs
to be robust enough to accommodate the changesriadpof the study. Now, from the
contextual perspective, the direction of causalitg policies derived out of the direction are

important in case of developing economies becacseaic structure of N-11 countries are
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undergoing an industrial transformation, and theg @ying to implement clean energy
solutions as a replacement of traditional fosl energy sources. This scenario is visible for
case of N-11 countries, and therefore, we have &epfocus on designing sound renewable
energy policies for N-11 countries, which complythwihe setting of those countries. These
policies are largely based on the combined redute causality tests, and thereby, making
these results more robust compared to the findings.

Saying this, we also need to discuss the way astalenewable energy policy should
be designed by complementing the results of caydakts. As we have already seen in this
study, relying on the results of one causality tegght bring out an incomplete scenario, as
the causality tests vary according to the assunadationship among policy variables.
Therefore, when the results of multiple causalggts are obtained, the causality direction
should be validated by the characteristics of chasmtext. If parametric and non-parametric
causality tests result contradict in the causalitgction, then those contradictions have to be
validated by using Geweke (1982) causality testhastest will complement the issues of
contemporaneous correlation absent in these tdsthe parametric and non-parametric
causality tests demonstrate the presence of uoidir@l causal association, then those
results need to be validated by using Geweke (1888%ality test, as bidirectionality is a
likely character of any economic policy involvingcome and drivers of economic growth
(Pontusson, 1995). And while considering renewalergy policies, consideration of this
aspect can turn out to be significant, becauseetpeficies can have direct and long term
impacts on economic growth and carbon emissiongrefbre, in a nutshell, in order to
design a robust renewable energy policy, one shoamtblement and validate the traditional
causality test results using Geweke (1982) caystdit, and match the causality direction

with the context setting.
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Finally, let us look at this study from a methodptal perspective. As the volume of
literature on estimating the feedback mechanismwdet economic growth and
environmental degradation is rising, and annua elali be used in most of those studies, so
this study may find its own relevance in terms stireating the feedback mechanism in the
most effective way. It is true that this technidues not been used much in the field of
economics and it is mostly used in the field of @ (Kamnski et al. 2001; Lin et al.,
2009; Solo, 2016), there is a huge scope for rekees to implement this mechanism in their

studies, where low frequency data will be used.
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Appendix 1
Westerlund (2007) Cointegration Test

For testing the nature of cointegration among Wées we have employed
Westerlund’'s (2007) panel cointegration test. Itbased on structural dynamics, and
therefore, does not require the common factoriotisin. To examine whether cointegrating
relationship exists between serigs andx; ., let us assume the following error-correction

model:
’ ’ P; P
Ayi = 8;dy + i(yie—1 — Bixi-1) + Yt @AY+ X g, ViibXiej + & (A1)

whered; is the deterministic component which is assumeloetaero, one, or a vector of (1,
t)', and P; and q;qi are the lag and lead orders for unifThe cointegration is expressed
byy:—1 — Bl-'xi,t_l = 0. The coefficienta; measures the speed at which the system corrects
back to long-run equilibrium of correction, and egative value o#; implies the presence of
a cointegrating relationship, while; = 0 means no error correction and no cointegration
Westerlund (2007)’'s approach is to test the nytidtlgesis of no cointegration that = 0 for
all i. Two alternative hypotheses are: First, taeqd is cointegrated as a whole, i®.7 a <
0 for alli; and second, at least one cross-sectional upiirgegrated, i.eq;<0 for at least
onei. The test statistics proposed for the first alhéme hypothesis are called panel test,
which are:

a

P, = P, =T, (A-2)

T SE@) ’

wherea is the estimate of the homogenous speed of ermeatmn for all units andE (&)
is the standard error @f. The group-mean test statistics for the secoraradtive hypothesis

are:

G =<3, 1 (A-3)

=1sE@)
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—_1ynN
Go = NZL:laiu)

(A-4)

where @; is the parameter estimate for unifE(@;) is the associated standard error, and
a;(1) =1 —Zf;lo?ij. It is shown that these test statistics are ndymdistributed

asymptotically and have good small-sample proper@irthermore, these tests are able to

accommodate heterogeneity and cross-sectional depee by using the bootstrap.
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Table 1: Resultsof Cross Section dependence tests

Variables F_’e_saran (2006) Chudik and Pesaran_ (201
Test statistics p Test statistics
Y 33.4F | 0.901 6.44
C 28.08 | 0.756 454
F 33.64| 0.907 1.79
R 23.74 | 0.650 -1.67F

a significant at 1% level

b significant at 5% level

¢ significant at 10% level

Table 2: Results of second generation unit root tests

CIPS| CADF CIPS] CADF
Developed countries Newly Industrialized countries
Level
Y -2.673 -1.934 -2.732 -1.758
C -2.755 -2.312 -2.791 -2.532
F -2.611 -2.212 -2.160 -1.654
R -2.224 -2.762 -1.591 -1.643
First Difference
Y -4.168 -3.156 -4.17F -3.059
C -4.163 -3.869 -4.973 -2.906
F -4.4432 -4.508 -5.053 -3.15P
R -4.82F -4.312 -4.704 -3.166
Emerging countries Full sample
Level
Y -2.718 -1.997 -2.886 -1.111
C -2.220 -2.181 -2.389 -2.497
F -1.724 -1.858 -2.175 -2.163
R -2.020 -2.215 -2.247 -2.157
First Difference
Y -5.159 -2.626 -4.878 -2.876
C -4.117 -3.394 -4.676 -3.08F
F -4.087 -2.567 -4.183 -3.089
R -4.585 -3.518 -4.594 -3.42F

a significant at 1% level
b significant at 5% level

c significant at 10% level
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Table 3: Results of Westerlund (2007) cointegr ation test

Gt Ga

Satistics | p-value | Robust p-value | Satistics | p-value | Robust p-value

Developed countries -0.768 0.821 0.000f -0.837| 0.868 0.000
Newly industrialized countries -1.753 0.462 0.000| -5.480| 0.798 0.000
Emerging countries -2.421 0.060 0.000f -9.195| 0.310 0.000
Full sample -1.967 0.202 0.000| -6.747| 0.714 0.000
Pt Pa

Satistics | p-value | Robust p-value | Satistics | p-value | Robust p-value

Developed countries -0.768 0.662 0.000f -0.837| 0.707 0.000
Newly industrialized countries -3.393 0.366 0.000, -4.409| 0.480 0.000
Emerging countries -5.029 0.056 0.000| -6.710| 0.194 0.000
Full sample -6.558 0.047 0.000| -6.558| 0.217 0.000

Note: robust p-values are obtained after bootsingpp

Table 4: Resultsof Granger (1969) causality test

. Dependent variables
Independent variables C]| Y] R| =
Developed countries
C - 0.0421 6.875% 1.5031
Y 0.8646 - 9.2187 0.3026
R 0.8009 2.1458 - 0.0590
F 3.5239 1.9468| 4.1386 -
Newly industrialized countries
C - 6.9799 -0.4656| 2.167%
Y 1.7936 - -0.6469| -0.3474
R 1.2885 0.8585 - -0.7826
F 5.5937% 8.394F 0.9429 -
Emerging countries
C - 6.8842 5.9168 0.6634
Y 0.3436 - 0.6103| -0.1097
R 3.1784 5.9602 - -0.0741
F 14.619¢ 6.5107 1.4244 -
Full Sample
C - 9.1408 8.7136 1.9882
Y 0.9779 - 3.5172 -0.4635
R 2.9550 4.8019 -|  -0.7813
F 14.1013 10.21486 8.0527 -

a significant at 1% level
b significant at 5% level

c significant at 10% level
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Table5: Results of Diksand Panchenko (2006) causality test

Independent variables

Dependent variables

C| Y | R| F
Developed countries
C - 1.045 1.170 -0.646
Y -0.002 - 1.344 -0.201
R 0.805 -0.533 - 1.50Z2
F 0.933 0.772 1.121 -
Newly industrialized countries
C - 1.081 0.440 1.206
Y 1.909 - 0.063 1.174
R 1.192 1.34F - 0.670
F 0.363 0.639 0.001 -
Emerging countries
C - 1.813 -0.748 1.002
Y -0.374 - -0.916 0.199
R 1.586 1.195 - 1.636
F 1.230 1.519 -1.675 -
Full Sample
C - 2.372 1.285 2.58F
Y 1.69F - 1.269 1.238
R 0.845 1.80% - 1.038
F 1.443 1.43F 1.179 -

a significant at 1% level
b significant at 5% level

¢ significant at 10% level
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Table 6: Comparison of theresults of causality tests

Parametric Non-parametric .

Associative variables Causality test Causality test Geweke Causality test

Verdicts Verdicts Chi-square values | Verdicts
Developed countries
Cand R GC-R C--R 0.4277 C--R
CandF G—F C--F 37.07% Co F
CandY C--Y C--Y 16.90F4 C— Y
R and F R—F R—F 0.87700 R---F
R and Y R—Y R—Y 3.2328| Ro Y
FandY F---Y F---Y 13.2901 Fo Y
Newly industrialized countries
Cand R C--R C--R 1.0275 C ---R
CandF G- F C--F 19.7048) C— F
CandY CoY C—Y 23.2613| Co Y
R and F R---F R---F 0.6612 R --- F
R and Y R---Y R— Y 0.2483| R---Y
FandY F—>Y F---Y 15.4718| FoY
Emerging countries
Cand R G- R C—R 0.8084, C---R
CandF G—F C--F 22.257| Co F
CandyY C-Y C—oY 6.8500| CeY
R and F R---F R---F 78.7985 R+ F
R and Y R— Y R---Y 1.1875 R---Y
FandY F—>Y F-Y 10.5616| FoY
Full Sample
Cand R G- R C—R 0.014| C---R
CandF G- F C—F 55.068| C— F
CandY C-oY CoY 27.830| Co Y
R and F R—F R--F 20.845| R— F
RandY R—Y R—Y 0.0128)] R---Y
FandY F—>Y F-Y 23.740| Fo Y

a significant at 1% level
¢ significant at 10% level

--- signifies no causality

«—/—/— signify directions of causality
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