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Abstract
Students’ choices about post-secondary fields udystvary widely across space and time, due to
many psychological, social and economic motivatiddegarding these latter, the most important
role in steering students’ options has been oftecrilzed to expected returns from different
occupations. This paper emphasizes in particularlittk between local institutional quality, the
reward structure and students’ preferences. Basedsample of 80,996 students graduated in Italy
in 2004 and 2007, our econometric investigatiomtradling for both individual characteristics
(gender, residence, family background, high schialk) and geographical variables (per capita
GDP, industrial specialization), finds that in tbleoice of the field of study institutional quality

definitely matters.
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1. Introduction

Students’ choices about post-secondary fields aflystvary widely across space and time.
According to UNESCO Institute for Statistics (201#) 2011-2012 within European Union, the
share of graduates in engineering ranged betwen 8f Malta to 20.1% of Finland, while those
obtaining a degree in law, social sciences or lassinvere just 23.4% of total graduates in Germany
but more than 54% in Bulgaria and Romania. Sindifferences can be found elsewhere as well:
in America in the same years, the proportion ofigedes in law, social sciences or business largely
varied between Cuba (24.2%) and Chile (29.4%) om side, and Brazil (41.0%) and Colombia
(48.5%) on the other. Concerning differences oweetthe same source reports that between 1999-
2000 and 2011-12 the share of graduated in lawialssciences or business has undergone
substantial increases in many advanced countriéis,an average rise of about 4 percentage points
and a growth of 9.3% in Australia. Even more notallith reference to a large sample of US
students, Goldin and Katz (2008) show that theeshaf those completing medical and business
school respectively decreased by 19% and increagséd1% between 1972 and 1992.

The reasons behind this wide heterogeneity in siistepreferences have been long
investigated. To justify so divergent attitudes amdple discrepancies among different countries
and times, many psychological, social and econenativations (some of which are recalled below
in the review of Section 2) have been set forthgdRéing in particular economic drives, the most
important role in steering students’ options hasnbeften ascribed to expected returns from
different occupations, while a number of contribng have focused on other microeconomic
aspects of the choice (individual ability and tastée cost of education, the presence of financial
constraints, etc.). On the other hand, it has ba&lep recognized that often macroeconomic
structural factors matter as well: for example, duciive specialization, technology, markets’
competition and institutional factors have beennue# to be relevant in driving students’
preferences, to the extent that they affect theardvstructure and shape differences in careers’

relative expected profitability.



This paper adopts an approach emphasizing in platithe link between local institutional
quality, the reward structure and students’ prefees. As recalled at length in Section 2, a wide
literature has argued that bad institutions engmrurant-seeking, thus pushing talent toward either
occupations meant to defend from rent-seeking helmv(mainly legal and socio-political
professions) or rent-seeking activities themsel@emversely, when institutions are strong, careers
devoted to shelter from rent-seeking are less rmkeahel less profitable: less needed because a
smaller share of production is at stake, and lesBt@ble because rent-seeking is less successful
(Acemoglu, 1995). Building on several previous gtgad we consider choices for science,
engineering and economics degrees or alternatfeellaw or socio-political studies respectively as
proxies for an option for productive activities afternatively in favour of rent-seeking (or
protection from rent-seeking). This latter choias o be seen merely as a rational response to
relatively high rewards for legal and socio-pohtiqorofessions supplied by a context of poor
institutional quality, so that obviously no negatworal judgment is involved.

Addressing the issue of the choice of post-secogn@aucation in Italy has a strong
motivation in the evidence of pretty large diffecen in students’ preferences among different
regions in the country. For example, accordindhorepresentative sample of ISTAT (2009; 2013),
that we use in this paper, the share of studendslugited in Business, Science (including
Chemistry), Engineering and Architecture is arous@’ in the North-Western (Lombardy,
Piedmont, Liguria and Valle d’Aosta), and North-teas (Veneto, Emilia Romagna, Trentino Alto
Adige and Friuli Venezia Giulia) regions, 34% irettegions of the Centre (Toscana, Lazio, Marche
and Umbria) and 33% in the South (Abruzzo, CampafAjaulia, Molise, Basilicata, Calabria,
Sicily and Sardinia). Conversely, students of Lawd aSocio-political disciplines account
respectively for 15% in the North-West, 14% in Nherth-East, 17% in the Centre and almost 20%
in the South. More recent data made available byafdurea (2013), collecting data on graduates
of 64 (out of 85) Iltalian universities, confirm thextent of differences: degrees in Science,

Engineering, Architecture and Business account@v % of total graduates in the North, but only
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for 35.2% in the South, whereas degrees in lawsaatb-political studies are obtained by less than
15% of students in the North versus more than 19%e Southern regions.

Explaining large differences at a sub-national speeially puzzling, considering that, at
least in developed countries, economic conditigammeduction structures and career rewards are
usually quite homogeneous across regions. In the chltaly however the evidence of significant
diversity in students’ preferences is less sunpgisin the light of the large disparities occurringa
number of economic and social indicators acrostergifiit regions of the country (Malanima e
Zamagni, 2010; Giannolat al, 2015) which testify the multifaceted nature af thouthern lag. In
particular, this paper focuses on the heterogemeitige institutional quality of Italian regions as
possible determinant of students’ choices on pestisdary fields of study. To this purpose, the
Institutional Quality Index (IQI) constructed by filiand Vecchione (2014) is employed. IQI
evaluates local institutional quality for Italiaegions and provinces as a synthetic indicator ddriv
by 24 elementary indexes grouped into five categoivoice and accountability, government
effectiveness, regulatory quality, rule of law, reqation), in the fashion of the World Governance
Indicator (WGI) proposed by Kaufmamt al. (2010).

The econometric investigation is conducted on apéarof 47,300 students graduated in
Italy in 2004. Estimation methods are Probit, Logitd Multinomial Logit models. Given the
hierarchical nature of data, for robustness purposstimation is also made through a multilevel
analysis considering both individuals (at a lowarel) and regions as aggregate units at a higher
level. Our findings are definitely robust and ba#licconfirm the hypothesis that local institutibna
quality plays a significant role in determining ééumts’ choice. As a matter of fact, once controlled
for students’ individual characteristics (gendeamily conditions, migratory status, secondary
school attainments), the reputation of differenivarsities for each field of study, the economic
condition of students’ province of origin (per-c@iGDP and industrial intensity), we find that
institutional quality is relevant to the choice tbke field of study, with relatively high marginal

effects. This outcome holds in particular for thRufe of law” sub-index, emphasizing that
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institutional contexts characterised by a relativieigh incidence of crime, poor law enforcement
and low effectiveness in the administration ofipesspur a higher demand for protection from rent-
seeking and make it more profitable to acquire atlon in the fields of law and social and political

studies.

Following this introduction, Section 2 providesleg review of the literature on the issue.
Section 3 is devoted to the econometric invesogatin particular, in Section 3.1 estimation
strategy, methods, and explanatory variables agsepted; in Section 3.2 the dataset and some
descriptive statistics are shown; Section 3.3 digplresults and comments on them. The main

conclusions of the paper are collected in Section 4

2. Related literature

The choice of the post-secondary field of study tiesvn considerable attention by economists
through time and given rise to a large number ahhibeoretical and empirical papers. This
literature can be considered as a segment of theh nwider literature flourished on human capital
and the decision to invest in education since #@miisal work of Becker (1964), just like the issue
of selecting the field of study for a given educatievel (i.e., the educational horizontal choice)
may be seen as an aspect of a more general opibar tne amount of education to acquire (i.e. the
vertical choice among primary, secondary or postisdary education).

The specific literature on the choice of the fiefdstudy has developed by adopting at least
three possible different approaches. The prevailing of research has privileged a mostly
empirical microeconomic viewpoint, by focusing orpected future earnings and returns to
education as the key variables in shaping studeusons (Kirkebgeret al, 2014; Beffyet al,
2012; Boudarbat, 2008; Berger, 1988). In a nutshaticording to this approach, different
occupations offer very different payoffs, and indiwals tend to choose careers in which they have
comparative and absolute advantage. Of course,tligperspective does not deny that many other

variables may be relevant to the choice (Wiswatl Zafar, 2015; Fiorito and Dauffenbach, 1982).
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Indeed, selecting the field of study for a givem&ation level is much more complex than simply
determining the number of years of education, dmsl ¢hoice may be reasonably affected by a
number of non strictly economic factors. As Altoeji al. (2011) point out, beside the purely
financial returns to education, which include expdcwages, net tuition costs, and the discount
rate, the students’ choices also “depend on apilitg prior stock of knowledge, and tastes for
education”. In addition, individual risk aversioratters for several reasons, for “individuals care
about uncertainty in ability and the effect of thiscertainty on alternative degrees or courses of
study, possibly avoiding ones where ability mighdttar a lot”, and also because of “the possible
volatility of returns to education (...) and the nesieconomic uncertainty in wages within each
sector”.

However, as the dominant approach does not seeffullio account for all possible
psychological and social motivations behind prefees for different types of education, another
strand of the literature, building on the seminarkvof Akerlof and Kranton (2002), emphasize the
concept of social identity as a major determinarthe choice of careers and fields of education. In
this view, purely economic factors like expectedl @mnomic rewards are little suitable to explain
why highly able individuals choose so frequentlgtiskilled low-paid occupations. According to
Humlumet al. (2012) “individuals (...) think of themselves andhets in terms of social categories.
In addition to the standard pecuniary payoff, thiityi function incorporates a non-pecuniary
payoff associated with a person’s identity, whigpends on the agent’'s choice of social category
and on how well the agent’s characteristics andbmstcorrespond to the ideal of that social
category”. Careers and fields of study are theeefmmehow connected to the type of identity that
each student assigns to herself or himself: soyichehlistic doers, like for example most of
“nerds”, are more incline to studies like Busindssy and Economics, while characters associated
to a more social identity would rather propend Taaching, Humanities and Arts. This setting
shows to be patrticularly fruitful in interpretingmder differences in access to careers and fi¢lds o

study and explaining why, even in the most advamoeshtries, women “remain substantially under
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represented across a range of technical and daidelds” (Rosenbloonet al, 2008). Also, other
personal and social features such as marital stedoe and the family cultural background are
found to matter significantly in students’ choidetlee field of studies (Montmarquetét al, 2002;
Boudarbat and Montmarquette, 2009).

While both these approaches focus on individuaérdeihants of the choice of the field of
study, neither of them explicitly considers how tmacroeconomic environment (for example,
technological structure, wealth distribution, ihdional quality) might affect that choice.
Conversely, the impact of these latter factors eturns to different types of education and the
profitability of different occupations has been agtigated by another strand of the literature. For
example, Banerjee and Newman (1993) show the iakeletween agents’ occupational decisions,
production technology and the distribution of wealfcemoglu (1995) argues that the reward
structure of entrepreneurial careers and rent sgekativities depends on technological factors as
well as the extent of the negative externalitiesreed by rent seeking on productive activities; in
the same vein, Mehlurat al. (2003) claim that at low levels of developmengdation is often
more attractive than at higher levels of developimsn that a larger share of agents prefers to be
engaged in criminal rather than productive actgitithus pushing the economy in a vicious cycle of
poverty and predation.

Concerning specifically institutions, the role ofelv defined property rights, little
corruption, definite and secure rule of law is doemted by a broad literature, according to which
institutional quality exerts an impact on both #ezumulation of human capital and the choice of
the kind of education. A positive association b&mweanstitutional quality and human capital
accumulation is found for example by Pecorino ()9&2d Hall and Jones (1999). According to
Pritchett (2006), the effect of institutions on theestments in human capital is more qualitative
than quantitative, as they shape the structureewfards and affect the choice of careers, thus
determining how really beneficial is human capftal growth. The idea that different institutions

supply different individual incentives relevantttee choice of the field of study is also developed
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by Natkhov and Polishchuk (2013), who directly ceciinstitutional quality to the choice of
college majors in Poland and Ukraine. Building be évidence of large differences in the shares of
students pursuing degrees in science and technabogy legal studies, these authors argue that
those differences reflect the uneven quality oftitusons in the two countries: “Stronger
institutions make young Poles confident in theigbtb earn good rates of returns to their skills,
knowledge, and innovations in modern technologisereas young Ukrainians believe that law
degrees would better equip them for an instituliem&ironment where the rule of law is feeble and
corruption and rent-seeking reign supreme”.

Treating a degree in science or engineering ao®ydor the choice of an occupation in
productive activities, and instead an option inol@vof a career in legal studies as a preference fo
activities of (protection from) rent-seeking datesck at least to Tollison (1982) and has been
widely employed in the literature. Mageeal. (1989) and Murpht al. (1991) are among the first
to use the number of lawyers or the relative cellegrolment rates in law and in engineering in a
growth equation as proxies for the society attittmleent-seeking or productive entrepreneurship.
More recently, many others have highlighted on side the role of good institutions in favoring
the demand of knowledge and technical abilities &@meh higher rewards for science and
engineering careers (Levchenko, 2007; Nunn, 2087}he other the incentive to legal professions
supplied by a context of poor institutional quali@n this latter point, several contributions have
clarified that bad institutions underpin the appeflegal studies not only by increasing chances
and profitability of rent-seeking but also by ragithe demand for protection against rent-seekers
and other threats associated to poor institutigoality (Arruiiada, 2007; Dezalay and Garth,1997;
Cumming and Johan, 2006)Finally, like for legal studies, even the prefere for degrees in
political and social studies may be treated asnaiicator of propensity to careers in (protection

from) rent seeking: indeed many authors, from d#ifé viewpoints, have emphasized the role of

! Magee (2010) distinguishes between facilitativgaleactions (protecting and increasing wealth) eeistributive
actions bringing about opposite effects.
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politicians and bureaucrats in rent-seeking aeigjt intermediation and protection from rent-
seeking, lobbying and bribes (e.g. Krueger, 1974isiMag and Jomo, 2000; Keefer and Knack,
2007).

To conclude, we like recalling how the relationshamong institutions, the agents’
endowment of skills and economic growth is acutebmmarized by North (1992): “if the
institutional framework made the highest pay-off¢ brganizations piracy, then organizational
success and survival dictated that learning woalke tthe form of being better pirates. If on the
other hand productivity raising activities had thghest pay-off then the economy would grow”. In
the same vein, Murphgt al. (1991) point out that the quality of institutiorssdecisive in steering
choices toward productive activities or rent segklmecause “Countries with poorly defined
property rights attract talent into rent seekinigce success at redefining these property rights
brings high rewards. Rent seeking pays becaused Wealth is up for grabs”. Some implications
of this intuition are displayed in Appendix 1 ofighpaper, where we sketch a simple formal
framework built on Acemoglu (1995), showing howtitgional quality, represented by the share
of production subject to be seized by rent seekeesy impact on incentives and determine the

choice among careers in production, rent seekidgpastection from rent seeking.

3. The empirical investigation

This section is devoted to provide evidence abloatreasons driving the choice of post-secondary
field of studies in Italy and in particular to slagout the role of local institutional quality in
determining this choice. To perform this task, vegrg out an econometric analysis, where the
students’ option is the dependent variable. Estonastrategy and methods, and the motivations
behind our choice of regressors are presentedanoBe3.1. The dataset we employ, together with
some descriptive statistics are illustrated in ®act3.2. Finally, Section 3.3 deals with the

presentation and discussion of the results of meestigation.



3.1. Estimation strategy and methods
Since the students’ choice about the field of aeytistudies can be clearly seen as a qualitative
variable, methods eligible for evaluating the rofepossible explanatory factors of this choice
necessarily belong to the family of the limited Bedent Variable models. For this reason, the
following analysis is conducted by employing Logitd Probit models for binary response, and
then also a Multinomial Logit model. Consistently,the case of Logit and Probit estimations, the
students’ choice is modeled as a binary option eetWroductiveandDefendingfields of studies
and regressors are assumed to impact on the plibpdbat a student makes each choice. In
accordance with the approach followed by most @& likerature on the relationship between
institutions and human capital accumulation redalfe Section 2, we include studies in Science,
Chemistry and Pharmacology, Geology, Biology, Eegimg, Architecture, Economics and
Statistics in the group droductive the group oDefendingis made up of Law and Political and
social studies; the group of “Other fields of studypmprises Literature, Language, Teaching,
Psychology, Physical education, Defence and Sgcuimally, Medical studies are not included in
any group because of the peculiar restrictionsliegaposed on the number of students enrolled in
this field of study fumerus clausys which makes it unsuitable to be used in the enwtric
investigation.

More precisely, the model we estimate is

Prob(Y = 1|1X) = G(B, + XB) [1]

where Y is the students’ choice, conventionally assuminhg value 1 if a student prefers a
Productivefield of study and O in case thatDefendingone is chosenX denotes the vector of
explanatory variablesf are parameters an@ is alternatively the logistic function in the Logi
model and the standard normal cumulative distrdsutunction in the Probit model.

Secondly, we check for the robustness of our redutalso considering another theoretical
framework, allowing for a third alternative studg€nthoice, i.e. “Other fields of studies”. In this

case, we resort to a Multinomial Logit (MNL) modeith response probabilities
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exp(XB;)

Prob(Y =jIX) = = gy
z

j=0,1,2 [2]

where againY is the choice, assuming now three possible values0, 1 or 2 if the student
respectively choosd3efending Productiveor Other fields of studieand the other symbols are the
same as above. The MNL model seems a good candinatarry out our analysis for several
reasons: the dependent variable of our regressjoatien includes multiple non-ordered responses;
the dataset contains many strictly individual datawhich the utilization of MNL is suggested by
many econometricians (Cameron and Trivedi, 201i0)as been used by other studies on the
determinants of the fields of studies (Nguyen aagldr, 2003Boudarbat, 2008).

A further robustness check consists in re-estimgatine effect of explanatory variables on
students’ choice by adopting a multilevel rathemtla single level model (Hox, 2010; Luke, 2004;
Goldstein, 2003; Kreft and de DeLeeuw, 1998). MeN&l models are specifically designed to deal
with statistical data displaying a clustered camdion, like in our case, where individual students
may be considered lower level units, and admirtisgaegions higher level aggregate units. Since
it is reasonable to assume that students residitigeisame region share some common features and
are more similar to each other than students lialsgwhere, the assumption of independence of
errors is likely to be violated. By considering gpelevel variance through the inclusion of random
coefficients, the multilevel approach allows to toh for spatial dependence and correct the
measurement of standard errors, thereby ensurfitipef estimates

The vector X includes a number of different regressors accgrdin the various
specifications that we consider. Explanatory vdestaccount for different aspects of the choice,
conveying information on i) students’ individual arhcteristics, such as gender and parents’

education and occupation; ii) students’ secondatycation, i.e. High School grade and High

? Estimation is made by using STATA and assuming tagtession parametegsof equation [1] are region specific,
i.e. Br. Modeling these latter to allow for random regionamponentsB;, = y;, + e, Wherei andk are indexes
respectively for parameters and regions, indivichizervationd,, = Box + Xi=1 BixXink + Enx DECOMEY,) = Y00 +
Yiz1VioXink + (eox + Di=1€uXink + €nr), Where on the right hand side the hierarchicalcstre of the data is
represented by a deterministic part (the first addgand a stochastic part (the last addends okéts).
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School type; iii) the quality of courses taughtldterent universities for each field of study; the
economic condition of students’ province of origspecifically in terms of per-capita GDP and an
index of industrial intensity; v) institutional dlits of students’ region of origin, considered bath
terms of the overall value of IQI and the valuesofgle specific IQI dimensions. The employed
explanatory variables seem to be little exposeth#éopossibility of reverse causality, since they
concern either individual features which are deteeth before the student’s choice or aggregate
variables which is quite unrealistic to supposédamffected by students’ options (if not in theyer
long run). Table 1 reports the complete list of elegent and explanatory variables used in the
econometric investigation.

Our choice of covariates is common to many oth@epmon the choice of fields of study.
Nevertheless, in what follows we motivate the itiearof each explanatory variable. Concerning
individual characteristics, we first take into agnbgender, which a very wide literature argues to
be relevant to the choice of the field of study @dsurvey, see for example Xie and Shauman, 2003
and Goldin, 2006). It is well known that a remdnleaunderrepresentation of women is observed in
Science, Technology, Engineering and MathematidEP professions (House of Commons,
2014; European Commission, 2009), scientific acaderareers (European Commission, 2009),
and participation in corporate boards (UK Governtn@011) in many countries, although to a
different extent (Jacobsen, 2007). The reasonghi®phenomenon are several: without denying the
possibility of differences in preferences betweendgrs, segregation and discrimination are
certainly important as well. Segregation, i.e. thledency for men and women to be employed in
different occupations (Siltaneet al, 1995) due to cultural and sociological reasassyidely
recognized by the literature as a persistent waddwhenomenon (Charles and Grusky, 2004) and
a source of gender wage differentials. Insteaddegediscrimination occurs when wage gaps are not
completely explained by characteristics relateghrmductivity such as skills, abilities, education,
experience. According to most of the empiricalréitare, the discrimination component of the

gender wage gap, although decreasing over tinstijliguite high (about 20%) and tends to decline
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much slower than the overall differential (Weiclselmer and Winter-Ebmer, 2005). In terms of
choice of field of studies, discriminatory wage felientials may affect women’s options: as
discrimination is in absolute terms more harmful foore remunerative occupations, it reduces
women’s reward for technical and scientific care&scent literature (Buset al, 2014) has also
pointed out that gender differences in educati@haices may be explained by a lower tolerance
for competition (rather than lower abilities) amowgmen, deterring them from entry into more
challenging and remunerative fields of study.

Other individual factors affecting students’ edumadl choices are related to family cultural,
social and economic conditions (Haveman and WAl85; Esping-Andersen 2004; Goodnetn
al., 2015). Since more educated parents tend to eagewhoices in favor of more profitable and
prestigious careers, a limited intergenerationabiiitg in schooling and educational attainment has
been observed by many authors (Dustmann, 2004;kC2606; Hertz et al., 2007). Others have
associated the effect of familiar income and wealtheducational choices to the existence of
borrowing constraints (Acemoglu and Pischke, 2@0arneiro and Heckman, 2002). In our case,
the absence of data on family income or wealthueed to include parents’ education and
occupation among regressors not only as intringigalevant variables, but also as proxies of
familiar economic conditions. However, while thepegted effect of family income and wealth on
theamountof education to acquire is likely to be posititlee impact on th&ind of tertiary studies
is much less obvious. Living in an environment maffuent and more familiar with business (as
in the case of entrepreneurs) may give more awaseniethe importance and gains associated to a
“defending” occupation. Also, if higher income issaciated to less risk aversion, students coming
from richer families should show higher propensdypick studies and occupations where ability
(not thoroughly knowrex-ant¢ and fortune might matter more. So, for examgldgeicoming a
successful lawyer is a highly uncertain occurrenaehigher familiar income and a larger

professional network of parents may help to ch@bsdies in Law.
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Secondary education type and grade are also coedide account for possible effects of
students’ background and abilities on the choicéediary education. The impact of the type of
secondary school on the choice of majors is ingatgd for example by Checchi and Flabbi (2013),
who focus on the effects of early or late tracksnpolastic systems and Boetial (2015) within
an analysis of the gender wage gap. The importahbégh school grades hinges on the idea that
individuals with higher ability can harvest thedast benefits from investment in tertiary education
(Averett and Burton, 1996; Hilmer, 1998). In recgmdapers, Wang (2013) finds a positive
correlation between high school grade, especiadllf bchool math achievement, and the choice for
a STEM major, while Natkhov and Polishchuk (201@)sider grades obtained at secondary school
as an explanatory variable for students’ choiceedfary education because of the possible differen
impact of institutions on the allocation of tal@atcording to students’ abilities.

The quality of colleges is also considered an irtgodr driver of students’ enrollment
choices (Long, 2004; Luca & Smith, 2013). Espegifdr those little inclined to move outside the
region or the area of origin, the relative qualitly courses in scientific or legal studies may
significantly affect the choice for each field ¢fidy. To capture this “supply-side” effect, we louil
up a regional Relative Evaluation of the Enginegaculty (REEF) index. In order to construct
the regional REEF index, we consider for each regialy universities where (at least) one tertiary
education program in Engineering and one in Law taregght. Then for each university, the
normalized ratio of ANVUR (ltalian National Agencipr the Evaluation of University and
Research) 2004-10 assessments of the Engineerihd.@am faculties is considergdFinally, a

regional average is calculated based on univessgeographical location. If the quality of facehi

® The ratio is made by the numerical evaluations @nrange from O to 1) reported at the websites
http://www.anvur.org/rapporto/files/Area09/VQR200810 Area09_Tabelle.pdf (Table 4.7.a) and
http://www.anvur.org/rapporto/files/Areal2/VQR202810_ Areal2 Tabelle.pdf (Table 3.1), respectively for
Engineering and Law faculties. Since throughoutdbientry Engineering gets an average grade of @&je2Law 0,50,
ratios are normalized by dividing by 72/50, so fleatitaly REEF=1.
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matters, we expect that regions with a high retatjuality of Engineering (Law) display higher
shares of students enrolled in Engineering (I!aw)

The fourth kind of variables we consider accouptstfie economic condition of students’
province of origin. In particular, we include amonregressors per-capita GDP and a provincial
index of industrial intensity (i.e. the number aflustrial employees over population). We expect
that these variables contain information on stm@teconomic factors possibly interacting with
careers’ profitability. Indeed, the presence okaaloped industrial environment might make more
profitable for students a choice f&roductive studies, by engendering a strong and sustained
demand for engineers and a workforce endowed wiglyaate technical skifls

Finally, we employ one or more indicators of regibmstitutional quality as explanatory
variables for the choice of the field of study. Tgresence of institutions among regressors is what
specifically characterizes this paper and its natibns have been expressed in detail in Section 2.
In addition, Appendix 1 sketches a simple theoattimmework, inspired to the models of Murphy
et al. (1991) and Acemoglu (1995), aiming at demonstgatiow and why institutional quality may
affect the reward structure of professions, thdifatality of Defendingoccupations and ultimately

the choice of students.

3.2. Data and descriptive statistics

Our investigation is based on a unique datasetigedvby ISTAT (ltalian National Institute of
Statistics) which periodically surveys graduateapéoyability three or four years after graduation.
In particular, we use the seventh and the eightevad\the ISTAT survey, reporting information on

respectively a sample of 47,300 students graduat2804 and interviewed in 2007, and a sample

* Most of the extant literature finds that the effet (changes in) university rankings on the numbkapplications
received is statistically significant even if qugatively not large (see for example, Broecke, 2@h UK; Clarke,
2007 on USA and Muller and Rockerbie, 2005 aboutada).

® This connection has been documented in partidatathe establishment of new large industrial paiftor Southern
Italy, Cersosimo and Viesti (2013) have recentharained six case studies, showing the existence cfose
relationship between high tech industrial developimand the rise in the number of engineers, phstsicand
technicians graduated at local universities.
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of 33,696 students graduated in 2007 and interdeine201f (ISTAT, 2009 and 2013). The
survey includes data on graduates’ individual otteréstics (gender, age, residence, family
background, high school track) and educational agh@field of study and geographic location of
the university). To supplement this dataset, we alse provincial data for per capita GDP and
industrial specialization (ISTAT, 2010 and 2011)ndHy, we exploit the information on local
institutional quality in Italian regions containéd the Institutional Quality Index constructed by
Nifo and Vecchione (2014), and in each of the fiudicators constituting 1QI, i.e. voice and
accountability, government effectiveness, regulatguality, rule of law and corruption (in turn
made up by 24 elementary indeRes

Preliminary descriptive statistics on our sampld #re population are delivered by Tables
1 to 4. Table 1 displays the list of the variabl@sh minima, maxima and averages for each
variable. Table 2 shows the distribution amongedéht fields of study of Italian graduates in 2004
and 2007. The left panel of Table 2 shows that ecoos and statistics, engineering, political and
social studies, medical studies and law are thd pagaular subjects in university students’ choices,
accounting together for about 60% of total Italgnaduates. Scientific fields (science, chemistry
and pharmacology, geo-biological studies) are predeby a little less than 10% of students; arts
and humanities (architecture, literature, langugggichology and teaching) account for about
26.6% (2004) or 28.5% (2007) of population, whiledents getting a degree in agricultural studies,
physical education or defence and security amautdds than 3.5% of population. The right panel
of Table 2 rearranges the data, by grouping fietistudies into categories which are more
consistent with our analytical purposes, aimingaitrasting?roductiveandDefending(from rent-

seeking) careers. When aggregating fields of sindkis fashion, we get the groupsfrioductive

® More precisely, for the eight wave the numberrwéiviewed graduated amounts to 62,000, i.e. ab018% of the
entire population 0800,338individuals against a share of 18.2% of intervief@dthe seventh wave, out of 260,070
graduates. However, since the eight wave includeisies carrying sensitive personal informati@asons of privacy
justify the reduction of the available dataset. &i#weless, the reduced sample is statisticallyesspntative. The survey
is conducted through a detailed questionnaire aidteied with the Computer Assisted Telephone Ingering (CATI)
technique.

" Details on elementary indexes and the data soareegiven in Table 1 and Appendix 2.
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(Science, Chemistry and pharmacology, Geo-bioldgstadies, Engineering, Architecture and
Economics and statistics)Defending (Law and Political and social studies) ari@thers
(Agricultural studies, Literature, Language, Teadhi Psychology, Physical education and
Defence§. Productivefields of study show a relative majority of gratksa(more than 40%); about
22% of students get a degree Defendingfields of study; 11% in Medical studies and the
remaining 25% to 27% of graduates are devotedhertudies.

Tables 3 and 4 reconsider our data by geograple@a ar order to single out possible
differences in the distribution among groups ofdgeof studies. To this purpose, according to the
usual partition of national territory, Italy is gpihto four macro-regions, North-West, North-East,
Centre and South. As anticipated in the introdungtidorthern regions show a relative prevalence of
graduates in scientific, engineering and businesdsf, conversely, Southern regions display larger
shares of graduates in legal and socio-politiaadists, while central regions are in an intermediate
condition. According to the figures reported in TeaB, the largest differences concern Law (3.63
percentage points higher in the South than in N@rést) and Engineering (1.44 percentage points
higher in North-East than South). However, in featerms, i.e. dividing the difference shown in
Table 3 by the share of Northern graduated in igld bf study, the deepest gap is for Science (-
43% in the South with respect to the North-Eagt)islalso worthwhile to notice the peculiar
distribution of preferences of people graduatingoad: in this case, the shares of Law, Medical
Studies and Teaching drastically shrink, while tmes of Business, Engineering and especially
Science and Chemistry are considerably higher filvatinose graduating at domestic universities.

Table 4 rearranges data in a way more consistethieteconometric investigation. Medical
studies, together with missing responses and degreined abroad, are left out; fields of study
are grouped int®roductive DefendingandOthers and distinct figures are provided for each wave

(i.e., wave VII: graduated in 2004 and wave Vllraduated in 2007). This makes differences

8 Notably, Medical studies are not included in aitheoup because of the peculiar restrictions lggatiposed on the
number of students enrolled in this field of stydymerus claus)s For the same reason, Medical studies are also
excluded by the following econometric investigation
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across macro-regions even clearer: the share désts choosing the group Bfoductivein the

South is well lower than in other areas (up to 8@etage points less in 2004, and 7 in 2007)
whereas graduated in the groupéfendingare relatively more numerous (almost 7 percentage
points more than in the North-East). Differencesthia residual group are less sharp; fields of

studies belonging to this group show a decline tives in all macro-regions.

3.3. Results

The results of the econometric investigation amarsarized in Tables 5 to 8 for binary response
models (Probit in Tables 5 and 6; Logit in Tableand 8), and Table 9 for Multinomial Logit.
Tables 10 and 11 report the outcome of multilevehlygsis. The interpretation of figures is
straightforward: since zero value is associatethéopreference for Befendingfield of study, the
sign of estimated coefficients (Coeff) correspotadthe sign of the impact of each regressor on the
probability that the alternative choic@rpductivefor Tables 5 to 8, 10 and 1Productive or
Others for Table 9) is made. Marginal Effects at the MedMEMSs) estimate the quantitative
magnitude of such impact, i.e. the effect of a chdnge in the value of an explanatory variable on
the probability that the choice alternative to tldl one is made.

In each table, columns (1) to (5) collect the oate of regressions run on five different
specifications. In Tables 5 to 8 both coefficieat&l marginal effects are shown. In Tables 5, 7, 9
and 10, the baseline specification, with only faaniland educational background taken into
account, is described in column (1). The followsggcification (column 2) includes the indicator
of education quality. A provincial income indicat® then included in column (3). The final
specifications comprising institutional quality atescribed by figures reported in columns (4) and
(5), respectively without or with the index of irsldal intensity. Tables 6, 8 and 11, report the
results of specifications with all explanatory adles, replacing the overall IQI with one of theefi

indicators constituting it, considered alternatyvabne at a time: Corruption, Government
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effectiveness, Regulatory quality, Rule of law armice and accountability. The last rows of all
tables report information about sample size andjtwelness of fit

Before focusing on the central issue of our exerdig. the effect of institutional quality on
students’ choice, a preliminary scrutiny of the fGorents of control variables allows us to verify
whether and how they are actually relevant to thigoa on the field of study. The coefficients of
regressors representing individual characteristicudents, i.e. gender and parents’ education and
occupations always assume negative values andtatistisally strongly significantp values
always lower than 0.01). This means that femalelestts and those with a better cultural and
economic familiar background have a higher prolitgbtb choose a Defending field of study,
substantially confirming our a priori expectatioB#ce all these regressors are dummy variables, a
significant comparison of the relative size of thedfects can be simply made by looking at MEMSs.
This allows to point out that the impact of genddiarge (females have a 15% higher probability to
choose a Defending field of study) and far more artgnt than the other two variables. These
results are very stable across all different spetibns of the Probit model (Tables 5 and 6). When
using the Logit model (Tables 7 and 8), estimatiargsagain very stable across specifications, and
differences with Probit are appreciable for coéits values but negligible for MEMs. Finally,
looking at Tables 9 to 11 (MNL and multilevel esait®es), we notice that the estimates on the effect
of individual characteristics of students are dédig consistent with results shown in Tables Bto
In addition, the right panel of Table 9 highlighist the sign of the coefficient of Gender turns ou

to be positive when the choice alternative Defendingis Other fields of studyrather than

° For Probit and Logit models (Tables 5-8) the ustalistics are reported, i.e. the value of theliifood function and
the pseuddr?. Also, the percent correctly predicted is showa. (the percentage of times that the predictedcehoi
matches the actual one). Other measures of thengsecof fit are available upon request. We rurstest multiple
exclusion of variables related to i) students’ widiual characteristics (gender, family educatiod mmily network,
migratory status), ii) students’ secondary educatiee. High School grade and High School typi;tiie economic
condition of students’ province of origin (per-ca@GDP and industrial intensity) by using both ald\end Likelihood
Ratio test, always rejecting the hypothesis of fiece on students’ choice. Concerning the MNL mod&hble 9) we
tested the validity of the Independence of Irrefévalternatives (IIA) assumption (Cheng and Lon@08&; Kropko
2010) by using a Hausman test, which always yieltsghtive values. According to Hausman and Mc Fadti@e84), a
negative value for the Hausman test can be takenmsort for the null hypothesis of l1A validityh& Small-Hsiao test
also confirmed the validity of IIA. The likelihoodhtio (LR) test run in Tables 10 and 11 shows tigaiicance of
regional effects thus confirming the suitabilityrofiltilevel modeling.
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Productive showing that being a female student involves @ eb hierarchy in preferences:
Literature, Language, Teaching, Psychology fitegnDefendingand finallyProductive

The students’ high school background also seemxést ean important and statistically
significant effect on the students’ choice. Resut§ables 5 to 8 show that students with grades no
lower than 90/100 have a probability about 10% éigihan others to choosePaoductiverather
Defendingfield of study. The impact of having a Liceo (sue and literature school) rather than a
technical or vocational secondary school degre¢gherprobability to select Rroductivemajor is
still positive and significant but much lower. Agaiestimates are very stable across different
specifications and consistent across differentregtton models. Like in the case of gender, the
comparison between Defending and Other fields wdiess made in panel 2 of Table 10 shows a
change in the signs of coefficients for both graae type of secondary school. This seems to
indicate that Liceo high-grade students have aistamg order of preferences in the choice of
university majors: firsProductive thenDefendingand finallyOthers

Moving to macroeconomic variables, we now look la¢ impact of locaP per-capita
income, industrial intensity and institutional dtlon students’ preferences for majdrs
Concerning provincial per capita GDP, coefficiemjns come out to be always positive and
significant, confirming a priori expectations abdbe positive impact of this regressor on the
probability of choosing #roductiveoccupation. MEM values are stable across estimatiethods
but quite variable across specifications. In patéic the quantitative impact of GDP reduces when

including among regressors 1QI alone (specificaddrand especially 1QI and industrial intensity

191n particular, we prefer to choose provincial ffiext regional) per capita income and industrialrisily because we
believe that the provincial level is the most dhligato represent the specific economic conditionfashilies and

perceptions on chances of a future occupation Pmoguctivecareer. On the other hand, we use regional datheon
quality of faculties for some provinces do not hawméversities, and on institutions because it seldmby that expected
returns to each career be determined by institatiquality at a wider layer than the provincial one

1 The variable representing faculty quality (REEE)found to be insignificant in most specificatioms relevant

exception being multilevel estimates shown in Taldleé and 11. This result may be due to the relgtiosv propensity

of Italian students to attend at courses outsider¢igion of residence, in turn due to a poor deraknt of credit to

education plans.
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together (specification 5) Similar results are delivered by MNL estimaticepdayed in Table 9:
in the left panel, income is always positive arghgicant but once again the value of its coefintie
drastically shrinks when IQI and IND are considesetbng explanatory variabfés

The results of regressions show that the overdtitutional quality index IQI has a
significant effect on the choice of fields of studior all specifications and any estimation method
the evidence is that high institutional quality em@ages students to selectPaoductive career
versus aDefendingone (in the case of MNL, eve@thers fields of studyersusDefending.
However, from inspection of Tables 5, 7, 9 and i1® (hose where 1QI is employed), the relative
importance of institutional quality in shaping stats’ option seems to be definitely lower than the
other macroeconomic variables, as its impact onptiedability of choosingProductivecan be
calculated around 9% of the effect of provinciat papita GDP and 7% of industrial intensity
(specification 5, Tables 5, 7 and 9).

The impact of institutions is however much highenew the institutional index IQI is
replaced by its sub-indexes, which in Tables 6 &ade employed one by one as regressors. In this
case, a striking result emerges. Indeed the oviengkct of IQl seems to derive by different effects
of different kinds of institutional factors. So, iéh some components of IQl do not exert a
significant impact on the choice of the field afidy, we find, in accordance with expectations, that
REG, VOICE and above all RULE have a strong andiognt positive impact on the probability
of the optionProductive In particular RULE, which is calculated on thesisaof number of crimes,
length of trials, judges’ productivity undergrourdonomy and tax evasion, shows MEM around
4%, i.e. 1.5 times provincial GDP and 0.7 timesustdal intensity (see Tables 6 and 8, column 5) .
This outcome is not surprising, considering thatLEUbasically represents law enforcement, i.e.

the main determinants of product appropriabilityd aemand for protection. Thus, law and

12° A 1% change in provincial per capita GDP involaeshange in the probability of choosin@@ductiveoccupation
between 11.3%, in case IND and IQI are kept oud, 26%, when IND and the most important componén®g i.e.
RULE are considered among regressors.
13 The estimated effect of per capita GDP is instastable in the right panel of Table 9, where flg@ surprisingly
changes moving from specification (3) and (4) fo (5
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sociopolitical studies draw less interest wherditutsons are stronger, the demand for legal
protection and political intermediation is lowerdaexpected rewards for that kind of careers are
poor. This econometric exercise shows that the Weafinstitutional quality on the choice of fields
of study is significant, and particularly substahtivhen the institutional dimension of law

enforcement is considered.

4. Concluding remarks

Students’ choices about post-secondary fields udystvary widely across space and time, due to
many psychological, social and economic motivatiddegarding these latter, the most important
role in steering students’ options has been oftecrilked to expected returns from different
occupations. This paper emphasizes in particularlittk between local institutional quality, the
reward structure and students’ preferences. Basedsample of 80,996 students graduated in ltaly
in 2004 and 2007, our econometric investigatiomtr@dling for both individual characteristics
(gender, residence, family background, high schiealk) and geographical variables (per capita
GDP, industrial specialization), finds that in tbleoice of the field of study institutional quality
definitely matters.

In particular, the overall impact of institutiorghality turns out to derive by different effects
of different kinds of institutional factors. So, ihsome components of the overall index do not
exert a significant impact on the choice of théddfief study, we find that especially the component
RULE has a strong and significant positive impant tbe probability to enroll in a Science,
Chemistry, Pharmacology, Geology, Biology, EngimegrArchitecture, Economics and Statistics
tertiary course of study (i.e. in the group we naRreductive studies). This outcome is not
surprising, considering that RULE basically représdaw enforcement, i.e. the main determinants
of product appropriability and demand for protesti®hus, law and sociopolitical studies draw less
interest where institutions are stronger, the dehfanlegal protection and political intermediation

is lower and expected rewards for that kind of ees@re poor.
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Appendix 1
The following framework is inspired to the modebposed by Acemoglu (1995). Here the number
of possible occupations is increased to includegitweip of defending agents, i.e. the ones who
choose to protect productive agents from rent-geeko seek to subtract them a share of the
return from productive activity.
We assume that the economy consists of a contirefuistentical agents normalized to 1.
Each agent can choose to employ her talent in btfeecdhree possible activities: productive, rent-
seeking and defending. If involved in the firstdiof activity, the agent gains a net return eqoal t
VP =[1-mnql(a+x) —nw(p) — c(x) [A1]
whererr andp are the shares of rent seekers and defendingloéotal number of agentg;is the
share of resources at stake (i.e. the proportiggraduction which rent-seekers can seize)s the
wage of defending, assumed to be decreasing (ne. w, < 0) because of competition among
defending agents, with finiter(0); x is investmenta + x its gross revenue andthe production
cost, increasing and convexini.e.c, > 0; ¢,/ > 0.
Without rent-seekers (i.e. = 0), the productive agent would get a net revefiue x — c);
the expected cost from rent-seeking is the sumragsgrevenue at risk of expropriation and the
wage to pay to defender for protectigfu + x) + w, times the probabilityr that the producer has
to deal with a rent-seeker.
The producer determines how much to invest in otdemaximize [Al], i.e. the optimal
amount of investment such thaf (x) = {1 — mq}, which implies that optimal investment(r, q)
be everywhere decreasingrirandq.
The net return to being a defending agent is
VP =n(1-m—pw(p) [A2]
i.e. her unit wage times the probability of beimgpdoyed, which in turn depends on the shares of
rent-seekerg and producer§l — w — p).
Finally, the expected return to a rent seeker is
VR =1 -m-p)r(mq) [A3]
i.e. the payoff to rent seekers equals the lik@hof obtaining bribes which in turn is positively
connected to the probability of dealing with proeiisa(1 — m — p) times the unit reward(m, q),
assumed to be decreasingnirbecause of competition among rent seekers, andasiog in the
share of resources at stake, ;e< 0; r; > 0.
For a given level ofg, equilibra with agents choosing all kinds of ocatipn are
characterized by coupl€®, p) solving [Al] - [A3], plus the condition of equakgected return to

any occupation, i.e.
23



VP=VP =VR =V, [A4]
A possible equilibrium is the one described in Fggd, where returns to productive,
defending and rent-seeking agents are depictedfascéion of p andr. To draw Figure 1, we
substitute for optimal investment g, q) in [Al] and calculate:

avP

P —la + x(m, q)]lq —w(p) <O0;

a2VF
52 = (T >0;

ovP
e (1-2r—p)w(p) >0

and

avRk :
5= Tma) + (1 -7 —p)r(m, q) < 0.

Assuming thatt < 1_Tp, i.e. the productive agents are not less numeitoars rent-seekers,

D
SO thataaLn Is positive, we can draw the graph of panel (akirAple argument shows that in this

case intersection at poidtis a stable equilibrium: in fact, far > =*, VP > VP > VR so that rent
seeking is comparatively less profitable than tltermative occupations; thusr decreases.
Conversely, if m < m*, an interval of values aof exists for whichV® > VP > VP; therefore rent
seeking is the most profitable activity amadjoes up. Notice that in Figure 1 it is also asdyrtike
in Acemoglu (1995) thafa + x(0,q)] — c[x(0,q)] > r(0,q). This implies that forr small
enoughV? exceeds returns to any alternative career andl-ancalucers equilibrium takes place.

To draw the graph of panel (b), we calculate

ovr

ovP '

o= —w(p) + (1 —m — p)wy(p) < 0
and

VR

% = —T(T[, Q) < 0

and assume that(1 — m)w(0) > (1 — m)r(m,q) > [1 — nq](a + x) — tw(0) — c(x) > 0. In this

case, the unique intersection at palhis a stable equilibrium: fgy < p*, being a defending agent
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is the most profitable choice apdgoes up; fop > p*, the return to lawyers is less than the others;
people are discouraged to choose that careep aedreases.

Figure 2 illustrates the effects of an exogenowngk ing starting from the equilibrium of
Figure 1. As argued in the main text, institutiogaality and the amount of production at stake, i.e
the share of resources that rent-seekers can saiee,closely (inversely) related. So, an
improvement of institutional quality may be repme®el as a reduction qf yielding:

W e+ x(ng)] <0
T rla + x(m, q ;

VR
W: (1-m—p)ry>0.

Graphically, the effects of decreasiggare illustrated by shifts iif® (downward, because
rent seekers get less from each bribe) Bhdupward, because producers lose less). As a yesult
new stable equilibrium BB’ is reached with lower shares of rent seekers afehdimg agents
and a higher share of productive agents. Noticeawen ifV? does not depend ap) in response to
an improvement in institutional quality, dhifts as well toward the new equilibriunBB’, because
of changes occurring ip and inm (precisely upward in panel (a) and downward ingbgh)).

However, for the sake of clarity, these modificai@re not shown in Figure 2.

Appendix 2

Data sources.

For variables 1-8 of Table 1, sources are ISTATO@@&nd (2013); for variable 9, ANVUR (2013);
for variable 10, ISTAT (2011); for variable 11,itsto Tagliacarne (2004); for variables 12-17,
Nifo and Vecchione (2014). Concerning in particwariables 13-17, CORR is composed by
elementary indicators on: crimes against PA (ratimes against the public administration over
number of public servants; ISTAT, 2004); the Goldeci corruption index (Golden and Picci,
2005); special commissioners (number of overrulednioipalities on total municipalities;
Ministero dell'Interno, 2006). GOV is made up ohdewment of social facilities (education,
healthcare and leisure facilities; Istituto Taghawe, 2001); endowment of economic facilities
(roads, railroads, ports, airports, energy, ICThKiag; Istituto Tagliacarne, 2004); public health
care budget deficit (per capita 1997-2004; elalmmadn Ministero dellEconomia, 2004); waste
sorting (share of waste sorting on total wastétukst Tagliacarne, 2004); urban environment index
(including 25 indexes on: air quality, water quglipurification plants, waste management, public

transportation, energy consumption, public parks;management, etc. Legambiente, 2004). REG
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comprises elementary indexes on economy opennatie (mport plus export on local GDP;
Istituto Tagliacarne, 2004); employed by local goweents (number of public servants over
resident population; ISTAT, 2003); business dengiymber of firms for 100 residents; Istituto
Tagliacarne, 2004); business start-ups/mortaliggigtration/mortality rate; Istituto Tagliacarne,
2004); business environment (including 39 indexeseamtrepreneurship, job market, tax system,
market competition, banking, bureaucracy, publigvises to firms, firms’ cooperation;
Confartigianato, 2009). RULE is composed by the bemnof crimes against property (ratio crimes
against property over resident population; ISTAD02) and total reported crimes (ratio number of
reported crimes over resident population; ISTATO2Q length of trials (average length of judicial
process; CRENOS, 2001); judges’ productivity (numbé& completed trials for magistrate in
regional courts; Ministero della Giustizia, 200@iderground economy (ISTAT, 2003); tax evasion
(Agenzia delle entrate, 2006). VOICE is made upsotial cooperatives (per 100,000 residents;
ISTAT, 2005); associations (per 100,000 residet®s;AT, 2006); election turn-out (general
election in 2001; Ministero dell’interno, 2013); mber of published books (in absolute value;
ISTAT, 2007); purchases of books (number of puretdabooks over resident population; Il
Sole240re, 2004).
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Tables and Figures

Table 1 Dependent and explanatory variables of the ecorrmmevestigation.

Variable - .
Description Average Min Max
n name
Dependent variables
y 1 Dichotomous dummy.

1 (Probit and Logit) O=Law; 1=Science. 0.704 0 1
Trichotomous dummy.

2. y_2(MNL) O=Law; 1=Science; 2=0Other fields of study. 1.526 0 2

Individual characteristics

3. Gender Dichotomous dummy. 0=Male; 1=Female. 0.541 0 1

4. Par Edu Dichotomous dummy. O=Neither parent graduated ;he @ 0.252 0 1
both parents graduated.
Dichotomous dummy. O=Neither parent is a profession

5. Par_occ entrepreneur; 1=One or both parents are profedsiona 0.401 0 1
entrepreneurs.

Secondary education
Dichotomous dummy. O=final Grade Point Average igihH

6. HS_grade School< 90/100; 1=final Grade Point Average at High 0.411 0 1
School= 90/100

7. HS_type D!chotomous dummy. 0= other High Schools; 1= “Liteo 0.580 0 1
High Schools.

Tertiary education

8. REEF Relative evaluation of Engineering Facultygi@eal average. 1.024 0.211  2.022

Economic condition

9. GDP Provincial per capita GDP. Yearly averages 20014200 19,149 9947 32370
current value Eura

10. IND Provincial ratio industrial employees over ptgiion 0.091 0.043 0.308

Institutional quality

11. 1Ql Regional institutions index 0.572 0.141 0.900

12. CORR Regional (inverse) corruption index, log 0.448 0.305 0.969

13. GOV Regional policy effectiveness index 0.245 @.08 0.514

14. REG Regional regulatory quality index 0.386 0.199 .850

15. RULE Regional rule of law index 0.643 0.192 0.863

16. VOICE Regional civil society index 0.336 0.173 ®69

Data sources: See Appendix 2
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Table 2. Graduates for field of study and groufialty, number and % share.

Field of study 2004 % 2007 % Group 2004 % 2007 %
Science 6555 2.52 7800 2.60
Chemistry and 6834 263 6863  2.2p
pharmacology
Geo-Biological 10904 4.19 13787 4.%9
) . Productive 108735 41.81 120651 40.1f
Engineering 32328 12.43 35766 11p1
Architecture 11708 4.50 15065 5.2
Economics and 40406 1554 41370  13.77
statistics
Law 28406 10.92 25604 8.93
. , Defending 57193 21.99 65724 21.88
Political-Social 28787 11.07 40120 13.B6
Agriculture 5416 2.08 5662 1.99
Literature 21811 8.39 25728 8.%7
Language 12699 4.88 15770 5.5
Teaching 12745 490 15681 5.p2 Others 65939 25.35 80909  26.94
Psychology 10119 3.89 13416 407
Physical education 2762 1.06 3797 1126
Defence-Security 387 0.15 855 0.p8
Medical studies 28203 10.84 33054 11]01 hg&(:;i(;iﬂ 28203 10.84 33054 11.01
Total 260070  100.00 300338  100.¢0 Total 260070 100.00 300338 100.4o

Data source: ISTAT (2009, 2013)
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Table 3. Graduates for field of study and macraoene@n Italy, number and % share.

Field of study NW NE Centre South Abroad NR | NW NE Centre South Abroad NR
Number % share

Science 707 630 493 551 55 25 337 396 278 224405 3.65
gﬁ;rrmggglggg 746 534 503 799 61 25 355 335 283 324 599 365
Geo-Biological 850 530 687 1028 54 28 4.05 333 873. 417 530 3.36
Engineering 2521 1919 1993 2565 155 67 12.01 12.0%.23 1041 1521 9.8
Architecture 1317 910 745 1050 64 36 628 571 42026 628 526
Et(;ct)irs]ggcs and 2028 2177 2371 3144 158 115 13.95 13.67 13.36 12.16.51 16.81
Law 1560 1218 1390 2724 44 36 743 7.65 7.83 11.0832 526
Political-Social 1641 1122 1566 2127 114 94 7.82 047. 8.82 864 11.19 13.7p
Agriculture 367 393 340 584 35 9| 175 247 1.92 723343 132
Literature 834 727 871 1114 65 3y 397 456 491524, 638 541
Language 665 542 484 632 96 72 317 340 273 25842 1053
Teaching 648 663 471 842 15 19  3.09 416 265 3.42.47 278
Psychology 487 378 407 541 15 21 232 237 229 022147 3.07
Physical education 759 438 415 709 5 a 3.62 2.75342. 2.88 0.49 0.58
Medical studies 4903 3696 4942 6117 82 100 23.36.2(23 27.85 24.83 8.05 14.42
No Response 52 52 70 104 1 1 0.25 0.33 0.39 0.4210 0. 0.15
Total 20985 15929 17748 24631 1019 684 | 100.00100.00 100.00 100.00 100.00 100.0f

Data source: ISTAT (2009, 2013)

Table 4. Shares of graduates for group, macro-negiml wave

Wave | Wave, graduated in 2004 Il Wave, graduated in 2007
Group North-W North-E Centre South North-W North-E Centre South
Productive  55.73 52.87 51.67 47.73 57.62 57.96 55.17 50.93
Defending 19.51 18.62 22.34 25.46 20.63 19.98 24.25 26.92
Others 2476 28.52 25.99 26.81 21.76 22.06 20.59 22.15
Total 100.00 100.00 100.0Q.00.00 100.00 100.00 100.00.00.00

Data source: ISTAT (2009, 2013)
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Table 5. Probit Model. Estimated coefficients arargmal effects (ODefending 1: Productive

(1) (2) 3) (4) (5)
Coeff MEM Coeff MEM Coeff MEM Coeff MEM Coeff MEM
Gender -0.472%** -0.158*** -0.464*** -0.156*** -0.569*** -0.154*** -0.459*** -0.153*** -0.461*** -0.15 4***
(0.0129) (0.00414) (0.0133) (0.00429) (0.0133) 0@a31) (0.0133) (0.00432) (0.0134) (0.00431
Par_Edu -0.0952***  -0.0320*** -0.0903*** -0.0303*** -0.0866*** -0.0291** | -0.0867*** -0.0297*** | -0.08@*** -0.0295***
(0.0171) (0.00572) (0.0177) (0.00591) (0.0176) 0@692) (0.0177) (0.00592) (0.0177) (0.00591
Par_Occ -0.0559*** -0.0188*** -0.0593*** -0.0199*** -0.0719*** -0.0241** | -0.0725** -0.0243*** | -0.06&*** -0.0229***
(0.0149) (0.00500) (0.0154) (0.00516) (0.0154) 0@618) (0.0154) (0.00517) (0.0154) (0.00517
HS_grade 0.2818***  0.0946*** 0.294*** 0.0989*** 0.97*** 0.0996*** 0.298*** 0.1001*** 0.299***  0.01001***
(0.0131) (0.00432) (0.0136) (0.00447) (0.0136) 0@a48) (0.0135) (0.00447) (0.0136) (0.00447
HS type 0.0307** 0.0103** 0.0327** 0.0111* 0.0348* 0.0115* 0.0347** 0.0114** | 0.0404***  0.0135***
(0.0136) (0.00457) (0.0141) (0.00473) (0.0144) 0@a74) (0.0141) (0.00473) (0.0142) (0.00474
lg REEF -0.0409 -0.0137 0.0252 0.00846 0.0197 06%0 0.0219 0.00883
(0.0273) (0.00912) (0.0278) (0.00934) (0.0278)  0.00933) (0.0279) (0.00934)
lg_GDP 0.339*** 0.113*** 0.282*** 0.0945*** | 0.B31***  0.0444***
(0.0241) (0.00805) (0.0256) (0.0085) (0.0314)  (0.0139)
lg_IND 0.1805***  0.0603***
(0.0231) (0.0073)
lg_IQI 0.0131**  0.0044*** | 0.0123***  0.0041**
(0.0244) (0.0006) (0.0019) (0.0006)
Constant 0.672** 0.661*** -2.685%** -2.108 0083
(0.0133) (0.0137) (0.242) (0.417) (0.457)
N 44222 41410 41087 41087 41087
Pseudo-R 0.0312 0.0310 0.0346 0.0364 0.0371
Log likelihood -26141.974 -24528.25 -24256.68 -24BB2 -24194.233
Correctly predicted 70.08% 69.95% 69.84% 69.94% 9B%.

Note: Standard errors in parentheses;<0.10, **p < 0.05, *** p < 0.01




Table 6. Probit Model. Estimated coefficients arargmal effects (ODefending 1: Productive

(1) (2) 3) (4) (5)
Coeff MEM Coeff MEM Coeff MEM Coeff MEM Coeff MEM
Gender -0.461*** -0.154*** -0.461*** -0.154*** -0.61*** -0.154*** -0.462*** -0.154*** -0.461*** -0.15 4***
(0.0135) (0.00432) (0.0135) (0.00431) (0.0134) 0@a32) (0.0135) (0.00431) (0.0135) (0.00432)
Par_Edu -0.0867*** -0.0291**| -0.0865*** -0.0289*** -0.0866*** -0.0289*** | -0.0887*** -0.0296*** | -0.08®*** -0.0289***
(0.0178) (0.00592) (0.0178) (0.00592) (0.0177) 0@892) (0.0178) (0.00592) (0.0178) (0.00592
Par_Occ -0.0671** -0.0226*** -0.0672*** -0.0227*** -0.0676*** -0.0226*** | -0.0661*** -0.0221*** | -0.067*** -0.0226***
(0.0156) (0.00517) (0.0156) (0.00517) (0.0154) 0@e17) (0.0156) (0.00517) (0.0156) (0.00517
HS_grade 0.297*** 0.0995*** 0.297*** 0.0996*** 0.29*** 0.0996*** 0.297*** 0.0996*** 0.297*** 0.0995** *
(0.0137) (0.00447) (0.0137) (0.00447) (0.0135) 0@a47) (0.0137) (0.00447) (0.0137) (0.00447
HS type 0.0403***  0.0135***| 0.0404*** 0.0135**| 0.@03*** 0.0135** | 0.0395*** (0.0132** | 0.0401***  0.0134***
(0.0142) (0.00474) (0.0142) (0.00474) (0.0142) 0@a74) (0.0142) (0.00474) (0.0142) (0.00474
lg_REEF 0.0278 0.00932 0.0244 0.0081)7 0.0266 020089 0.00834 0.000279 0.0265 0.0088
(0.0282) (0.00937) (0.0282) (0.00941) (0.0279) 0@035) (0.0282) (0.00939) (0.0279) (0.00935
lg_ GDP 0.179**  0.0601** | 0.185**  0.0624** | 0.174**  0.0584** | 0.0806** 0.0269** 0.161**  0.0542***
(0.0308) (0.0103) (0.0311) (0.0103) (0.0307) (0m1 (0.0345) (0.0114) (0.0323) (0.0108)
lg_IND 0.186*** 0.0624*** 0.189*** 0.0633*** 0.181** 0.0603*** 0.169*** 0.0567*** 0.189*** 0.0632***
(0.0222) (0.00743) (0.0223) (0.00743) (0.0226) 0@@52) (0.0224) (0.00744) (0.0223) (0.00741
lg_CORR 0.00061 0.000205
(0.00180) (0.000601)
lg_GOV -0.00364 -0.00122
(0.00402) (0.00134)
lg REG 0.00573* 0.00192%
(0.0034) (0.00116)
lg_RULE 0.121*** 0.0401***
(0.0185) (0.00619)
lg_VOICE 0.0103* 0.00347*
(0.00592) (0.00198)
Constant -0.2338 -0.2835 -0.209 0.715* -0.038
(0.375) (0.375) (0.378) (0.402) (0.392)
N 41087 41087 41087 41073 41087
Pseudo-R 0.0360 0.0360 0.0361 0.0369 0.0361
Log likelihood -24220.95 -24220.592 -24219.666 2104 -24219.482
Correctly predicted 69.83% 69.82% 69.84% 69.87% 3%,

Note: Standard errors in parentheses;<0.10, **p < 0.05, ** p < 0.01




Table 7. Logit Model. Estimated coefficients andrgnaal effects (ODefending 1: Productive

1) 2 3 4) ®)
Coeff MEM Coeff MEM Coeff MEM Coeff MEM Coeff MEM
Gender -0.782%*  -0.157** | -0.769***  -0.155*** | -0.B1*** -0.153** |-0.761** -0.153** |-0.763*** -0.15 3***
(0.0216) (0.00413) (0.0224) (0.00428) (0.0223) 0qa29) (0.0225) (0.00429) (0.0225) (0.00429)
Par_Edu -0.155%*  -0.0314***| -0.147** -0.0298***| 0.142** -0.0286*** | -0.145*** -0.0286*** | -0.142*** - (0.0286***
(0.0283) (0.00571) (0.0294) (0.00591) (0.0295) 0@691) (0.0296) (0.00591) (0.0296) (0.00591)
Par_Occ -0.0930*** -0.0187*** -0.0986*** -0.0199*** -0.119*** -0.0241** | -0.121*** -0.0226*** | -0.114***  -0.0229***
(0.0248) (0.00499) (0.0257) (0.00515) (0.0259) 00817) (0.0257) (0.00517) (0.0259) (0.00517)
HS_grade 0.466***  0.0940**| 0.486**  0.0983**| 0.49** 0.0989*** | 0.494***  (0.0994*** | 0.495*** 0.0994** *
(0.0219) (0.00433) (0.0227) (0.00448) (0.0229) 0qa49) (0.0227) (0.00449) (0.0229) (0.00449)
HS_type 0.0578** 0.0116**| 0.0615**  0.0124*+* 0.084** 0.0129*** |0.0646*** 0.0131*** |0.0747*** 0.0151x**
(0.0227) (0.00457) (0.0235) (0.00473) (0.0236) 0qa74) (0.0235) (0.00473) (0.0237) (0.00474)
lg_REEF -0.0642 -0.0129 0.0408 0.009¢ 0.0386 00| 0.0409 0.0082
(0.0454) (0.00915) (0.0468) (0.00938) (0.0466)  0.0Q93) (0.0470) (0.00941)
lg_GDP 0.563**  0.113** | 0.4689*** (0.0943*** | 02199*** 0.0442%**
(0.0407) (0.00805) (0.0427) (0.0085) (0.0523) (0.0105)
lg_IND 0.2991*** 0.0601***
(0.0371) (0.0074)
lg_IQI 0.0213**  0.0042*** | 0.0201*** 0.0045**
(0.0032) (0.0006) (0.0418) (0.0006)
Constant 1.094*** 1.074%* -4 47 4%+ -3.526*** 0.3308***
(0.0223) (0.0237) (0.402) (0.423) (0.766)
N 44222 41410 41087 41087 41087
Pseudo-R 0.0310 0.0308 0.0344 0.0362 0.0369
Log likelihood -26146.031 -24532.085 -24261.429 218.804 -24199.847
Correctly predicted 70.08% 69.95% 69.86% 69.94% oOGH.

Note: Standard errors in parentheses;<0.10, **p < 0.05, *** p < 0.01




Table 8. Logit Model. Estimated coefficients andrgnaal effects (0Defending 1: Productive

|

1) 2 3 4) ®)

Coeff MEM Coeff MEM Coeff MEM Coeff MEM Coeff MEM
Gender -0.763**  -0.153** | -0.763**  -0.153** | -0.B4*** -0.153** |-0.762*** -0.153** |-0.763**  -0.153***

(0.0225) (0.00429) (0.0225) (0.00429) (0.0225) 0qa29) (0.0225) (0.00429) (0.0225) (0.00429
Par_Edu -0.142*%*  -0.0286***| -0.142** -0.0285***| 0.142*** -0.0285*** | -0.145*** -0.0295*** | -0.142***  -0.0285***

(0.0296) (0.00591) (0.0294) (0.00591) (0.0296) 0@891) (0.0296) (0.00591) (0.0296) (0.00591
Par_Occ -0.113**  -0.0227***| -0.113** -0.0227**| 0.112*** -0.0227*** | -0.111*** -0.0222*** | -0.112***  -0.0227***

(0.0259) (0.00517) (0.0259) (0.00517) (0.0259) 00817) (0.0259) (0.00517) (0.0259) (0.00517
HS_grade 0.492**  0.0989***| 0.492**  0.0991***| 0.42**  (0.0991** | 0.492**  0.0991*** | 0.492**  (0.0991***

(0.0229) (0.00449) (0.0229) (0.00449) (0.0229) 0qa49) (0.0229) (0.00449) (0.0229) (0.00449
HS_type 0.0746*** 0.0151***| 0.0746*** 0.0150***| 0.@45** 0.0151** |0.0731*** 0.0146*** |0.0741** 0.0149***

(0.0237) (0.00474) (0.0237) (0.00474) (0.0237) 0Qa74) (0.0237) (0.00474) (0.0237) (0.00476
lg_REEF 0.0511 0.00102 0.0455 0.00916 0.0491 0098 0.0174 0.00349 0.0488 0.0098]

(0.0472) (0.00944) (0.0473) (0.00946) (0.0470) 00041) (0.0473) (0.00945) (0.0470) (0.00941
lg_GDP 0.296***  0.0596*** | 0.305** 0.0614** | 0.288**  0.0581** | 0.1313**  0.0263** | 0.268***  0.0539***

(0.0518) (0.0103) (0.0518) (0.0103) (0.0517) (0z)1 (0.0574) (0.0114) (0.0542) (0.0108)
lg_IND 0.308**  0.0621** | 0.313**  0.0629*** | 0.298**  (0.0601*** | 0.281**  0.0565*** | 0.312***  (0.0629***

(0.0374) (0.00746) (0.0375) (0.00748) (0.0379) 0Q057) (0.0375) (0.00752) (0.0373) (0.00744
lg_CORR 0.001073 0.00021

(0.00295) (0.000592)
lg_GOV -0.00551 -0.00111

(0.0065) (0.00132)
lg_REG 0.0092* 0.00185*
(0.00570) (0.00114)
lg_RULE 0.197***  0.0397***
(0.0306) (0.00610)
lg_VOICE 0.0166* 0.00334*
(0.00950) (0.00191)

Constant -0.396 -0.473 -0.359 1.191* -0.083

(0.625) (0.632) (0.630) (0.676) (0.658)
N 41087 41087 41087 41073 41087
Pseudo-R 0.0358 0.0358 0.0359 0.0366 0.0359
Log likelihood -24226.686 -24226.399 -24225.459 122.004 -24225.24
Correctly predicted 69.80% 69.81% 69.81% 69.87% 8BH.

Note: Standard errors in parentheses;<0.10, **p < 0.05, *** p < 0.01



Table 9. Multinomial Logit Model. Estimated coeféats (0:Defending.

\ 1) 2 (3 (4) 5) 1) ) (3 4) (%)
1: Productive 2: Others
Gender -0.780%* | -0.767** | -0.761**| -0.761*** | -0.B3*** Gender 0.266%** | 0.286*** | 0.283** | 0.282*** | (.281***
(0.0213) (0.0221) (0.0223) (0.0223) (0.0224 0280) (0.0261) (0.0264) (0.0264) (0.0264)
Par_Edu -0.141%% | -0.141%* | -0.138%**| -0.137%** | -Q137*** Par_Edu -0.130%**| -0.126***| -0.119***| -0.1B*** | -0.118***
(0.0277) (0.0288) (0.0291) (0.0292) (0.0292 0329) (0.0344) (0.0349) (0.0349) (0.0349)
Par_Occ -0.0931***| -0.0963*** -0.118***| -0.119%**| ©.113*** Par_Occ -0.160%**| -0.165***| -0.194***| _0195** | -0.189***
(0.0243) (0.0252) (0.0255) (0.0256) (0.0256 0282) (0.0294) (0.0298) (0.0298) (0.0298)
HS_grade 0.471** |  0.486*** | 0.491** | 0.493** | (.494* HS_grade -0.317%| -0.325%* | -0.327**| -0.324** | -0.323**
(0.0215) (0.0224) (0.0227) (0.0226) (0.0227 0285) (0.0267) (0.0270) (0.0270) (0.0270)
HS_type 0.0415* 0.0454*|  0.0474* 0.0481*f  0.0566*t HS_type -0.340%**| -0.349%*| -0.343%*| -0.342%* | .333%**
(0.0222) (0.0231) (0.0233) (0.0233) (0.0234 02683) (0.0263) (0.0266) (0.0267) (0.0267)
lg_ REEF -0.0607 0.0611 0.0510 0.0564 lg_ REEF 0365 0.0655 0.0551 0.0587
(0.0453) (0.0470) (0.0472) (0.0472) (0.0520) 0.0%38) (0.0538) (0.0540)
lg_GDP 0.560%** | 0.4645***| (.2183*** lg_GDP 028*** | 0.322%** |-0.6401%**
(0.0401) (0.0506) (0.0522) (0.0465 (0.0492)  (0.0611)
lg_IND 0.2943%*x lg_IND 0.3067***
(0.0371) (0.0432)
lg_1QI 0.0215** | 0.0203*** lg_1QlI 0.0246%** | 0.0234***
(0.0032) (0.0032) (0.0040) (0.0041)
Constant 1.100%** 1.080%* | -4.437**| -3.474%* 0.33 Constant 0.298%*| 0.268%*| -3.941%* 0.261 1.111
(0.0223) (0.0231) (0.396) (0.421) (0.761) (08R5 | (0.0269) (0.459) (0.729) (0.892)
N 59787 55087 53998 53998 53994 N 59787 55087 &399 53998 53998
Pseudo R 0.0374 0.0379 0.0396 0.0401 0.0409 Pseudo R| 0.0374 0.0379 0.0396 0.0401 0.0409
Log likelihood | -58433.22| -53818.99 -52658.54 -52@20 -52584.47 Log likelihood -58433.22 -53818]9%2658.54| -52630.42 -52584.47
LR chi2 4538.49 4237.21 4338.04 4415.41 448617 chir 4538.49 | 4237.21]  4338.04 4415.41 4486.17
Prob>chi2 0.0000 0.0000 0.000d 0.000D 0.0000 Rytoia> 0.0000 0.0000 0.0000 0.000d 0.0000

Note: Standard errors in parentheses;<0.10, **p < 0.05, *** p < 0.01



Table 10. Multilevel Model. Estimated coefficieri@s Defending 1: Productive

€Y (2 3) (4)
Gender -0.469*** -0.462*** -0.461*** -0.460***
(0.0130) (0.0134) (0.0134) (0.0134)
Par_Edu -0.0888*** -0.0861*** -0.0857*** -0.0843***
(0.0171) (0.0177) (0.0177) (0.0177)
Par_Occ -0.0676*** -0.0670*** -0.0694*** -0.0706***
(0.0150) (0.0154) (0.0155) (0.0155)
HS_grade 0.295*** 0.306*** 0.300*** 0.301***
(0.0131) (0.0136) (0.0136) (0.0136)
HS_type 0.0357*** 0.0379*** 0.0380*** 0.0388***
(0.0137) (0.0141) (0.0142) (0.0142)
l|g_ REEF 0.114%* 0.0300 0.0328
(0.0321) (0.0301) (0.0344)
lg_GDP 0.222% 0.2173%*
(0.0250) (0.0329)
Ig_IQI 0.0091 %+
(0.0225)
Constant 0.691*** 0.676*** -1.508*** -1.458***
(0.0139) (0.0141) (0.248) (0.251)
N 44222 41410 41087 41087
Log likelihood -25933.822 -24361.691 -24201.759 2{22.386
LR test 416.30 333.12 109.84 68.99
Prob 0.0000 0.0000 0.0000 0.0000

Note: Standard errors in parentheseg & 0.10, ** p < 0.05, *** p < 0.01. If Ig_IND is
included among regressors, estimation does notergay




Table 11. Multilevel Model. Estimated coefficien{8. Defending 1: Productive

1) (2 ) (4)

Gender -0.462*** -0.462*** -0.462*** -0.461***

(0.0134) (0.0134) (0.0134) (0.0134)
Par_Edu -0.0866*** -0.0846*** -0.0850*** -0.0871***

(0.0177) (0.0177) (0.0177) (0.0177)
Par_Occ -0.0672*** -0.0666*** -0.0667*** -0.0664***

(0.0155) (0.0155) (0.0155) (0.0155)
HS_grade 0.301*** 0.302*** 0.302*** 0.301***

(0.0136) (0.0136) (0.0136) (0.0136)
HS_type 0.0395*** 0.0396*** 0.0395*** 0.0392***

(0.0142) (0.0142) (0.0142) (0.0142)
l|g_ REEF 0.181%* 0.102% 0.103** 0.139%*

(0.0350) (0.0321) (0.0330) (0.0426)
lg_GDP 0.104** 0.149%* 0.138** 0.0614*

(0.0311) (0.0304) (0.0295) (0.0253)
lg_IND 0.0994*** 0.154*** 0.146*** 0.113***

(0.0245) (0.0227) (0.0229) (0.0288)
lg_CORR 0.00377**

(0.00183)
lg_GOV -0.00898**

(0.00410)
lg_REG 0.00369
(0.00351)
lg_RULE 0.0895%+*
(0.0217)
Constant 0.100 -0.0701 0.0156 0.616**
(0.371) (0.365) (0.352) (0.301)

N 41087 41087 41087 41073
Log likelihood -24182.954 -24186.639 -24188.518 1-23.382
LR test 75.99 67.91 62.29 34.04
Prob 0.0000 0.0000 0.0000 0.0000

Note: Standard errors in parentheses;<0.10, **p < 0.05, *** p < 0.01. If Ig_VOICE is included among

regressors, estimation does not converge.




Figure 1. Returns to agents and the shares bfeakers and defending.
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Figure 2. The effects of improving institutionaladjty (lower q)
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