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Abstract

In this paper, we formulate and solve a New Keynesian model with monetary and fis-
cal policy rules whose coefficients are time-varying and interdependent. We implement
time variation in the policy rules by specifying coefficients that are logistic functions of
correlated latent factors and propose a solution method that allows for these character-
istics. The paper uses Bayesian methods to estimate the policy rules with time-varying
coeflicients, endogeneity, and stochastic volatility in a limited-information framework.
Results show that monetary policy switches regime more frequently than fiscal policy,
and that there is a non-negligible degree of interdependence between policies. Policy
experiments reveal that contractionary monetary policy lowers inflation in the short
run and increases it in the long run. Also, lump-sum taxes affect output and inflation,
as the literature on the fiscal theory of the price level suggests, but the effects are
attenuated with respect to a pure fiscal regime.
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1 Introduction

The great recession has raised awareness of the role of monetary-fiscal policy interactions
in determining the behavior of economic aggregates. In the United States, for example,
reductions in discount and funds rates and even unconventional quantitative easing measures
have accompanied fiscal stimulus policies. Moreover, given the high projected fiscal liabilities
in developed as well as in some developing countries, interactions are likely to figure more
prominently in determining economic outcomes over the coming decades.

The considerations behind monetary-fiscal policy interactions have been part of the mon-
etary and fiscal policymaking literature for a long time. Friedman (1948) proposed a scheme
of monetary-fiscal policy interactions to deliver stability in cyclical fluctuations. The seminal
work of Sargent and Wallace (1981) provides a formal investigation that illustrates how mon-
etary and fiscal policies interact to determine inflation. The authors show that under fiscal
dominance —where a partial monetization of government debt is necessary to avoid default—
the ability of the monetary authority to control inflation disappears. Leeper (1991) exam-
ined monetary-fiscal policy interactions within the dynamic stochastic general equilibrium
(DSGE) framework. The work of Canzoneri, Cumby and Diba (2010) surveys the positive
and normative aspects of monetary-fiscal policy interactions in the existing literature.

Conventionally, there have been two approaches to how each of the policy authorities
responds to deviations of its variables of interest from target. One approach specifies a central
bank that follows a Taylor (1993) rule under which the nominal interest rate increases more
than proportionally when inflation increases. Thus, monetary policy provides the nominal
anchor to deliver price-level determinacy. In this approach, the fiscal authority follows a
rule under which (lump-sum) taxes stabilize debt. This first approach has been referred to
as monetary dominance (see Carlstrom and Fuerst, 2000). We will call it a monetary (M)
regime.

The other approach postulates that the fiscal authority does not adjust taxes to stabilize
debt. In this case, the central bank cannot stabilize the price level. Thus, fiscal policy
provides the nominal anchor for price-level determinacy through expectations about future
surpluses, given a level of outstanding nominal liabilities (see Leeper, 1991; Sims, 1994;
Woodford, 1994, 1995, 1996; Cochrane, 1998, 2005, 2001). This approach has been referred
to as the fiscal theory of the price level. We will call it a fiscal (F) regime.

When the two approaches are considered together, there are four possible combinations
of monetary and fiscal policy stances that have been referred to as monetary-fiscal policy
interactions. The four combinations are: (i) an M regime; (ii) an F regime; (iii) a regime
where no authority provides the nominal anchor and the price level is indeterminate; (iv) a
regime where both authorities try to provide the nominal anchor and debt is unbounded.

This paper formulates and solves a New Keynesian model that incorporates monetary
and fiscal policy rules whose coefficients are time-varying and interdependent. Time vari-
ation and interdependence allow for co-movements in monetary and fiscal policymaking,
thereby introducing a direct channel of interactions. This channel influences expectations
about future monetary and fiscal policymaking, affecting the dynamics of the variables in
equilibrium. In particular, we show that when there are co-movements in monetary and
fiscal policymaking in the direction of stable and determinate equilibria —the M and F
regimes— the volatilities of output and inflation are reduced, compared to the case where



co-movements in that direction are absent.

As Davig and Leeper (2007) emphasize, policymaking is a complicated process of ana-
lyzing and interpreting data, receiving advice, and applying judgment. During some periods
policymakers may give more attention to inflation or debt stabilization, while in other periods
they may give more attention to output stabilization. Furthermore, a substantial empirical
literature argues that policy rules have not remained invariant over the past six decades (see
Clarida, Gali and Gertler, 2000; Favero and Monacelli, 2003; Lubik and Schorfheide, 2004;
Davig and Leeper, 2006; Fernandez-Villaverde, Guerron and Rubio-Ramirez, 2010; Bianchi,
2012). In this paper, policy rule coefficients move across regimes as functions of exogenous
latent factors. In particular, the policy rule coefficients are logistic functions of these latent
factors. The logistic function allows the policy rule coefficients to move between two regimes
—as with a two-state Markov-switching specification— with a smooth transition between
regimes. We assume that one latent factor influences the evolution of the coefficients of
the monetary policy rule and that a different latent factor influences the evolution of the
coefficients of the fiscal policy rule.

We introduce interdependence between monetary and fiscal policy by allowing correlation
between the two latent factors driving the evolution of the monetary and the fiscal policy
rule coefficients. This correlation can be seen as coordination —explicit or implicit— in
policymaking. The correlation between the latent factors allows policy interactions through
co-movements in the evolution of the policy rule coefficients.

Given the logistic specification of the policy rule coefficients and the existence of la-
tent factors as additional states, the model is intrinsically nonlinear. We devise a solution
method that takes into consideration these nonlinearities. The solution method incorporates
agents’ expectations on the joint evolution of the policy rule coefficients. This makes the
model appropriate to analyze the impacts of monetary and fiscal policies in a framework of
interactions.

We employ a limited-information analysis to estimate the policy rule coefficients using
Bayesian methods appropriate for nonlinear state-state models. The results indicate that
the policy rule coefficients are far from constant. In particular, the monetary policy rule
coefficient on inflation switches more frequently than the fiscal policy rule coefficient on
debt. There is also a degree of policy interdependence: fiscal policy that focuses on keeping
debt under control tends to accompany monetary policy that focuses on keeping inflation
under control, and monetary policy that does not increase interest rates actively tends to
accompany fiscal policy that does not pay attention to debt increases.

Finally, we calibrate the model to carry out policy analysis. The policy experiments
show that contractionary monetary policy can lower inflation, at least in the short-run. The
experiments also show that (lump-sum) taxes have effects on output and inflation, as the
literature on the fiscal theory of the price level suggests, but the effects are attenuated with
respect to a pure fiscal regime.

2 Interactions Between Monetary and Fiscal Policy

In this section, we introduce the concept of interdependence in policymaking that will be
central to the analysis of the subsequent sections. We describe the theoretical framework of



monetary-fiscal policy interactions and the empirical findings in the literature with respect
to policy interactions. Then, we present how we implement interdependence in policymaking
through interdependence of the policy rule coefficients.

The theoretical framework of monetary-fiscal policy interactions in a DSGE model was
first introduced by Leeper (1991), who shows how different combinations of the magnitudes of
monetary and fiscal policy rule coefficients lead to different equilibrium outcomes and local
dynamics. Leeper coins the terms “active” and “passive” monetary and fiscal policies to
describe how the central bank adjusts interest rates with respect to inflation deviations from
target, and how fiscal policy adjusts taxes to changes in public debt. A change more than
proportional in nominal interest rates with respect to inflation deviations from target is called
“active” monetary policy, while a Ricardian view of fiscal policy, where taxes adjust enough
to cover interest payments and to retire debt, is called “passive” fiscal policy. The alternative
scenarios with respect to monetary and fiscal policies are called “passive” monetary policy
and “active” fiscal policy.! Leeper finds that the model delivers a bounded unique rational
expectations equilibrium as long as monetary policy is active and fiscal policy is passive
—regime M— or if monetary policy is passive and fiscal policy is active —regime F. Also,
the model delivers indeterminacy if both monetary policy and fiscal policy are passive, and
no bounded solution if both are active. Other papers along this line are Sims (1994) and
Leith and Wren-Lewis (2000).

Davig and Leeper (2006) estimate Markov-switching models of monetary and fiscal policy
rules with U.S. data. Their results show that there have been numerous switches in monetary
and fiscal policy rule coefficients. In particular, whenever the interest rate rule pays more
(less) attention to inflation deviations, less (more) weight is given to output deviations. Also,
when the tax rule pays more (less) attention to debt deviations, more (less) weight is given to
output deviations —in line with an automatic stabilizers argument. These switches deliver
the four regimes of policy interactions described above.

Bianchi (2012) conducts a full-information estimation of a Markov-switching DSGE
model with policy rule coefficients that switch among three states. The results show that an
M regime was in place starting in the 1990s, that an F regime was in place during the 1970s
and that a no-bounded-solution regime was in place during the 1980s.

We explicitly introduce co-movements between the coefficients of the monetary and the
fiscal policy rules. This setup generalizes the Markov-switching setup in Davig and Leeper
(2006) and Bianchi (2012) by introducing interdependence in the evolution of the policy
rule coefficients. With this addition, the model allows for a direct channel of interactions
in policymaking, so that agents form expectations accordingly, not only in terms of the
individual future evolution of policy rule coefficients, but as a framework of joint future
policymaking. Below we specify the policy rules, the time variability characteristic of their
coefficients, and the way in which we introduce policymaking interdependence.

L Any positive response of taxes to debt constitutes a passive fiscal policy. If one only wants to consider
equilibria with bounded real debt, then real taxes have to respond to real debt deviations with increases
higher than the real interest rate.



2.1 Policy Rules

We specify policy rules with coefficients that are time varying. The time-varying coeffi-
cients of a particular policy rule are logistic functions of a latent state. More specifically, if
0; is a time-varying coefficient of a policy rule, it has the following functional form:

Or = Q(Zt)

00+ 01
0 )
1+ exp (—o2(2t — 03))

where z; = p,z;_1 + & is a latent factor, 0 < p, < 1 and & ~ iidIN(0, 1).

Under this specification, gy denotes the lower (upper) bound of g;, while gy + 01 denotes
its upper (lower) bound (if o, < 0). 02 > 0 is a transition coefficient affecting the speed
of the transition between the lower and the upper bounds, and g3 is a location parameter
determining the value of z; at which g; crosses the y-axis. A graph for o(z;) with gy = 0.01,
01 = 0.1, oo = 1, and p3 = 0 is reproduced in Figure 1.

Figure 1: Logistic Function
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Two approaches have been proposed in the empirical literature to model time-varying
policy rule coefficients. One is a Markov-switching specification with finite number of states
(see Davig and Leeper, 2006; Eo, 2009; Davig and Doh, 2009; Bianchi, 2012). The second
is a random-coefficient specification (see Kim and Nelson, 2006a; Boivin, 2006; Fernandez-
Villaverde et al., 2010). Yksel et al. (2013) offers a survey of the literature on estimation of
Taylor rules with time-varying coefficients. An advantage of the Markov-switching specifica-
tion is that it implies bounded coefficients, which could be important in terms of determinacy
and relevance of the equilibrium. With respect to the random-coefficient specification, an
advantage is that it implies smooth transitions between states. The logistic specification
proposed in this paper generalizes the two approaches: On one hand it allows a policy rule
coefficient to switch smoothly from one regime to another, while on the other it allows for a
bounded evolution of the coefficient.”

The latent factors can be seen as representing a combination of political and institutional
determinants of policymaking. We assume that the latent factors are exogenous with respect
to the variables in the model, and that the information that they provide is part of the

2The Markov-switching specification is a particular case of the logistic specification, when g, — cc.
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information set of the agents. That is, agents and policymakers share the same information
set. This assumption is needed to solve the model, as will be seen.

2.1.1 Monetary Policy Rule

Monetary policy takes place by means of an interest rate feedback rule of the form
Ry = R R exp (7).

where pr € (0,1) indicates the degree of interest rate smoothing, and f* ~ iidIN(0, 0%) is a
monetary policy shock. R, is the target short-term nominal interest rate. The central bank
sets the interest rate to react to deviations of inflation from target and to the output gap

according to
_ I, \ @ G /oy, \ @G
R, =R| =
t (H) (n* ’

where II; = P,/ P,_; is the gross inflation rate, Y; is output, Y,* is output in the absence of
price rigidities, and R is the steady state nominal interest rate, which is guaranteed to be
state independent if the target inflation rate, II, is set equal to II, the steady state inflation.’

The time varying monetary policy rule coefficients are denoted by o™ (2}") for inflation
deviations from steady state, and o¥(z]") for the output gap. Both are logistic functions of
the monetary policy latent factor, z}".

2.1.2 Fiscal Policy Rule

The fiscal rule is a feedback rule for the ratio of lump-sum taxes net of transfers to output,
1, = T,/ Ys, of the form
T = 1— T T
=77 T exp (),
where p, € (0,1) indicates the degree of tax rate smoothing, and ] ~ iidIN(0, ¢2) is a fiscal
policy shock. 7; is the target level of the ratio of taxes net of transfers to output. The fiscal
authority sets lump-sum taxes to respond to debt deviations and the output gap according

to
by, b () Y, V(=)
() )

where b, = B;/(P,Y;) denotes the debt-to-output ratio in period ¢, and b is its target level.
7 denotes the steady state level of 7;, which is guaranteed to be state independent in the
steady state equilibrium if b is set equal to its steady state value, denoted by b.

The time-varying fiscal policy rule coefficients are vb(zf ) for debt deviations from steady
state an? Wy(z,f ) for the output gap. All are logistic functions of the fiscal policy latent
factor, z; .

3The target inflation rate is constant to allow the linearization of the model around the steady state
conditional on a realization of the latent factor at each period.



2.2 Interdependence in Policymaking

To incorporate direct interactions between policies, we specify the latent factors driving
the evolution of the monetary and fiscal policy rule coefficients as follows:

= pemzl & (1)
ZZ = szZtTA + étfu (2>

where & and 5{ are normally distributed with zero mean, unit variance and corr(&}", 5{ ) = K.
Notice that under this specification, if x is different from zero, there exist explicit interactions
or interdependent changes between monetary and fiscal policymaking.

In this context, policy authorities react more or less strongly to deviations of their feed-
back variables from target —inflation and the output gap for the monetary authority, and
debt and the output gap for the fiscal authority— depending on the values of the policy
rule coefficients as driven by the evolution of the latent factors, 2/ and z/. These latent
factors, ultimately, are going to determine the nature of the possible combinations between
monetary and fiscal policymaking. The full specification of the monetary and fiscal policy
rule coefficients is as follows:

af
a™(Z") = aff + , 3
) = o T o —as (o — D) ¥
y
Y(,my — U o 4
) = O ol —a])’ @
b
b f\y _ b 71
Y (Zt ) =7 + ) (5)
1+ exp(—5(zf —13))
y
~
Pef) =+ 1 ©)

1+ exp(—3 () — )

A constant-coefficient version of this model delivers an M Regime when o™ and ~° are
sufficiently high —that is, when the monetary authority reacts strongly to inflation deviations
and the fiscal authority reacts strongly to debt deviations. The model delivers an F regime
when o™ and +° are sufficiently low —that is, when the fiscal authority reacts weakly to debt
deviations and the monetary authority reacts weakly to inflation deviations. With time-
varying coefficients, we can choose values of the parameters defining each of the policy rule
coefficients (3)-(6) in a way that the model delivers determinate equilibria in the long-run
with short-run deviations from these equilibria.

The interactions with long-run determinacy of the equilibria are only well defined if x > 0.
In that case, at a given point in time, a high value of & (2}") —given by a high value of z]"—
is likely to be associated with a high value of vb(ztf ) —given by a high value of th . Also, at
a given point in time, a low value of a™(2]") —given by a low value of z]"— is likely to be
associated with a low value of fyb(z{ ) —given by a low value of z,f . Then, k > 0 tends to
send the economy towards the M and F regimes. x = 0 is the case present in the existing

literature, where interactions depend on the values of the policy rule coefficients.



3 The Model

The economy is populated by a representative household, a final-goods-producing firm,
a continuum of intermediate-goods-producing firms, a monetary authority and a fiscal au-
thority. The model extends the setup in An and Schorfheide (2007) to incorporate a fiscal
policy rule and time-varying policy rule coefficients. Appendix A details the derivations.

3.1 Households

The representative household derives utility from consumption, C;,* relative to a habit
stock, Ay, that is given by the level of technology of the economy, and real money balances,
M,/ Py; and derives disutility from working hours, H;. Hence, a representative household
chooses consumption, real balances, bond holdings and working hours to maximize

L [(C AN Ht”‘P)
E B (—+ log (M;/F;) — ,
0; 1—o X log (M¢/F) XH1+90

where 0 < § < 1 is the discount factor, o > 0 is the inverse of the elasticity of intertemporal
substitution, ¢ > 0 is the inverse of the Frisch elasticity of labor supply, and y,, > 0 and
Xz > 0 are constants that determine the steady state level of real money balances and hours
worked. The household saves in the form of nominal government bonds, B;, that pay a gross
interest rate R; each period, and by accumulating money balances that do not pay interests.
It supplies labor services to the firms taking the nominal wage, W;, as given; it also receives
its aggregate share on the firms’ nominal profits, D;, and pays lump-sum taxes, T;. Thus,
the household’s budget constraint is expressed as

.PtCt + Mt + Bt + .Pt,_Tt S HtWt + Dt + Mt—l + Rt—lBt—l for t Z 0,

given the initial value of nominal assets M_1+R_1B_1, and where the transversality condition
that rules out Ponzi schemes holds.

3.2 Firms

There are two types of producers: perfectly competitive final goods producers and a
continuum of monopolistic intermediate goods producers.

3.2.1 Final Goods Producers

Given the composite good price, P;, and intermediate goods prices, P;(j), for j € [0, 1],
producers assemble the intermediate goods, Y;(j), to obtain a composite final good, Y,

_0
4Cy is a composite consumption good given by C; = (folCt(j)%dj) " and 0 > 1. The household
chooses C¢(j) to minimize expenditure on the continuum of goods indexed by j € [0, 1] which yields j’s

N -0
good demand as Cy(j) = (P‘T(f)) Cy, where P, is the final good price at ¢ and P;(j) is the price of the

consumption good indexed by j.



according to a CES technology, so that

Y, = ( /0 ln(ﬁgtetldj) " (7)

where 6; € [0, 1] is the (time varying) price elasticity of demand for each intermediate good.
Here 6; represents a markup, or cost-push, shock in the Phillips curve relationship. This
cost-push shock follows the autoregresive process

log 6; = (1 — pg)log 6 + pylog b1 + €,

with pg € (0,1), 0 > 1 and € ~ iid IN(0, 03).
Final good producers choose the demand of intermediate goods, Y;(j), to maximize profits
given by

PY; - /0 RG)YU)d).

Optimization yields the demand function of intermediate good j,

Yi(j) = (P]ﬁ”)y (s)

Combining (8) and (7) yields the expression of the final good price

1 , =
P = ( / P51 “dj) .
0

3.2.2 Intermediate Goods Producers
Intermediate goods firms produce type j good according to the linear technology
Yi(4) = ALu(5), (9)

where L;(j) are hours of work employed by the producer of intermediate good j, and A; is
an exogenous technology shock identical across producers following the stochastic process

At = 5At—1 eXp(Vt),
where ¢ is a trend, and 14 is a stochastic component following the process
Vi = puVi-1 + €/,

with p, € (0,1) and ¥ ~ iid IN(0, o2).
Intermediate good producers face an explicit cost of adjusting their price, measured in



units of the finished good, and given by

where ¢ > 0 measures the magnitude of the price adjustment cost, and II is the steady state
gross inflation rate associated with the final good.

Producers in the intermediate goods sector take wages as given and behave as monop-
olistic competitors in their goods market, choosing the price for their product taking the
demand in (8) as given. Hence, firm j chooses its labor input, L;(j), and its price, P(j), to
maximize

2

Byt - ) -5 (s - 1) v

10
ja P, 2 \IIP_4( ’ (10)

Eq i MRS

t=0

where MRSy, is the household’s marginal rate of substitution between periods 0 and ¢,
which is given exogenously to the firm. Notice that firm j’s nominal labor cost is given by
W:Yi(7)/As, and its real marginal labor cost is given by ¢y = W;/PA;, which is the same
across firms in the intermediate goods sector.

3.3 Government

The government finances purchases of goods, GG;, with a combination of lump-sum taxes,
T;, and money creation, M; — M, 1, so that the implied process for nominal debt, B,, satisfies
the budget constraint:

By+ M, + PT, = PGy + M,y + R_1B,_; for t > 0, (11)
given M_1 + R_1B_;. Each period, the government demand of the final good is given by
Gy = GV,
where (; € (0, 1) is an exogenous process defined by the transformation ¢, = 1/(1 — ;) with
Ing = (1—-pg)Ing+pyIng1+ef,

where p, € (0,1), g =1/(1 — () with ¢ being the steady state ratio of government spending
to output, and &/ ~ iid IN(0,07).

3.4 Symmetric Equilibrium

In a symmetric equilibrium, all the intermediate-goods-producing firms make identical
decisions, the money supply equals money demand, labor supply equals labor demand, and
the net supply of government bonds is zero. Hence, the equilibrium conditions for ¢t > 0 are



given by

Y, = Ct+Gt+g(%—1)2Yt, (12)
0 = 1—9t+9t¢t—¢<%—1> %+

+BPE, ( Cff?j;l) Yt;;i?l <Hg1 — 1) Hﬁ* - (13)

b= P (Cti;j;l) Af; HL’ 14

b (§) ()

with B_,R_1 > 0,A_ 1 > 0 and M_; > 0 given. The symmetric equilibrium is comple-
mented with the monetary and fiscal policy rules, and the exogenous processes for Gy, 6;,
and At.

3.5 Frictionless Equilibrium

The frictionless equilibrium is given by the above equilibrium with no frictions (¢ = 0).
Aggregate output in the frictionless equilibrium is given by

61\ L/(o+e)
Y;* :At< 0t > gg/(UJFSﬂ)' (17)
XH

The above is the potential output over which the output gap in the monetary and fiscal
policy rules is defined.

3.6 Steady-State Equilibrium

Since technology, A;, is a non-stationary process, it introduces a stochastic trend in
output, consumption, real money balances, and the real wage. We define the stationary
variables as: y; = Y; /Ay, ¢ = Cy /Ay, wy = Wi/ (APy) and vy = Y, /(M,;/P;). The steady-state
equilibrium is the stationary equilibrium in the absence of shocks, and is defined by the
following equations:

R
0-1 1/(o+¢)
y= <i> g7l =y, (19)
XH
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o1\ 1/(0+0)
o= <z> g#/(ote) (20)

1 R
- (=Dg—o [ = _ 21
» XMy 9 (R _ 1) ’ (21)

O () N
g g

where b is the steady state level of the debt-to-output ratio, B;/(FP;Y).

3.7 Log-linearized Model and Solution Method

Given that the coefficients of the policy rules are time varying, and the time variation
depends on the latent factors, the log-linearization is performed conditioning on the latent
factors being at their current values each period. That is the essence of the quasi-linearity
of the model. We present the model in log-deviations from the non-stochastic steady state,
and show a way to solve it using a method in line with the minimum state variable (MSV)
solution approach (McCallum, 1983).

Conditioning on a value of the latent factors at period ¢, 2" and th , the log-linearized
equations characterizing the economy in equilibrium are (z; = In(x;/x) denotes the log-
deviation of variable x; relative to its non-stochastic steady state, x):

Ut = Eqfey1 — %(Rt —Eolliir) + (1 — pg)ge + %ﬁt (23)
I, = 5Etﬂt+1 + G 1)(;90 ) (9 — ;) (24)
= (1= )i+ od+ (2 ) B 2
by = %gt - %ﬁ + %@t - ﬁ@t—l - (ﬁ + %) (II, + AY;) + %(Rt_l +b1)  (26)
i~ G e 0
Be = prRiy + (1= pr) (07 ()L + 0 () (5 = 37)) + (28)
fo= pefia + (L= pr) (1P GDbr + 97 (= ) + 7, (29)

where AY; = Ur — Yi—1 + . The exogenous shocks that complete the equilibrium are the
government spending shock, the cost-push shock, and the technology shock, given by

gt = peGr-1 +&f (30)
ét = peét_1 + 8? (31)
ﬁt = pyﬁt,1 + Sty. (32)

TO SOIVG the model, let Wy = [’gta 7A.‘-t]/a kt = [@ta Bta Rh 7A_ta A?ta Yi—1, g:]/7 Uy = [gh étv ﬁta 85, EZ]/,
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e, = [0, e0 ev el 7], 7, = 2", 2]] and rewrite (23)-(32) as
0 = A(Zt)kt + B(Zif)kt_l + C(Zt)wt + Dut (33)
0= th + JEtth + K(.dt + Mut (34)
U = Nug + €441, (35)

where A, B(zf ), C(z¢),D,G,J, K, M and N are appropriate coefficient matrices shown in
Appendix B.
The proposed solution is given by

ky = P(z) ki1 + Q(z0)u, (36)
W = R(Zt)kt—l + S(Zt)ut, (37)
where, for F(z;) = {P(z:), Q(z:), R(z:),S(z)}, the i, j — th entry is given by

1 1
1+exp (= Fom (2" —F3m)) 1+exp (—sz (Z[—st))

F(Zt) = F() + F1 ) (38>

1—F exp (—Fom (2" —F3m)) eXp(_FZf(th—FSf))
414exp (—Fom (27" —F3m)) 1+exp (—For (=1 —Fa1))

with Fy € [0,1]. This functional form is known as a bivariate logistic function and was
introduced by Ali et al. (1978).” The parameter Fj allows the model to capture the effect
that the dependence between latent factors has on the expectations formations of the agents
about the future evolution of the coefficients of the solution. Appendix C illustrates the
procedure to obtain the parameters of the bivariate logistic functions based on the coefficients
of the structural model.

We solve the model using an undetermined coefficients method approach where not only
the solution has to be guessed and verified, but also the functional form of the coefficients of
the solution. Within the logistic specification of policy rules, the bivariate logistic function
(38) satisfies this last requirement. Appendix E shows that the coefficients of the solution
indeed follow a bivariate logistic function.

3.8 On Existence, Stability and Uniqueness of the Solution

Existence of the solution is guaranteed by using the undetermined coefficients method.
Time-varying coefficients pose a difficulty at guaranteeing stability and/or uniqueness of the
solution, in particular if one thinks of stability and/or uniqueness holding in each period
of time. The method presented finds a solution that is based on the values of the time-
varying policy rule coefficients at their limits, or long-run bounds. These limiting coefficient
values are chosen to deliver stability and uniqueness of the solution in a constant-coefficient
version of the model, offering well-defined bounds between which the economy evolves and
between which agents form expectations. Davig and Leeper (2007) and Farmer et al. (2008)
emphasize that stability and uniqueness of Markov-switching rational expectations models

5For identification of the latent factors and the coefficients of the policy rules in a estimation setting it
is necessary to impose that Fy,, > 0 and Fyy > 0.
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have to be discussed within a framework of how agents form expectations about the future
evolution of policy rule coefficients, and that is the approach taken at deriving the solution
of the model in this paper. Here, we take expectations to the realization of future policy
rule coefficients as given by realization of logistic functions of the latent factors.’

4 Estimation Strategy

This section presents the estimation of the policy rules with time-varying coefficients
driven by latent factors as specified for the New Keynesian model presented in Section 3.
The estimation employs a limited-information estimation approach using Bayesian methods,
which allows obtaining the set of parameters characterizing the policy rules, denoted by ©,,
the set of parameters of the latent factors, denoted by ©,, and the latent factors themselves.

4.1 Time-varying Coefficients, Stochastic Volatility and Endogene-
ity

Let INT; denote the demeaned nominal federal funds rate in period t, TAX; the demeaned
ratio of federal receipts net of transfers to output in period ¢, INF; the demeaned annual
inflation rate in period ¢, GAP; the output gap in period ¢ and DBT, the demeaned average
debt to output ratio over the last four quarters. The state-space model is composed of the
observation equations

INT, = prINT,_1 + (1 — pr) (a™(2™)INF; + a(2")GAP,) + vff (39)
TAX, = p, TAX;_1 + (1 — p,) (fyb(z,f )DBT, + (2] )GAPt> o, (40)
and the transition equations
2" = pamzty + & (41)
o = poralg €L (42)

Assumptions about the distributions of v} and v] are made explicit in the following section.

4.1.1 Stochastic Volatility

The existence of stochastic volatility in the shocks of policy rules with time-varying
coefficients has been documented by Davig and Leeper (2006), Fernandez-Villaverde et al.
(2010), Bianchi (2012) and Fernandez-Villaverde et al. (2011b), who find that not only
switches in policy rule coefficients are detectable in estimation, but also a fair amount of

6The debate on the determinacy of the solution of DSGE models with time-varying coefficients has
attracted attention of the literatures in recent years, and it is still an open field to future research (see Davig
and Leeper, 2006, 2007; Fernandez-Villaverde et al., 2010; Farmer et al., 2011; Cho, 2013; Foerster et al.,
2013).
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stochastic volatility.” Hence, the distribution of the error terms in the policy rules is specified
as vff ~ IN(0,0%,) and vf ~ IN(0,02,), where

In ORt = (1 - pUR) Inog + Por In ORt—1 T 77R£tR (43)
o, = (1~ p, ) 0o, + po, Inor 1+ 08 (44)

with py, € 0,1), po. € [0,1), & ~ iidIN(0, 1) and & ~ iidIN(0, 1).

In what follows, let h; = [lnog;,Ino,,] and let the set of parameters of the stochastic
volatility processes be denoted ©,.

Equations (43) and (44) are added to the state-space model (39)-(42) to introduce
stochastic volatility to the specification of the policy rules with time-varying coefficients.

4.1.2 Endogeneity

Since the work of Clarida et al. (2000), the estimation of monetary policy rules with
constant coefficients, in particular the Taylor rule, has taken into account the endogeneity
that exists between the shocks of the policy rule and inflation and output. The instrument
set used in their GMM estimation contains four lags of: inflation, the output gap, the Federal
funds rate, the short-long spread, and commodity price inflation.

With respect to fiscal policy rules with constant coefficients, i (2009) illustrates the
endogeneity /simultaneity problem that arises when estimating a fiscal policy rule like the
one presented in this work. In estimating a fiscal policy rule that reacts to contemporary
debt and the output gap, Claeys (2008) uses a set of instrumental variables in his GMM
estimation that contains lags of: the output gap, debt, unit labor costs, growth in labor
productivity, NAIRU, a broad money aggregate, a synthetic interest rate of the EURO area,
oil price index, and the SEK/DEM exchange rate.

In terms of estimating linear equations with time-varying coefficients, either in the con-
ventional random-coefficient or Markov-switching setups, Kim (2006) and Kim (2009) es-
tablish a Heckman-type two-stage maximum likelihood estimation technique to deal with
the endogeneity problem to yield consistent estimates of the hyper-parameters, as well as to
provide correct inferences on the time-varying coefficients. Kim and Nelson (2006b) estimate
a random coefficients monetary policy rule for the United States using as the set of instru-
ments four lags of: the Federal funds rate, output gap, inflation, commodity price inflation,
and M2 growth. In related work, Bae et al. (2011) estimate a Markov-switching coefficients
monetary policy rule for the United States using as the set of instruments three lags of: the
Federal funds rate, GDP gap, inflation, commodity price changes, and the spread between
the long-term bond rate and the three-month Treasury Bill rate.

The set of instruments that we use for both the monetary and the fiscal policy rules is
given by four lags of: inflation, the output gap, government spending as proportion of GDP,
M2 growth, and commodity price inflation. In a constant-coefficient version of the policy
rules, the GMM estimation obtains the following results with respect to the instrument set:
(1) the J test statistics of overidentification restrictions for both of the rules do not reject the
null hypothesis that the instrument set is appropriate at the 5% level of significance; (ii) the

"Sims and Zha (2006), on the other hand, argue that only changes in volatility can be detected in
estimation, and not changes in coefficients.
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exogeneity C' test statistics imply that different subsets of instruments are exogenous at the
5% level of significance; (iii) the Cragg-Donald test statistics reject the null hypothesis of
weak instruments at the 5% level of significance for both policy rules. Appendix I describes
the setup of the model to correct for endogeneity. Details on the implementation of the
Bayesian estimation of ©,, ©,, Oy, {z:}1_, and {h,}’_; appear in Appendix H.

4.2 Data

We use quarterly data from 1960:1 to 2008:3. The sample is not extended beyond 2008:3
to avoid having to deal with the zero lower bound (ZLB) of interest rates. It is still possible
to estimate the interdependence between monetary and fiscal policy under the ZLB, but that
constitutes a subject of future research. Inflation is the percentage change over the last four
quarters of the price level given by the GDP price deflator. The nominal interest rate is the
quarterly average of the federal funds rate. The output gap is the log difference between real
GDP and the Congressional Budget Office’s measure of potential real GDP. M2 growth is the
percentage change over the last four quarters of seasonally adjusted M2. Commodity price
inflation is the percentage change over the last four quarters of the commodity price index.
Government spending is the federal consumption expenditures and gross investment. These
variables are obtained from FRED. Lagged debt is the average debt-output ratio over the
previous four quarters, where debt is the TreasuryDirect par value of gross marketable federal
debt held by the public. Tax net of transfers corresponds to the seasonally adjusted quarterly
current receipts of the federal government from which the current transfer payments have
been deducted. This variable is obtained from the NIPA Table 3.2.

5 Estimation Results

The choice of prior distributions, hyper parameters, means of 5,000 draws from the
posterior distribution after trimming the first 1, 000, 000 out of 2, 000, 000 draws and thinning
every 200th draw, along with 90% confidence sets appear in Table 1.° In order to keep
the estimation relatively simple, we impose two restrictions that do not change the results
qualitatively: First, we assume that the output gap coefficients of both policy rules are not
time varying, which allows us to focus on capturing the interdependence between monetary
and fiscal policy making in terms of the co-movement of the Taylor rule coefficient of inflation
and the tax rule coefficient of lagged debt. Second, we assume that the location parameters
of the logistic policy rule coefficients, af and 7%, are zero.

Figure 2 shows that the estimated model does acceptably well at explaining the observed
time series of interest and tax rates.

8The Raftery and Lewis (1992) diagnostic test determines that 606,826 draws from the posterior dis-
tribution should be taken to estimate the 50th percentile within 0.01 with a 95% confidence level. It also
determines that thinning to achieve an independent chain should occur every 115th draw.
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Table 1: Results from the Bayesian Estimation

Prior Posterior
Parameters Density Mean SD Mean 90% Conf. Set

al Gamma 0.8 0.2 0.57  [0.35, 0.84]
af Gamma 1.2 0.3 1.06  [0.61, 1.68]
o Gamma 10 8 5.05  [0.10, 15.72]
a¥ Gamma 05 04 0.25  [0.08, 0.52]
PR Beta 0.9 0.05 0.96 [0.91, 0.99]
o Normal  -0.02 0.05 0.00  [-0.06, 0.06]
b Gamma 0.1 0.05 0.09 [0.03, 0.20]
o Gamma 10 8 4.03  [0.04, 14.70]
0k Gamma 05 04 0.76  [0.44, 1.16]
Pr Beta 0.9 0.05 0.94  [0.93, 0.96]
Pam Beta 0.9 0.05 0.86 [0.74, 0.95]
Pz Beta 0.9 0.05 0.88 [0.78, 0.95]
2y Normal 0 2 -0.41  [-2.66, 1.93]
2 Normal 0 2 0.05  [-2.26, 2.35]
K — 0.20 [0.02, 0.47]
nop 205  [-2.41, -1.70]
Por — 0.77  [0.63, 0.90]
NR — 0.57  [0.39, 0.78]
Inogg — -2.93  [-5.18, -0.68]
o,  — 115 [-1.45, -0.89]
Do, — 0.48  [0.27, 0.64]
Ny — 0.88 [0.65, 1.11]
Ino, o — -5.85  [-12.48, 0.59]

— denotes a flat prior.
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Figure 2: Observed and Predicted Series
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5.1 Choice of Prior Distributions

With respect to the monetary policy rule coefficients, there exist results in the literature
about the values that they take in different regimes. Clarida et al. (2000) estimate that
the inflation coefficient is 0.83 in the pre-Volcker era and 2.15 in the Volcker-Greenspan
era. Lubik and Schorfheide (2004) find that the coefficient on inflation is estimated at 0.77
or 0.89, depending on the prior used, in the pre-1982 era, and 2.19 in the post-1982 era.
Bianchi (2012) finds that the coefficient on inflation is estimated to be 0.94, 1.25, or 1.6
in a three-regime Markov-switching specification. Davig and Leeper (2011) find that the
inflation coefficient switches between 0.53 and 1.29. We specify the prior distribution that
characterizes the lower bound of the inflation coefficient with a mean of 0.8, and the upper
bound with a prior distribution whose mean is 2 (the sum of 0.8 and 1.2 in Table 1). In
regard to the fiscal policy rule coefficients, Bianchi (2012) finds that the coefficient on debt
is estimated to be 0.0006, -0.0007, or -0.0036. Davig and Leeper (2011) estimate that the
coefficient on debt switches between -0.025 and 0.071. We set the prior mean of the lower
bound of the debt coefficient to -0.02, and the mean of the prior distribution that sets the
upper bound of the coefficient to 0.08 (the sum of -0.02 and 0.1 in Table 1). The policy rule
coefficients on the output gap for both policy rules have 0.5 as the prior mean.

The prior distribution specification of the transition coefficients of both logistic policy
rule coefficients is set to have a mean of 10 with a standard deviation of 8. We recall that
the larger the coefficient is, the more rapid the transition between states is. Values of the
coefficient greater than 10 imply a specification that mimics closely a Markov-switching-like
transition. The choice of this prior distribution allows the coefficient to take low or high
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values.

The smoothing coefficients of the policy rules have prior distributions that are standard
in terms of the persistence that they represent for interest and tax rates in the data.

A coefficient that deserves attention is the correlation coefficient between the shocks of the
latent factors, which determines the degree of interdependence between monetary and fiscal
policymaking. The prior distribution chosen is uniform on [0,1]. We recall that a positive
value of this parameter implies that monetary and fiscal policy co-move in such a way that
they tend to deliver outcomes in the M or the F regime more frequently than outcomes
in the indeterminacy or no solution regimes. Hence, by choosing a prior distribution on
the nonnegative domain, we are imposing a model with either co-movements towards the
determinate regimes or absence of co-movements in that direction, but we are not allowing
co-movements in the direction of the indeterminate or unbounded debt regimes.

Finally, following Fernandez-Villaverde et al. (2011a), we do not specify prior distribu-
tions for the parameters of the stochastic volatility processes.

5.2 Parameter Estimates

The estimated parameters of the monetary and fiscal policy rule coefficients in Table
1 have the expected magnitudes and signs. In particular, for the monetary policy rule,
the inflation coefficient takes values in (0.57, 1.63), while the output gap coefficient has a
posterior mean of 0.25. With respect to the fiscal policy rule, the debt coefficient takes on
values in (0.001, 0.095), while the output gap coefficient has a posterior mean of 0.76. The
speed of transition of the policy rule coefficients is estimated to be higher for the inflation
coefficient of the monetary policy rule than for the debt coefficient of the tax rule. This
implies that the fiscal authority has a slower transition across states (in terms of how taxes
react with respect to deviations of debt) than the monetary authority does (in terms of how
the interest rate reacts with respect to inflation). This result is consistent with the legislative
and implementation lags of fiscal policymaking.

The latent factors show relatively high persistence, with the fiscal policy latent factor
being somewhat more persistent than the monetary policy one. This result implies that
fiscal policy regimes are likely to last longer than monetary policy regimes.

Finally, the correlation between the latent factors has an estimated posterior mean of 0.20
and a 90% confidence set given by (0.01, 0.47). This result implies that there is a degree of
direct interactions between policies. In particular, monetary tightenings to stabilize inflation
tend to be accompanied by fiscal policy that stabilizes debt (M regime), while fiscal policy
that departs from debt stabilization tends to be accompanied by interest rates that react
weakly to inflation (F regime).

5.3 Evolution of Policy Rule Coefficients

Figure 3 shows the smoothed estimates of the monetary policy rule coefficient for inflation
on the left axis, and of the fiscal policy rule coefficient for debt on the right axis. Two facts
are apparent from this figure: First, the fiscal policy rule coefficient on debt was low during
most of the 1970s, the second half of the 1980s, and the first half of the 1990s. Second, the
monetary policy rule coefficient on inflation was high during the second half of the 1960s
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Figure 3: Evolution of Policy Rule Coefficients and NBER Recession Periods
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and the first half of the 1970s, during the first half of the 1980s, and during the first half
of the 2000s. In the next paragraphs, we discuss the evolution of each of the policy rule
coefficients to compare the econometric results with the narrative about monetary and fiscal
policymaking and with similar results in the literature.

The evolution of the monetary policy rule coefficient on inflation reveals that the Federal
Reserve conducted a hawkish monetary policy during the second half of 1960s, as Davig and
Leeper (2011), Bianchi (2010), Eo (2009) and Fernandez-Villaverde et al. (2010) find, with
a tendency to ease it towards the end of the decade. During the mid 1970s the interest rate
did not react strongly to inflation. Most studies in the literature find a passive monetary
policy during this decade, except Boivin (2006), who finds that monetary policy was tight
during the first half of the 1970s. At the end of the 1970s monetary policy switched rapidly
to a hawkish regime. This switch in policymaking is also found by Davig and Doh (2009), Eo
(2009) and Bianchi (2010) who find, based on estimations of Markov-switching policy rule
coefficients, that the active monetary policy periods started around, or a little earlier than,
the mid 1980s. The graph shows that monetary policy continued to be relatively hawkish
during most of the 1980s. Starting in the late 1980s, the estimates of the model suggest
a relatively weak response to inflation, which lasted through much of the 1990s. A study
that finds a similar result is Fernandez-Villaverde et al. (2010).7 In 2000s, monetary policy
increased its reaction to inflation until 2005 and then the strength of the reaction declined.
The empirical evidence is divided with respect to this result: On one hand Eo (2009), Davig
and Doh (2009) and Bianchi (2010) find that monetary policy was actively fighting inflation,
while on another Fernandez-Villaverde et al. (2010) and Davig and Leeper (2011) find the

9Kim and Nelson (2006a) find that their confidence interval starts including the passive monetary policy
region at the beginning of the 1990s.

19



opposite.

For a narrative perspective on the results, we rely on the history of the monetary policy
of the Federal Reserve as told by Hetzel (2008). He compares Fed Chairman William Martin
to Fed Chairman Paul Volcker and Fed Chairman Alan Greenspan in that Martin believed
that raising short-term interest rates in an expansion was a way to preempt inflation. That
allows to understand the behavior of monetary policy, according to the graph, during the
second half of the 1960s. Hetzel also mentions the weak reaction of interest rates to inflation
during the 1970s due to the focus of the central bank to promote employment and the belief
that inflation was a nonmonetary phenomenon. According to Hetzel, the 1980s saw the
commitment of the Federal Reserve to money targets allowing the FOMC to raise interest
rates by whatever extent necessary to lower inflation. The results show that the reaction
coefficient of the interest rate to inflation was indeed relatively high.

After tightening monetary policy at the end of the 1980s to counteract concerns about
inflation, the results show a decline in the reaction of the federal funds rate to inflation
at the beginning of the 1990s to help with the recovery after the recession. With inflation
declining during this decade and interest rates remaining nearly flat, except for the rise
between 1993 and 1995 due to the “1994 inflation scare” (see Hetzel, 2008), the reaction
coefficient on inflation declines until the events of the Asian and Russian crises. During
1998 the Federal Reserve moved the interest rate in the same direction as declining inflation,
causing a spike in the evolution of the inflation coefficient. In the 2000s, with declining
inflation and interest rates between 2001 and the beginning of 2003, the reaction coefficient
to inflation rises rapidly to reach a peak in the second quarter of 2003 when concerns about
interest rates being close to the zero-bound arose for the first time. With inflation stable
and interest rates rising during 2004, the reaction coefficient declines. Then the coefficient
rises at the end of the sample, between 2005 and 2008, reflecting interest rates that risen
more than what inflation risen during the period.

For the debt policy rule coefficient, the results show a coefficient responding weakly to
lagged debt during the 1970s, a result mostly in the same lines as those in Davig and Leeper
(2006), Bianchi (2012), and Favero and Monacelli (2003). The results also show a low debt
coefficient during the second half of the 1980s and the first half of the 1990s, a result that is
compatible with the findings in Bianchi (2012).

In terms of the narrative, the tax reductions in the revenue act of 1964 can help un-
derstand the decline of the coefficient during the 1960s, while the revenue and expenditure
control act of 1968 and the tax reform act of 1969 can help explain the rise of the coefficient
at the end of the decade. The subsequent tax reforms of 1971, 1975 and 1976 help explain
the decline in the debt coefficient during the 1970s. The rise of the coefficient observed at
the end of the decade has to do with the fact that the debt-GDP ratio rises between 1975
and 1980, inclusive, and the net revenue-GDP ratio rose in that period. That relationship
breaks up during the 1980s due to the tax reforms of the decade, in particular the recovery
tax act of 1981. During the 1990s, the coefficient rises rapidly, most likely due to the changes
implemented in the budget reconciliation act of 1993. The taxpayer relief act of 1997 can
help understand the decline in the coefficient at the end of the decade. The decline of the
debt coefficient in the 2000s can be attributed to the tax relief acts of 2001 and 2003, and
the subsequent stimulus acts of 2004 and 2008.

In a historical perspective, the evolution of the estimated policy rule coefficients suggest
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Figure 4: Evolution of Estimated Stochastic Volatilities
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that policy leaned towards a fiscal regime during some part of the 1970s, a result emphasized
by Bianchi (2012). On the other hand, the estimates favored a monetary regime during the
second half of the 1960s, the first half of the 1980s, and the first half of the 2000s. The macroe-
conomic model allows short-run dynamics that visit temporarily all the regimes, including
the indeterminate and the no-bounded-solution regimes, but the long-run expectations of a
mixed regime imply dynamics that tend to move the economy between the two determinate
regimes.

5.4 Evolution of Estimated Stochastic Volatilities

Figure 4 shows the evolution of the estimated stochastic volatilities for the interest and
tax rate rules. The estimation shows that the volatility of interest rates was significantly
higher during the beginning of the 1980s due to the important change in conducting monetary
policy. Also, volatility is somewhat lower starting in the 1990s, a phenomenon referred to
as the great moderation (see Stock and Watson, 2002), and stays low with a small peak at
the end of the sample period when the great recession hit. On the other hand, fiscal policy
volatility shows spikes in the mid 1970s, the first half of the 2000s, and the beginning of the
great recession. All these events are associated with some kind of fiscal stimulus. It is worth
noting that the persistence of the volatility of monetary policymaking, given by the estimated
coefficient p,,, is higher than the persistence of the volatility of fiscal policymaking, given
by the estimated coefficient p,_, as can be seen in Table 1.

6 Monetary and Fiscal Policy Analysis

This section presents the results of monetary and fiscal policy experiments through
impulse-response functions. The section also presents the effect of policy interdependence in
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reducing the volatility of output and inflation.

6.1 Nonlinear Impulse Response Analysis

We perform policy experiments with the model solved using the proposed solution method
and calibrated according to the estimated parameters of the policy rule coefficients. Since the
estimation is not constrained to deliver a continuous solution to the macroeconomic model
as presented in Appendix E, we calibrate the model with coefficients that are consistent with
continuity of the solution. In particular, we calibrate the lower bound of the monetary policy
rule coefficient on inflation, of, to be 0.85 instead of 0.57. The fiscal policy rule coefficients,
78 and 4§, are calibrated to 0.03 and 0.07 instead of 0 and 0.09, respectively.

For the markup in steady state and the price adjustment cost parameter, Keen and Wang
(2007) show that, given a steady state markup and a fraction of firms that re-optimize each
period, there is a corresponding value for the price adjustment cost parameter. We set
the markup to 20% and the fraction of re-optimizing firms to 25% each period (a firm re-
optimizes every 12 months). These values correspond, approximately, to § = 6 and ¢ = 60.
Other parameters that need to be specified are: §, the steady state gross quarterly rate of
output growth, which is set to 1.0081, the average over the sample period that implies a
steady state annual growth rate of approximately 3.25%; II, the steady state gross quarterly
rate of price inflation, which is set to 1.0084, the average over the sample period that implies
a steady state annual inflation of approximately 3.4%; b, the steady state level of debt to
output, which is set to 0.3354, the average over the sample period; (, the ratio of government
spending to output is set to 0.081, also the average over the sample period; 1/vb, the ratio
of outstanding money balances to debt, is set to 0.2 following Kim (2003); 3 is set to 0.99;
o is set to 1; and ¢ is set to 1, so that the Frisch elasticity of labor supply is unity.

We perform two policy experiments. First, a one-time i.i.d shock on the interest rate.
Second, a one-time i.i.d shock on the tax-to-output ratio. The responses to these shocks are
calculated under three scenarios: starting at regime M and staying there forever, starting at
regime F and staying there forever, and a Mixed regime.

In the Mixed regime, the latent factors start at their means, which we set to zero according
to the confidence sets in Table 1. These zero values imply corresponding values for the initial
monetary and fiscal policy rule coefficients (a™(0) = 1.38 and 7°(0) = 0.065). Over the
response horizon, the policy rule coefficients evolve according to their logistic specifications
and the joint evolution of the latent factors. To compute the responses in the Mixed regime,
we take the average of the responses for given realizations of the policy rule coefficients.
Note that in the Mixed regime the initial values of the policy rule coefficients imply that the
economy is in regime M. However, because agents expect regime F to take place for some
time in the future, the dynamics of the Mixed regime are not those of a pure M regime, but
of a regime that incorporates the features of both regimes M and F.

6.1.1 A Monetary Contraction

Figure 5 shows the responses of some of the variables of the model to a one-time 25 basis
point i.i.d. shock on the interest rate.
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Figure 6: Response to a 100 bp Increase in the Tax Rate
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The effects of a monetary contraction in a New Keynesian model in regime M are well
known: an open market operation that sells debt to households, and that is expected to
be corrected in the future via higher taxes, does not change household wealth and only in-
creases the nominal interest rate. With sticky prices the real interest rate increases, reducing
consumption, output and inflation. As the nominal interest rate decreases, as well as the
real interest rate, the output gap returns to zero and inflation to its steady state. Taxes
first decrease due to feedback from the output gap and then increase due to their Ricardian
response to lagged debt, which is now higher. Given the persistence of taxes, the present
value of expected future surpluses increases and slowly returns to steady state, while the
present value of expected future seignorage decreases on impact.

In regime F, an open market operation that sells debt to households, which is not expected
to be corrected in the future via higher taxes, increases household’s wealth. The increase in
wealth attenuates the liquidity-induced contraction in demand. Inflation drops on impact
given that the liquidity effect dominates the wealth effect.'’ The real interest rate increases
on impact, causing output to fall. Note that a “price puzzle”, in the sense of Sims (1992), is
present. Over the response horizon, inflation increases due to some unpleasant monetarist
arithmetic: Taxes are not expected to increase to pay back the debt and some monetization
of the deficit is expected. Taxes decrease on impact, reacting mainly to the output gap, and
then increase above steady state due to the initial increase in debt, since the debt coefficient
of the fiscal policy rule is small but positive. Given the persistence of taxes, the tax increase
above steady state makes the present value of expected future surpluses increase on impact.

In the Mixed regime, agents compute their responses based on their expectation of the
evolution of future regimes. As a result, the effects of a monetary contraction on inflation and
output are between the two previously described regimes. Agents’ expectations incorporate
the behavior of the economy under both regimes M and F. Thus, there is lower inflation on
impact and there is a wealth effect that translates into marginally higher inflation in the long
run. Output also falls on impact due to higher real interest rates. These results mean that,
as long as the economy does not start at one of the limiting regimes and stays there forever,
some of the wealth effect derived from regime F will influence the economy’s response to a
monetary contraction. That is, a monetary contraction decreases inflation on impact, but
the long-run effect is an increase of inflation above steady state. Sims (2011) describes this
feature of monetary policy as “stepping on a rake”.

The impact response of inflation and output to a 25 basis points increase in the interest
rate is shown in Figure 7 for a combination of values of a™(z™) and +*(z/) for 2™ = 27 in [-
10,10]. The responses of inflation and output range from -1.03% and -1.37%, respectively, in
regime M (2™ = 2/ = 10), to -0.15% and -0.42%, respectively, in regime F (2™ = 2/ = —10).
In between these limits there exists a continuum of impact responses given by the possible
combinations of the monetary and fiscal policy rule coefficients. Hence, the size of the impact
response of inflation and output to a monetary policy shock will depend on the state of the

10T determine the direction of the initial response of inflation in regime F, we use the following expression:

1 1

by =——
R 1H0AY0

o0
=Eo » MRS (st +my),
t=0
where s; and m; denote the primary surplus and seignorage, respectively, in output terms.
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Figure 7: Response on Impact to a 25 bp Increase in the Interest Rate
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monetary and fiscal policy rule coefficients at the time of policy implementation.

6.1.2 A Fiscal Contraction - Tax increase

Figure 6 shows the responses of some of the variables of the model to a one-time 100
basis point i.i.d shock on the tax-to-output ratio.

In regime M, a tax increase that retires debt does not have any effect on output or
inflation due to the Ricardian nature of the equilibrium: higher taxes today are expected to
be fully compensated with lower taxes in the future, with no wealth effect on households.
Wealth is unchanged because, on impact, the present value of expected future surpluses and
seignorage are unchanged. Taxes decrease after impact in reaction to the reduction in debt
and, given the persistence of taxes, remain below steady state at long horizons. Debt falls,
anticipating the decrease in the present value of expected future surpluses. There are no
changes in seignorage.

A tax increase in regime F reduces wealth since the increase is not expected to be reversed
in the future. The decrease in wealth reduces demand for goods and, hence, inflation. Since
the nominal interest rate responds passively to changes in inflation, the real interest rate
increases, reducing consumption and output. The present value of expected future surpluses
increases due to persistently higher taxes that will not be compensated for in the future.
The present value of expected future seignorage declines on impact due to lower inflation and
interest rates. Overall, the change in the expected present value of government net receipts
implies that debt initially increases before returning to steady state.

In the Mixed regime, as with the monetary contraction, agents’ behavior is based on their
expectation of the evolution of future regimes. As a result, the effects of a fiscal contraction
are between the two previously described regimes. That is, a change in taxes has effects on
inflation and output due to the wealth effect that emerges because agents do not expect the
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Figure 8: Response on Impact to a 100 bp Increase in the Tax Rate
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initial increase in taxes to be completely reversed in the future. However, the effects are
attenuated with respect to a pure F regime.

The impact response of inflation and output to a 100 basis point increase in the tax-to-
output ratio is shown in Figure 8 for a combination of values of ™ (2™) and 7°(z/) for 2™ = 2/
in [-10,10]. The responses of inflation and output range from 0% and 0%, respectively, in
regime M (2™ = 2/ = 10), to -0.71% and -0.78%, respectively, in regime F (2™ = 2/ = —10).
In between these limits there exists a continuum of impact responses dependent on the
combinations of monetary and fiscal policy rule coefficients. Hence, the magnitude of the
impact responses of inflation and output to a fiscal policy shock will depend on the state of
the monetary and fiscal policy rule coefficients at the time of policy implementation.

6.2 Policy Interdependence: Its Effects

In this section we analyze the effect of interdependence in monetary and fiscal policy
making as measured by a positive correlation coefficient between the latent factors, . In
Section 5.2, we showed that the estimated posterior mean of the correlation coefficient be-
tween the latent factors is 0.2. As mentioned previously, this value implies that monetary
tightenings to stabilize inflation tend to be accompanied by fiscal policy that stabilizes debt
(regime M) while fiscal policy that deviates from debt stabilization tends to be accompanied
by a loose monetary policy that contributes to keep debt stable (regime F).

The existing literature on Markov-switching policy rule coefficients assumes that inde-
pendent states drive the switches between regimes of the coefficients of each policy rule. In
that sense, there are not explicit interactions between monetary and fiscal policymaking. In
the context of the current paper, that would be analogous to the case where x = 0.

To examine the effect of policy interdependence (k > 0), we solve and simulate the model
for different values of the correlation coefficient between the latent factors. We simulate the
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Figure 9: Interdependence and Unconditional Volatilities of Output and In-
flation
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model for 1,000 periods 1,000 times, including the evolution of latent factors, and take the
standard deviation of output and inflation.'! Figure 9 illustrates the results of the exercise
where the unconditional standard deviations have been normalized to one when x = 0, which
is the case of absence of coordination.

As can be seen from the figure, the stronger the association between monetary and fiscal
policymaking, as measured by the degree of synchronization of changes in the coefficients of
the policy rules, the smaller the unconditional standard deviation of the series. The results
show that going from a scenario of independent switching in the coefficients of the policy
rules to a scenario of relatively low interdependence, as measured by x = 0.25, would result
in a decrease of between 1% and 2% in the unconditional standard deviation of inflation or
output.

To understand this result, recall that the only two determinate equilibria arise in regimes
M and F, while the other two equilibria imply either an indeterminacy or a solution with
unbounded debt. Under the indeterminate equilibrium, the presence of sunspot shocks may
imply a higher volatility of inflation, whereas under the unbounded debt equilibrium there is
not a stationary solution to the macroeconomic model. Hence, policy co-movements in the
direction of the M and F regimes would help stabilize output and inflation with respect to
the case of no policy co-movements or co-movements away from determinate regimes.

7 Concluding Remarks

In this paper, we formulated and solved a New Keynesian model with time-varying policy
rule coefficients that allows for interdependence between monetary and fiscal policymaking.
This specification permits analyzing the effects of monetary and fiscal policy in an environ-
ment where agents expect the economy to evolve between times where the nominal anchor
is provided by monetary policymaking and times where the nominal anchor is provided by

1 The standard deviation of the shocks is kept fixed across simulations.
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fiscal policymaking.

We estimated the policy rules, and obtained results showing that there have been fluctu-
ations in the monetary and fiscal policy rule coefficients. Additionally, policymaking shows
important persistence, with fiscal policy being somewhat more persistent than monetary
policy. The results also show that there is a degree of policy interdependence, given by a
positive correlation coefficient between the latent factors that drive the evolution of policy
rule coefficients. More specifically, fiscal policy that focuses on keeping debt under control
tends to accompany monetary policy that focuses on keeping inflation under control, and
monetary policy that keeps interest rates with a low reaction to inflation tends to accompany
fiscal policy that departs from debt stabilization.

Policy experiments show that when agents expect the economy to evolve between a regime
of monetary price determination and a regime of fiscal price determination, contractionary
monetary policy lowers inflation in the short run and increases it in the long run. The exper-
iments reveal that (lump-sum) taxes have effects on output and inflation, as the literature
on the fiscal theory of the price level suggests, but effects are attenuated relative to a pure
fiscal regime.
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Appendix

A Model Setup

The representative household solves the following problem:

max Eq Z@t< t/At +X log (M/P,) — x H1+‘f’>
{Co.Mt/P,Bi}zy 45 M B Hl"’@

subject to

M{ B, T, W, D, ML, Bis
O R R AR APy ¥ —Zt R
R R R e A SR
M ,+R_{B_;

Py

fort > 0,

given,

M, + B
lim MRSOtL =0,

t—o00 H

where M RS, denotes the marginal rate of substitution between period 0 and period ¢. The
necessary first order conditions are:

- i(9)_0—Atzo (45)

Ap \ Ay

W,
H, : —XHH;”+)\tFt:O (46)

t

M M P,
=t ) =\ + BEN =0 A7
P, XM(Pt ¢ + PE, t+1Pt+1 (47)
B, : Ay 5351«:&“ =0, (48)
Pt f)t—&-l
M B, T, W, D, M, B

Ao G b Lopg ot R =0 49
R e T A A 49)

where )\; is the Lagrange multiplier associated to the budget constraint at time ¢.
From (45) and (48),

Ct/At )U At Pt
1 =pBRE . 50
PRE: <0t+1/At+1 Ao Py (50)
From (45) and (46)
C\’° W
xmnH{ Ay <Xi> = F: (51)
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From (45), (47) and (48),

Mt Ct 7 Rt

Profits of intermediate firm j are given by

Di(j) _ Pl)y o Wi, o 6 P) i
P~ p Yi(j) — ELt(J) -5 (HPt—1<j) - 1) Yi. (53)
Substituting (8) and (9) in (53) yields
Di(j) _ | (R@) " PG\ _ ¢ (_PG) i
P (T) o <T) 2 (HPt_1<j> _1> i

Then, intermediate firm j chooses P;(j) to maximize

() () 5w

The first order condition to this maximization problem is

E:) MRSk
k=0

RO\ L, g (RO (B0 !
— Y- - )
o = o () g (7 VTR bl I
Pria(y) Pria(d)
Y, -1 . 4
+BAi41 t+1¢< TP, [P (54)
In a symmetric equilibrium, P,(j) = P, L;(j) = L; and Y;(j) = Y}, hence
Di(j) _ Dy ¢> P i
=1y -2 1) |v.
R O R AN T t %)

In equilibrium, M = M = My, B; = 0 and H; = L;. Then, (11), (55) and (49) imply
(12). In the symmetric equilibrium, substituting (45) into (54) yields (13). Finally, the
symmetric equilibrium yields (15), (52) is (16), and (50) is (14).

Before proceeding to the log-linearization of the model, it is convenient to write (11) in
terms of nominal output. The resulting expression is

1 1 1 1 1 1 1

bp=1-——7n——+———+Ri_1b 516)
' gt nt Ut+vt71HtAth tltlHtAY;t ()

where AY; =VY;/Y; ;.
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To obtain (17), start with (15) and recall the definition of ¥y = W;/P,A; to get

C o
Py = XHLfAt (Xi) .

In the symmetric equilibrium, from (9), Y; = A;L;, and without price rigidities, ¢, = Gte—zl

and Cy = Y;/g;, hence
0, — 1 Y;* pto .
=XH | 7 9 -

9t At

Once the variables have been de-trended by dividing them by A;, the absence of shocks
yields (18) from (14), (21) from (16), (19) from combining (12) and (17), (20) from (19) and
¢t = Y/ gr, and (22) from (56) with Ay = 0.

B Matrices for Solving the Model

The matrices in system (33)-(35) are given by

G:[O 0 —1/c 0 0 0 0 )/¢}’ J:F 1/0}’

00 0 000 —0-—1(p+0 0 g
B —1 0 1=pg 0 pJo 0 0
K_[(G—l)(go—i—a)/gb —1}7 M—[ 0 0 0 0 o]’
-1 0 1/(R—1) 0 0 0 0 T
1/vb —1 0 —7r/b —(1/blIs +1/8) 0 0
0 0 -1 0 0 0 —(1—pr)a¥(z")
A(z)=1] 0 0 0 —1 0 0 —(1—p )|,
0 0 0 0 ~1 ~1 0
0 0 0 0 0 ~1 0
L0 0 0 0 0 0 ~1 |
[0 0 0 0 0 0 0]
—1/vI16b 1/8 1/8 0 0 0 0
0 0 pr 0 0 0 0
B(z]) = 0 (L=p (/) 0 pr 00 0Of,
0 0 0 0 000
0 0 0 0 110
L0 0 0 0 0 0 0]
[ 1—o0o 0 i
0 —(1/bo118 + 1/B)
(1=pr)a(z") (1= pr)a™(z")
C(z) = | (1= p (=) 0 :
1 0
0 0
L O 0 -
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o 0000
1/bg 0000
0 0010
D= 0 000 1{,
0 0100
0 0000
o/(¢+0)+1/(e+0) 0 0 0 O]
(p, 0 0 0 0
0 pp 0 00
N=[0 0 p, 00
0 0 0 0O
[0 0 0 00

C Obtaining the Coefficients of the Logistic Functions

Each of the elements in the matrices P(z;), Q(2;), R(2¢), S(z;) have the bivariate logistic
functional form (38), which is reproduced here for convenience and is illustrated in Figure
10:

1 1
Ltexp (= Fom (27" =Fsm)) 1+exp (—Fay (2{ —Fsy))

F(z) = Fo + By

1 — F, P Fom (" —Fsm)) oxp (—Foy (= —Fsy))
4 14-exp (—Fom (2" —F3m)) 1+exp (—FQf (zZ—F3I))

Figure 10: Bivariate Logistic Function
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To avoid computational costs, we find the solutions to the coefficients in R(z;) and S(z;)
only, solving for inflation and output, leaving the full solution of the model to be accounted
for the structural equations of the state variables (25)-(32). Given the structure of the vector
of shocks, S(z;) is a matrix with 10 distinct elements. Given the structure of the vector of
state variables, R(z;) is a matrix with 10 distinct elements as well, although it has 14 entries.
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Therefore, in total there are 20 x 6 = 120 coefficients of the logistic functions to be found to
obtain a solution.

C.1 Finding Fjy and F}

Notice that the time-varying policy rule coefficients have the following limiting combina-
tions (bounds):

2" — F00 2" — —00
a"(z) =al +af a¥(2") =af + of
Ao too |t D )
7<Zt)—70+71 7(%)-70"‘71
a"(zM) =af a¥(zM™) =af
ztf—>—oo b( tf)_ bo y( tf)_ ;]
() =% &)=

Also, notice that F(z;) has the following limiting expressions:

2" — 400 2" — —00
2l = +oo | F(z) = Fy+
z,{ — —00 F(z) = Fy

To obtain Fy and Fi, we solve the constant-coefficient versions of the model two times
using Uhlig (1998), at the two different limiting combinations of the latent factors z;* and
th . We solve for the two bounds making sure that the solutions deliver determinacy of the
equilibria at the bounds.

C.2 Flndll’lg FQm,FQf,Fg,m,Fgf
Substitute (36)-(37) in (33)-(35) to obtain
{A(zt)P(zt) + C(zt)R(z) + B(z{)} ke—1 4+ [A(2)Q(2t) + C(2:)S(zt) + D] ut =0,
{[JR(Zt) + G] P(Zt) + KR(Zt)} ki—1 + { [JR(Zt) + G] Q(Zt) + JS(Zt)N + KS(Zt) + M} ur = 0,

where R(z;) = E;R(z41) and S(2;) = E;S(2.41). By the undetermined coefficients method,
we have
A(z)P(2) + C(z)R(z) + B(zf) =0
A(2)Q(2t) + C(2)S(2) + D=0
[JR(2) + G| Q(2) + IS(2)N + KS(z) + M = 0.
Then, solving for R(z;) and S(z;), we have

[K + G + IR (2)][~A(2)] ' C) R(z) = ~[G + TR(21)][~A(z)] "' B(=)
K + [G + JR(z)][~A(2:)] ' C(2)]S(z) = —IS(z)N — M — [G + JR(z)][~A(z,)]'D.
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Let

T(z;) = K + [G 4+ JR(z,)][-A(z)] ' C(z) (57)
U(z) = -G+ JR(zt)H—A(zt)]‘l?(zf ) (58)
V(z;) = —JS(z,)N — M — [G + JR(z,)][-A(z,)] ' D. (59)

Then, using the relevant elements of R(z;) and S(z;), we can write

T ] 5] = Vi) @

Given Fy, Fy and Fy, F(z;) takes the following expressions that include Fb,,, Fof, Fip,
and Fiy:

Fy
lim F(0,7) = F
o Jm O = F )
F
lim F(z",0) = F
* ik (2",0) = Fo + 1+ exp(FyyFiy)

0
* 82_7”F('Zznao)‘z,{”zo:gm<F17F2m7F3m7F2f7F3f7F4)
t

0
* FF(Z;naoﬂztfzo:gf(F17F2m7F3m’F2f7F3f>F4)7

2

where g,,(-) and gf(-) are nonlinear functions of their respective arguments.
Then, to find Fy,, For, Fiy, and Fzp we solve the following system of equations for the
relevant elements of R(z;) and S(z):

[ lim T(0,z]) 0 [ lim R(0,2)) lim U(0,z)
z{%oo thg)OO _ Z[*)OO
0 lim T(0,2/)| | lim S(0,2)) lim V(0,2)]’
L Z‘tf*)OO _z{%oo Z'tf*)OO
[ lim T(2}",0) 0 1 [ lim R(2™,0) lim U(z}",0)
2]t =00 z{*—r00 |zt o0
0 lim T(z",0) lim S(2/*,0)| | lm V(z",0)|’
L 2yt —00 i z{*—00 2yt —00
9 m
PR T(z",0)|.m—g , 0 [R(0,0)] .
m S(0,0)
0 T 0)],m_ ’
8Ztm (zt ) )‘z
9 m
. [T(ojo) 0 ] o RE Olp=o|
0  T(0,0 m B
(0.0) oz S(z",0)|,m_g



r 0
@ U(Zln,o)‘zm_
_@ V(Ztmao)|z{”*
-9 ;
— T(0, 2z 0
o Ty Ro0)
0
0 — T(0,%) 5(0,0)
I o< #/=0
— R(0, 2
N [T(0,0) 0 ] 92/ O], _
0 TOOI s,
8zt 2y =
0
— U(0,z)
_ o =
— ) ; :
f V 07 ’
aztf 0.2) 7 =0
where
(-1 0 1/(R—1) 0 0 0 0 T
1/vb —1 0 /b (1l +1/8) 0O 0
) 0 0 1 0 0 0 —(1—pr) (ag+#ﬁaga§))
Jdim A@©z)=| 0 o 0 1 0 0 —(1=pr) (08 +7)
z{ =400 0 0 0 0 —1 -1 0
0 0 0 0 0 -1 0
L0 0 0 0 0 0 -1 ]
[-1 0 1/(R-1) 0 0 0 0 ]
1/vb -1 0 —-7/b —(1/vll6 +1/8) O 0
0 0 -1 0 0 0 —(1—pr)(e¥ +a¥)
. moo y Y
Z?&niooA(zt 0= 0 0 0 -1 0 0 —(1—pr) (’Vo + W)
0 0 0 0 -1 -1 0
0 0 0 0 0 -1 0
L0 0 0 0 0 0 -1 |
[ l1-0 0 ]
0 —(1/0I16 +1/P)
. ; (1—pr) (0!8 + ﬁm) (1—pr) (O‘g + ﬁm)
Mm €0,z = (1= )38 +1) 0 ’
zZy —+00 1 0
0 0
L O 0 -
[ l—0o 0 ]
0 ~(1/0115 + 1/8)
(1= pr) (af +af) (1 —pr)(af +af)
. m o Y 8t
zg"lig:ooc(zt ,0)=[(1—pr) (Vo Jlr W) g ;
0 0
- 0 O =
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) 0 0 0 0 0 0]
—1/0118 1/8 /8 0 0 0 0
0 0 pr 0 0 0 0
b
BO)=| 0 (=p)(W+msmy) 0 e 00 0[,
0 0 0 0 0 0 0
0 0 0 0 1 1 0
|0 0 0 0 0 0 0
) 0 0 0 0 0 0]
—1/0I16 /B /6 0 0 0 0
0 0 pr 0 0 0 0
lm BE)=| 0 (1-p)(E+h) 0 pr 0 00
7 —++oo 0 0 0 0 0 0 0
0 0 0 0 1 1 0
0 0 0 0 0 0 0
M 0 0 0 0 0 0 1
000000 0
ol al exp(alad)
. 00000 0 —(1-pr)GeEgatan
5. AE0Lpo=10 0 0 0 0 0 0
¢ 000000 0
000000 0
000 0 0 0 0 |
r 0 0
0 0
a?ad exp(ajal) alal exp(alal)
0 im (1= pr)Graptagany (1~ PR) Wéptazan)®
aom C(z a0)|z;n:0: 0 0
o | 0 0
0 0
L 0 0
ro 0 00 0 0 0
0 0 00 00
5 0 0 00000
f Y17y2 exp(y2y3)
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C.3 Finding F}

Given Fy, F1, Fo,, oy, Fs,, and Fs¢, we have the following expression that includes Fy:

1 1
1+exp(Fom F3m) 1+exp( Fy s F.
F(0) = Fo+ o b oen{ )
1 - F4 exp(Fom F3m) exp( 2f 3f)

1+‘3XP(F2mF3m) 1+exp(F2fF3f)

Then, to find F; we solve the following system of equations:
T(0) 0 R(0)|  [U(0)
0 T [SO)| [V(O)]"
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D Computation of R(z) and S(z)

To obtain E;R(z;y1) and E;S(z41) we perform a second order Taylor expansion to

F(z41) = F(Zﬁp th+1)

= F(szztm + ftTfLHa pith + glf—i-l)
around £}, = ftf +1 = 0 as follows:

F(Zﬁb Z{Jrl) ~ F(/)zmzzna pzfzgc> + Fm(pzmzln, pzfztf>£ﬁ1 + Ff(pzmzzna pzfztf>£{+1+
+ O5me<pzmzln7 szzf)(fﬁ-l)2 + O5Fff(pzmzz:n7 pzfzz{)(ftf—l-lf—f—
+ me(pzmzlna pzfzf)gﬁ-lgtf—&-h

where Fj(-) and Fj;(-) denote the partial derivative of F(-) with respect to ' and the par-
tial derivative of F(-) with respect to & first and then with respect to &, for j = m, f,
respectively.

Then, taking expectation conditional to z;" and zf , we get

E (F(:ft o)l 2 ) m Flpanf®, pursl)+
+ O5me(pzmztm7 pzfztf) + 0'5Fff(pzmztma pzlef)+
+ Epp(pam 2™, pos 2l ).

Notice that the expectation of the coefficient matrices involves k, the correlation coeffi-
cient between the latent factors that drive the evolution of the monetary and fiscal policy
rule coefficients. When taking expectations, the agents of the model incorporate the degree
of interdependence in policymaking.

E Verifying the Guessed Functional Form

Having obtained the coefficients of the logistic functions that characterize the solution,
it is necessary to verify that the guessed functional forms for R(z;) and S(z;) are indeed
logistic. Recall the system of equations in (60):

" e [ste) = [viea]

Notice that if both 2" and z/ were white noise processes, then both R(z;) and S(z)
would be constant matrices. In that case, if the coefficients on the output gap of both policy
rules were constant, T(-) in (57) would be a function of 2™ only through C(z"), U(-) in (58)
would be a function of z/ only through B(z/), and V(-) would be constant. This implies
that some of the elements of R(:) are bivariate logistic functions, and that all the elements
of S(+) are univariate logistic functions that depend on z™. In particular, only the entries

in the second column of R(-), those that relate the behavior of inflation and the output
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gap with the evolution of lagged debt, depend on both 2" and ztf ; all the other elements
are univariate logistic functions dependent on z;". Hence, in the absence of persistence in
the latent factors, it is easy to show that the solution matrices follow indeed bivariate (or
univariate) logistic functions. It can be shown that the same argument holds if the policy
rule coefficients on the output gap are time varying.

In any case, however, and in particular when the latent factors are persistent, the solution
has to be such that in (60) we do not ‘divide by zero’. The issue has to do with the fact
that since the transition between states is continuous, as opposed to the Markov-switching
setup of policy rule coefficients, for some values of z; there may exist a discontinuity in the
solution. To see this, consider the simple Fisherian model:

Ry = Eymin + uy

Rt = O{(Zt)’/'('t

U1 = PuUt + Et+1, Et ~ iid IN(O, 0‘), |pu| <1
Ztr1 = P2+ £t+17 gt ~ iid IN(07 1)7 0< Pz <1
zilug Vs, t

a1
1+ exp (—anz)’

alz) = ap +

where the notation is the same as in the new Keynesian model, since this is a particular
version of the model presented in the paper.
We guess that the fundamental solution is given by

Ty = a(zt)ut,
where

a1
1+ exp (—az(z — )’

a(z) = ag +
Solving for a(z;), we have
pulEia(zeq1) + 1
a(z)

Performing a first-order Taylor expansion to a(z;11) around &1 = 0, we get

= a(z).

3]
1+ exp(—az(p,z; — as))

a(z) = a(p.zt) = ap +

If p, =1, it is easy to see that

1
a(z) = —oz(zt) 0

Hence, for the solution to be logistic —and continuous, we need «(z;) > p, Vz;, which is
the same as ag > p,, given the monotonicity of a(z;).
To derive the analogous condition in the more general case of the model presented in the
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paper, rewrite (60) for S(z;) ignoring the last two terms of (59), as follows:
T(z:)S(z:) = —JS(z)N,
which can be rewritten as
(I; ® T(z:)) vec (S(z)) = — (N @ J) vec (S(z1)) .

Hence, a sufficient condition for the continuity of the solution is that each of the elements
of — (Is ® T(—00)) is greater than the corresponding element of (NT ® J).

F Endogeneity Setup

Let GSP; be the demeaned government spending to output ratio in period ¢, M2G; the
annual rate of growth of M2 in period ¢, and CMP,; commodity price inflation. In order to
account for the existence of endogeneity, the observation equations (39)-(40) of the state-
space model have to be modified by introducing a system of simultaneous equations. To that
end, let

Y10 = INTy,

Y2t = TAX,,

x1: = [INF;, GAP,],
X9+ = [DBT;_1, GAPy],
a(z") = [a" ("), ¥ ("],
Y= =Gy (f)]’,
wi = [{INF;_s}5_ 1,{GAPt N S 1,{GSPt S 1,{M2Gt S 1,{CMPt s ]

wo; = [DBT,_q, {INF;_¢}o_ 1,{GAPt ) S 1,{GSPt $Jem 1,{MQG% P S 1,{CMPt s ]

Hence, conditional on z;, the state-space model (39)-(44) can be divided into two models:
one for the interest rate equation, and another for the tax rate equation. The observation
equations of each of the models are:

Y1t = prY1,1—1 + (1 — pr)x10(2") + Uﬁ (61)
X1t = Wil + vy, (62)
and
Yor = pry2i—1 + (1 — pr )Xo, t’Y(Zt )+ vf (63)
Xot = Wallo + vay. (64)

Here, II; and I, are conformable parameter matrices, and v;; ~ iid IN(0, ¥;) for ¢ = 1,2.
We introduce endogeneity in (61)-(62) and (63)-(64) by specifying

Rx R
v =v1.401 + ey,
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T* T
vt =va02 + €],
where v] = o;,0]" for j = R, 7, and

Rlyri1, vig ~ iid N (0,1 — &,0,8,),
e7|yas—1,Vay ~ iid IN (0,1 — §5U545) .

Let y: = [y1.4, ¥24) and Yy = {ys}._,. Appendix G shows how to obtain the conditional
likelihood function of Y.

G The Likelihood Function of the Model with Endo-
geneity, Time-Varying Coefficients and Stochastic
Volatility

Notice that the joint density function of y; ; and v;, conditional on y; ;—;, for i = 1,2, and
the latent factors and stochastic volatility (these last two omitted from the density functions
below) can be written as

P (Wit ViglYii-1, Oy, Ov,) = by (Yit|Yit—1, Vigs Oy Ov,) Do (vig[Oy,)
= Dy (yi,t|yi,t—17 Xits Vit Oy, @xi) px<Xi,t|Wi,ta @xi)7

where Oy, for i = 1,2 is the set of parameters {é;,Il;, ¥;}. Adding the conditionality on
latent factors and stochastic volatility,

YelY1i—1,X1,6, Ve, 207 Okt Oy, Oxey ~ N (pry1i—1 + (1 — pr)x1cc(z") + opy (V1461 +ef) , 1 — 61 T167)

Yot |Y2,—1,X2,6, Vi, ZifaJT,ta Oy,,0x, ~ N (p'ry2,t71 +(1- pr)th’Y(Zg) + 07 (Vo02+ef),1— 5&\1}252)
Xit| Wi, Ox, ~ IN (w; 113, ¥;) , for i =1,2.

Let Y;: = {yis}'_;, for i = 1,2 and let X;; and V;; be defined in a similar fashion. Let
Zi, = {28} for k = m, f and let H;, = {0,4}_, for j = R,7 . Then, the conditional

log-likelihood functions of Yy p given Y1 r_1, Xy¢, Vi, Zpt, Hry, and of Yo 1 given Yo p_q,
Xot, Vau, Zy,, Hy, are, respectively,

Lir (0,(6x)) = S, CHCW)

t=1
T
'22,T <@y2(ém)> = Z l2,t <@y2(é>CQ)> )
t=1
where
R T
9xi = rgax Z 1Og (px (Xi,t|wi,t7 @xz))

=1
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is the maximum likelihood estimator of O, for i = 1,2, and

ll,t (@yl(éx1)> = log <py <y1,t|y1,t—1,X1,t, Vi, ZZ”; OR,ts ®y17 éx1>> )
l2,t <®y2 (éx2)> - 10g <py <y2,t|y27t—17 X2,ta V2,t7 ZZ, UT,ta @y27 éxg)) .

This is the two-stage conditional maximum likelihood estimation procedure suggested by
Vuong (1984). Let X; = U7, X;, and let V; be defined in a similar way. Let Z; = {zs}!_;
and H; = {h,}!_,. The log-likelihood function of Y given Y7 _1, Xy, Vr, Zr, Hy is

Lr <@y(é)X)> = i L (@y(é)X)> 5

L <@y(éx)) — 1, (@yl(éxl)) t by, (@y2<é>x2>) ,
and O, = 6,, UB,,, 0,=0, UO,,.

H Bayesian Estimation

The method presented here extends the estimation method implemented in Geweke and
Tanizaki (2001) by allowing endogeneity. Let py (y:|Xy, Vi, Z¢, Hy, ©,) denote the conditional
density of y, given Xy, V¢, Z;, H;, and ©,.. Let p,(2,|2;—1,©.) denote the conditional density
of z; given z, ; and O,. Let pn(h|/h;_1,0;) denote the conditional density of h; given h, ;
and ©y,. Define Z;7, | = {z,}!_,,, and Hy,, = {h,}, ;. Under this setup, the joint density
of Zr, Hy and Y given Xr, V4, ©,, O and ©, is given by

p(Zr, Hy, Y7 |X7,V71,0,,04,0y) = pa(Zr| X7, Vr,0:)pn(Hr X7, Vo, Z7,04)py (Y7 | X7, Vr,Zr, Hr, ©y)
= pz(Z7|©:)pn(Hr|On)py (Y1 |X1, V1, Z7, Hr, Oy),

where the last equality follows from the Markov property of {z;}._, and {hs}._,. Then, if
zo and hg are assumed to be stochastic,

1~

pz(ZT|®z) sz(zo|@z) pz(zt|zt—la@z)7

t

pa(Hr|Or) = pu(ho|O4) | | pu(hehi—1, ©r),

=L

t=1

T
py(Y7| Xy, Vo, Zr,Hyp, ©,) = pr(Yt|Xta V.72, H,;,0,),

t=1

p(zt|zt—17Z:+17YT7XT7VT7HT;®y7@m@h) X (65)
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{py(Yt|Xttha Z:, H,, @y)pz(zt|zt—1> @z>pz(zt+1|zt; @z>7 itt<T -1

py(yt‘Xt,Vt, Z, H,, @y)pz(zt‘szla 62)7 ift="T,
p(hyH, 1, H} |, Y7, X7, Vp,Z7,0,,0.,0,) x (66)
{py(yt|Xt,Vt, Zi, Hy, ©,)pn(hy|hy_1, 0,)pn(hy 1|y, ©,), ift <T —1
Py (¥e|Xs, Vi, Zi, Hy, ©)pn(he[hy—1, ©4), ift="T,
p(©y|Y 7, Xy, Vi, Zp, Hy, 0., 0) o py (Y| X, Zr, Hy, ©y)pe, (0,), (67)
p(©:Y 1, Xy, Vr, Z1, 0y, 01) o pa(Zr[6:)pe. (O:), (68)
p(©n| Y7, Xy, Vr, Hr, Oy, ©.) o pu(Hr[On)pe, (©4r), (69)

where pe,(0,), pe.(©.) and pe, (0}) are the prior densities of ©,, ©. and Oy, respectively.
From the posterior densities (67)-(69), the smoothing random draws are generated as
follows:

Step 0. Take appropriate initial values for ©,, 0., {z;}]_,, ©,, and {h,}{ , and fix IL;,
VU, for i=1,2."

Step 1. Generate a random draw of z; from p(z,|Z;_1,Z; |, Y7, X7, Vo, Hp,0,,0.,0)
fort=1,2,...,T. Draw zﬁ” using the normal proposal density

zgi) ]N(zgl b ,eK7)

where K7 is the filtered variance-covariance matrix of the random coefficients of a
random-coefficient specification of the policy rules, and c is a proper scale coefficient.
The algorithm accepts ZEZ) with probability r:

(th)yzgl 11 ’Zﬁ_@';l) YT,XT,VT,H i— 1),93(1171),921471),@5;71))

romn (i=1)7,i=1) _7#(i=1) D ol ol gG1Y’
p (A2, 20D Yo, X, Ve HYY, 00, 007 e )

Step 2. Generate a random draw of ©, from p(0,|Yr, Xz, Vr,Zr, Hy,0,,0}).

(a) Partition @yl = @ym U @ym U 6?;1.3’ where @ym = {agv af, a3, az, Ozg, azll’ ag’ Ozg}
©,,, = pr and ©,, , = §;. Partition ©,, = 0,,, UBO,,, UO,,,, where ©,, =
{787 7%7 737 7§7 737 ’Y:IlJu 737 73}7 @yz,z = Pr and ®y2,3 = 62'

Y2.2 Y2.3»

12The initial latent factors, {z;}_, are smoothed estimates of a random coefficients model of the policy
rules with constant volatility. The initial volatility processes, {h;}7_, are smoothed estimates of a stochastic
volatility model of the policy rules with constant coefficients. The initial values of the parameters of the
policy rules, ©,, are obtained from the maximization of the likelihood function given the initial processes for
the latent factors and stochastic volatilities. The initial values for ©, come from a least-squares regression
of current against lagged initial latent factors. The initial values for ©; come from a least-squares regression
of current against lagged initial log stochastic volatilities.
II; and W; for i = 1,2 are the least squares estimates of the parameters in equations (62) and (64), respec-
tively.
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(b) Generate a random draw of @ZS? sequentially, as follows:

(2)

i. Generate a random draw of a transformation of @5,?,1, (:)yl‘l, using the normal

ii.

1il.

proposal density o
@:g? ~ IN(@ (i=1) CSl.l),

Y11
where S} 1 is the variance-covariance matrix of the maximum likelihood esti-
mator of ©,, , given the initial latent factors and stochastic volatilities, and
¢ is a scale coefficient. The algorithm accepts ©; | with probability r:

} p (@;3 LY 95111 21) U 95111 31)|Y1,T7X1,T7V1,T7 Zm (1 1> 971)7 921.71))
T = min - - )
p <®Z(/Z;11) U ®<yzli21) U ®<yzli31) ‘YLTv X1, V1,1, Z(73)7 H¥71)7 6371)’9571»
Generate a random draw of a transformation of @1(/21)'2, @gﬁ?2, using the normal
proposal density
O ~N(©

Y1.2?

051.2)

where S5 is the variance—covariance matrix of the maximum likelihood esti-
mator of ©,, , given the initial latent factors and stochastic volatilities, and

c is a scale coefficient. The algorithm accepts @ vi. With probability 7:

[ r(ef) vel, uel Yy, Xy, Vi, 28 HETY, 0070 ef V)
T mm (0) (D | gli-1 ) -1 -1 gG-DY’
P(@yl_l U@y1_2 U@y1.3 |Y1,T7X1,T7V1,T,ZT 7HT :@z ’®h )

Generate a random draw of @ vis using the normal proposal density

@( ~ ]N(G)yl.saslﬁ)

Y1.3

where é)yl_3 is the least squares estimator of ©,, , using the residuals of least
squares estimations of (61) and (62), and S 3 is its least squares estimated

variance-convariance matrix. The algorithm accepts @?(fl)3 with probability r:

Y1.3

(087, vel, uel Yy r, Xy r, Vi, 28 HETV, 0070 of 7)) g(ef)),)

A { (e(yll)1 U@2(421)2 U@yl 3|Yl TaXI T:VI T7Zg),Hg_l),@gi_l)7@§f—1)> (@(Z 1)) }
r = min , ,

where ¢(-) is the proposal density.

(¢) Generate a random draw of @z(jz) sequentially, as follows:

. Generate a random draw of a transformation of ®y2 s éggl, using the normal
proposal density

< (-1
O, ~ WO, 1),

where Sy is the variance-covariance matrix of the maximum likelihood esti-

mator of ©,,, given the initial latent factors and stochastic volatilities, and

c is a scale coefficient. The algorithm accepts @3(2_1 with probability 7:

. { p (08, Vel U6l ) IYar X r, Varr, 20 HE ™Y, 0071, o)) }
T = min

P <®<yi;11) U 9(;2 21) <yZQ 51 Y2 7, X2 7, Vo1, Z<Ti)7 Hﬁ“), @gi71)792i71>)
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ii. Generate a random draw of a transformation of @1(/22, (5);22, using the normal
proposal density

é() ~ ]N(@ CSQ 2)

where S35 is the variance-covariance matrix of the maximum likelihood esti-
mator of ©,,, given the initial latent factors and stochastic volatilities, and

Y2.27

y2.2
c is a scale coefficient. The algorithm accepts ®y2 , with probability 7:

A (915122) U 61512)2 U @7(;2 31)|Y2,T’ XQ,T7V2,T7 Z%i),ngi_l), @g—n’ @ELi_1)>
ro D el @ =01 oD g6-DY’
<@1F]2)1 U@(yzQQ U@ 2.3 |Y2,T7X2,T7V2,T’ZT 7HT 792 a®h )

iii. Generate a random draw of @ ys5 Using the normal proposal density

62(422 3 <@y2.3’ 32-3)
where @y2_3 is the least squares estimator of ©,, , using the residuals of least

squares estimations of (63) and (64), and Sy 3 is its least squares estimated
variance-convariance matrix. The algorithm accepts @182)3 with probability r:

. (@7512)1 U6y, Uy, IYsr, Xar, Vs T7Z(i),H¥_1),@g—1),@S_l)> 9@y b ) |
rom 1) ) gD ol-1) g(i-1) (7
(@5];1 U@(l) U@(Z |Y2 T,Xg T7V2 T,Z ’HT 7@z ’®h ) (®y23)

Yy2.2

where ¢(+) is the proposal density.

Step 3. Generate a random draw of h; from p(h;|H,_, H; |, Y7, X7, V,Z7,0,,0.,0})
fort=1,2,...,T. Draw hgl) using the normal proposal density

by ~ N(hy"V, ek}

where K] is the filtered variance-covariance matrix of the volatility of a constant-
coefficient specification of the policy rules, and c is a proper scale coefficient. The
algorithm accepts hgl) with probability 7:

<h( |H§Z 11 aHZ(ffl),YT,XT,VT, ng), @;i)’ @gi_1)’ @(i_1)>

1

r = min

p( ) |Ht 1 7Ht+11 Y YT7XT7VT7ZT 769 7@(1 Y @Ezi_l))’

Step 4. Generate a random draw of ©, from p(0,|Y, X1, Vr, Zr, 0,, 0),) sequentially,
as follows:

(a) Partition ©, = ©,; U O, where 0,7 = {p,m,p.s} and 0,5 = {k}.

(b) Generate a random draw { ,03), ,ogf)} using two independent Beta proposal densities
(expressed in terms of means and standard deviations)

p% ~ Beta(p,m, 0. )
pSf) ~ Beta(ﬁzmv &ﬁzf)7
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where p,m is the ordinary least squares estimate of p,m in (41) using {zt NT

and 0;_, is its standard error. The same applies for p,s and 7, 5 which come

from the estimation of (42) using {2 (i)}thl' The algorithm accepts {pzm, p }
with probability r:

p (00 U6 Y Xy, V1, 2, 6,,6,) (i) D)

g(pzm ’pzf
(@(Z 1 (Z 2 |YT7XT7VT1 Z;)7®ya@h) g(pi%,pif))

r = min

(¢) Generate a random draw x(® using a four-parameter Beta proposal density with
range on [-1,1] (expressed in terms of mean and standard deviation)

k¥ ~ TransformedBeta(, (1 — &%) /v/n — 1),

where £ is the correlation coefficient between the residuals of equations (41) and
(42) using p% and pgf) as estimated coefficients where corresponds. The algorithm

accepts £ with probability r:

p <@Sl) U 6,(222) ’YTa XT7 VT7 Z’(Zz)a 61/7 @h> g(,‘i(i_l))
D (@(;1) (z 1)|YT,XT, VT, T 7@y’ @h> g(/{,(i))

r = min

, 1

Step 5. Generate a random draw of ©,, from p(©,|Yr,Xr,Vy, Hyp, ©,,0,).

(a) Partition ©), = Op; UBOy, where Oy = {ln JR, Pops 007, py} and Ope = {ng, n: }.

(b) Generate a random draw {In O‘R oS el pgf} using the independent proposal
densities (expressed in terms of means and standard deviations)

p((;’; ~ Beta(ﬁam 6ﬁo—R)
p((fz ~ Beta(ﬁaﬂ a’p},,,.)
cg;) ~ IN (éR, &CR)
D~ N (é,6..),

with lnag = cR)/(l - pgl)?) and Ino) = cT)/( pUT), where ¢g, p,,, are the
least squares estimates of (1 — p,,)Inog and p,,. in (43), respectlvely, usmg

{In O'Rt T, and where ¢, pUT are obtamed similarly from (44) using {In aTt}

The algorithm accepts {In UR , paR, ol ,pg)} with probability r:

(1) (i-1) (4) - . .
r — min (@hzl U @ Z |YTv XTvaaHT a@yv @z) g(]n o—% 1)7p<(73 1) Jno ( 1)7Pz(7.r 1)) .
p(ef @53; Y7 X, Ve, HY6,,0.) (im0 o o )
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(c) Generate a random draw {77%), 779} using the inverted gamma proposal densities

0 ~ 1G(E™ERD qp)
) ~IGETVED ap),

where &R(i) = In ag?t —(1— pgR)lnch pgR In JR)t , and ST(Z lno() (1—
pg?) In ag) — pg? In ag_l are residuals, and £R and §T i) are vectors that stack

the respective residuals. The algorithm accepts {ng), ng)} with probability r:

<@§111 U@h2‘YT7XT7VT7 T 7@ S) ) (-1 (- 1))
1

gng nr
p (61111 U @hz_ |YTv)(T7\[T7I_Ijz >®ya @z> 9(77%)7775)>

r = min

Step 6. Repeat steps 1-4 N times to obtain N random draws of Z;, Hr, 6,, ©, and
Op.

In steps (ii)-(vi) the random draws of Z, H, ©,, ©, and ©;, are updated. This sampling
method is referred to as the Gibbs sampler. To generate the random draws of z;, h; for
t=1,2,....T, 0, 0, and O, we use the Metropolis-Hastings (M-H) algorithm. That is,
the Gibbs sampler and the M-H algorithm are combined to obtain the smoothing random
draws from the state-space model.
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