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A predictive multi-agent approach to model systems

with linear rational expectations

(An earlier edition of this paper was presented at First Iranian Economics Conference, Tehran, Iran, Nov. 2011)

Moeen Mostafa\}l,AIireza Fateh2|, Hamed Shakouri é Peter Von zur Muehlén

Abstract: Expectation formation plays a principal role in of the requirement that, in equilibrium, expectasionust
economic systems. We examine and revise the stnddoe consistent with a given model’s predictions #mat
rational expectations (RE) model, generally takerttee  the solution of the model be uniquely stable, ecosts
best paradigm for expectations modelling, and ssigge have developed a set of what are called “determgfnac
new method to model rational expectations. Conweeati conditions necessary for uniquely stable solutiads
conditions that assert the stability and uniqueneks linear dynamic RE models.

popular solution methods are shown to be insufficie Determinacy conditions were originally derived 8D
The agent-based new modelling approach suggested lny Blanchard and Kahn (BK) [3] and have since then
this paper will be shown to lead to uniquely stablebeen widely used by other economists [4-7]. More
solutions. recently, Sims[8] developed an alternative and more
generalized solution technique that is now alsoelyid
used in the literature.

' However, recently we [9] reported a weakness inBKe
determinacy condition, a weakness also observe@huy
and McCallum [10] and Sims [11]. Using some simple
contradictory examples, we demonstrated the natfire
this weakness and underlying reasons [9].

Lots of economists believe that the main difference .. ! . -
. ince problems with solving RE models are not kahito
between natural systems and social systems are the

forward-looking decisions in social systems. The o$ € BK approach, it is usefl_JI to take a fresh ladkow
tg think of and solve dynamic RE systems.

expectations in economic systems goes back to ”]nthis paper, we propose a new framework for migdg!

e e o bt RE Syslms. o tat i based o predcive coano
y P agent-based modelling. We will show that this frarmek

began at the beginning of the 19-th cen{diy A modern . . ) L . X
formal revival of the role of expectations in ecomcs is IS consistent Muth’s [2] original conception of icatal
expectations.

by Muth [2], who introduced the concept of ratlonal_.l_he paper is organized as follows. The followingtiss

gx_p_ectatlons (RE), now widely qccepted as a mal%riefly reviews classical RE models and shows theim
riving force of expectation formation in contemgair ) oo
practical weaknesses. The next section introdueeg n

economics. tools to model RE systems. We demonstrate the
The main idea in rational expectations is that joteuhs, ; ystems. ~AVe .
conclusions from our analysis via simulations. Tast

always based on currently available informationdenby ; .

decision making units in an economy, are notsecuon gives a summary.
systematically wrong in that all errors are random. 2 Classical RE models

Because such predictions must, in equilibrium, be

consistent with the model describing agents’ behavia  aq indicated in the introduction, RE is a hypotkesi
better term for rational expectations is “modelsistent”  ..;nomics requiring that agents in an economy form
expectations. Economists have mostly settled aiy819 el consistent  expectation.  In conceptional

linear versions of dynamic RE models with specialyegcriptions, rationally formed expectations of ufat
applications to the analysis of monetary policyc@ese arjahles based on available information are camsi

Keywords: Rational expectation, Predictive control
Economics dynamic

1 Introduction

! Corresponding Author: APAC Research Group, Faailtiglectrical & Computer Engineering, K.N.Toosi iersity
of Technology,Tehran, Iran, mostafavimoeen@gmait.co

2 APAC Research Group, Faculty of Electrical & CotgslEngineering, K.N.Toosi University of Technolggghran,
Iran, fatehi@kntu.ac.ir

% Industrial Engineering Department, University @tFan, Tehran, Iramshakour@ut.acir

* Federal Reserve Board, retired, pmuehlen@verizbn.n



A predictive multi-agent approach to model systemswith linear rational expectations

to be the best possible estimates. However, asowvd p PROPOSITION 3: If nD<dim(R) then there is an
out, in classmal_ RE_ mode_zls, ce;rtam Weaknessesec:auimcinite number of solutions.
some mathematical inconsistencies. )

In classical dynamic RE models, one distinguishe-2 A practical example

between predetermined and non-predetermined vasablClassical RE models are usually written at an agggiee
(also known as jump variables). Predetermined bbega level, and the stability and robustness of theeddsop
have the same structure as state variables in atontrsystems are analyzed.

engineering; but non-predetermined variables arebttst  For the example, we take the following model, whigh
estimates of future values of some variables. Based called the canonical New Keynesian model. It is a
current information, non-predetermined variablesuith  simplified version of the models which are used by
be replaced by equations of other variables. Thisentral banks,

procedure is known as the solution method of REetsd

To take a closer look, we examine the approach

advocated by Blanchard and Kahn[3]

21 Summary of BK approach
BK considered the following canonical model [3]:

X X
tt+l t

whereX, is given initial state and

=E'x,_.-olr -E N ~t"

X TR X U[rt 't +1 rt}
*

I'It—kxt+,8EtI'It+1

n

n
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where x is the log deviation of output from potential
output, N is the inflation ratefr is a short-term interest

X:: ‘predetermined variables’ (determined in t-1 orrate controlled by the central bank, and is the natural

earlier)

Py ‘jump variables’ (choice variables determined)in
Z;: exogenous (random) variableg |[< M <o

Pw1: expected value d?,., at timet:

t F} +1° E(Pt |Qt ) @

+1

interest rate---the rate at which output growthcpemls at
capacity, and unemployment is at its natural ogiam

equilibrium level.

The first equation describes aggregate demand @%);
the second equation is aggregate supply (AS). ystes

where E () is the mathematical expectation operator;S closed with a policy rule fof, , which is the policy

Q) is the information set @t Q (t) 0 Q(t-1) ; Q(+)
includes at least past and current valuesXoP, Z,
however the information set may include other exogs
variables tharZ. Also, it may include future values of
exogenous variables.

Let A <A,< ... <A ben eigenvalues oA (counting

multiplicities). Let n” be the number of eigenvalues
larger than one, then:
PROPOSITION 1: Ifnﬂzdim(pt) then there exists a

unique solution.
PROPOSITION 2: If n”>dim(R) then there is no

nonexplosive solution.

L-kop -ko
T
B - Boy
X
k
A= -—
B
pk pp -kop ¢ -kop
T X X X
B B~Bog,

In this example the BK determinacy criterion haifdsnd
only if two eigenvalues of A have absolute valueager

that unity. However, Cho and McCallum [10] and
Mostafavi, et. al. [9] have shown that even if BK’s

determinacy condition is satisfied, the system rbay
unstable.

——

instrument. The following commonly described policy
feedback rule closes the model,
= 4

AR LRI
In the economic literature the values gf ¢ and ?
77X
are selected in a way to minimize a quadratic Loss
function involving selected the states in the model
matrix form, the model is written.

*
E, x
tt+1 X - (5)
* — n
Etnt+1 =A I'It + 8 rt
t -1
whereA is given below:
op -0 op |
T r
B - Bop 1-o9
X X
1
— 0
B
g 0P @Y —0p oY @
M, _ X X r'x +
B B-Pop  1-op T

2.3 Themain weaknesses of classical methods

In a recent report [9], we showed that BK’s dete@auly
condition is insufficient for the stability of RE adels.
Since other methods [8, 12]imply the same criteffimn

—t
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simplified examples, some fundamental revision @awh Compared with other classical controllers, model-
one approaches dynamic RE models is required. predictive controllers use more information (therence
231  Sructure trajectory), so that the behaviour of each agent is
Usually, economic systems have a multiple-inputanalogous to a predictive controller.

multiple-output (MIMO) structure without a centdd 2.3.3  Functional controllability

controller. In such systems, different agents atéitheir In economic systems it is usually required thatthé
own inputs to minimize a loss function and thudealdif states of a system follow a trajectory, which metuad
from classical decentralized controllers becauseldds each of the states plays the role of an output;santhe
function of these agents can have heterogeneonsfdon  concept of functional controllability is needed.

economic systems, it is possible that all agentsimc Consider a MIMO plant with m inputs and | output. |
unison, and it is possible that some agents act torder to control all outputs independently the planust
minimize a state while others act to maximize itfda@o be functionally controllable [13]. A necessary ndt
there may be competition among them. These agpnts tsufficient condition for functionally controllabiii is

to estimate the future behaviour of the system,lzasbd m>1 .

on this estimation, they optimally determine theuts Note the differences between the following caseasafo

that under their control. system with 2 agents and 2 states,

In economic systems, where different agents caeula | The system has 3 inputs, and 2 of them are
individual and often conflicting feedback rulesakstity determined by the first agent. If the first agent i
and determinacy at the aggregate level is a fumaifdhe able to estimate the behaviour of the second
diverse behaviour of heterogeneous agents withe th agent the system is functionally controllable
system. from the point of view of the first agent

The inherent MIMO structure of such models and the II. The system has 2 inputs, and only one of them is
presence of multi-agent behaviour are usually igdan set by the first agent. In this case, the system is
classical (engineering) methods. Interactions, not not functionally controllable for the first agent,
modelled inputs etc. cause some problems in chssic even if it is able to estimate the behaviour of the
methods. second agent. The first agent would be able to
2.3.2  Expectation formation minimize its own loss function, but this
Expectation formation plays a main role in dynamic minimization doesn't mean following a
economic models. In classical RE models, the egpiect trajectory for the system.

terms are manifest in the dynamics of the aggregati From the above brief discussion we conclude thaa in
closed-loop system; but for analytical purposesjsit macroeconomic system, if the central bank is able t
necessary to find their disaggregated origins. W& t determine only one input (for example, a short-term
aggregative level of the system, current statesifieeted interest rate) and it wants to control two diffdretates
by individual predictions of their future valueshet (for example, the inflation rate and the output )gap
aggregated effect having originated in the decisioindependently, this would not be possible, eveit ik
making structure of each agent. Each economic ageable to estimate the behaviour of all householdd an
estimates future variables relevant to his or helfake, firms. In such cases a combination of differentiges
based on currently available information and behanea  should be used.

way that minimizes a loss function unique to therdg . )

While the effects of individual forecasts made Iperts 3 New ideasfor modeling

directly determine the structure of current inpltsis

important to note that these effects influencesystem’s 31  Structure

structure only indirectly. So if we write the egoat of
an aggregated closed-loop system based on thisraohs
the prediction terms will also become apparentha t
aggregated dynamic structure.

As originally emphasized by Muth[2], a proper roicr
based description of expectations formation is ragse
for the logical consistency of an economic model for

: > ! its empirical relevance. Unfortunately, a common
Notice that the predictive control strategy deseulithere o ctice today is to write the equations withowgarel to

is similar to decision making strategies typical inye qrigins of the expectations terms. In his owdi
economic systems. Each decision maker knows thﬁaper, Muth actually gave an example of how onehiig

desired refgrenpe trajectory for a finite _controhhon,l go about doing this. This paper is an attempt sumect
and by taking into account the economic charadiesis JX|uth,s original point.

(mental model of the economy) decides which controh, aconomic system typically includes diverse agent

actions (investmer!t, consqmption and etc) to talqafdi.er These agents estimate the system based on theiblyos
to follow _the deSI.I‘e.d trajectory. C_:ontrary to dyriam idiosyncratic information, forming expectationsfafure
programming, d(.ec's'or? rules in t_h's framework ate b\ ariables in order to minimize their own cost fiont
definition discretionary: only the first (of a s@nece of gy 1 shows the simplest form in which we can model
planned) control actions are taken at each inst,the g, o pehaviour. In this figure we have two différen
procedure is repeated with re-optimization for text  ,qents with an estimator and a controller. Theydipte
control decisions in a receding-horizon fashion.,q f,ture of the variables and behave in a way tesed

——
| —
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on their estimation, has the best trajectory fairtown  different characteristics that are important tdgity and
welfare function. Each agent’s estimate is basegast uniqueness of the system.

values of other parts of economic system, the palste ~ Actual economic systems are, of course the aggosgat
of its own output, and the known trajectory of f®u of individual decision structures like the one just
inputs to the whole system. described. In the economic literature, it has bamnmon
The expectation of future variables is found in thenot to separate heterogeneous components in a raodel
estimator part, and then it is used in the pregicti not to treat each as a unique system with its cheriatic
controller. dynamic set of equations. For our purposes, we fimitl
Summarising, the output of the predictive contmlle it necessary to focus on the separate behaviours of
includes the effect of agents' predictions. Writittge  individual decision makers in order to describerwaet
system equations based on an aggregation of eacl'®,g dynamic rational equilibrium model.

viewpoint produces equations that look like theatguns  Such a structure, called multi-agent predictive tiain

in a typical dynamic RE model but have a number ofias a common framework in control engineering.

‘ Desire value of the first agent

[
'
' '
' '
' '
' Memory '
' ..------------------'
' :: '
' '
] _| Estimator of the Predictive controller of : : ]
: ) first agent ) the first agent L :
H , ' .| Other parts of H
' First Agent: : Economic system :
L}
' '
ocooeocee [ ¥ N N ¥ N N N N 1 oo .
v '
" | Estimator of the | —»| Predictive controller ' ' M
L1 >
.| second agent of the second agent U2(1): :
' Other Agents;

Memory

Desire value of the second agent

reccccccccca

Second Agent

A structure for economic systems with rational

expectation dynamic

Stability, learnability, performance analysisand 32 A simplemode
robustness analysis of such systems are widelyzedl S hat th is d ibed by the .
in engineering, and they can also be used in ec'mnomdil#fgfgﬁceeteghétignzyﬁem is described by the fallgwi
systems. ’

We note that in the economic literature, RE modets Xi 41 =AX +BU +CD ©)

touted as being endowed with model-based

expectations[14]. This description of RE models isyjth the following matrices:

consistent with the structure proposed here.

X D u a_ a c._ ¢ b b_ b b b
1t +1 1t
. - (t+1) o=l tly - (t) PO B 1 A R E R T I e E L I A
t+1 | x D t |u a_ a c c b b b b
2(t+1) 2 2(t) 21 2 21 2 21 22 2 21

where,

(=

d - 8
X;: State variables Xt +q =(Af1x, * X (A7 BU, Ly ®
Uy Exogenous variable . . =1 -
D¢ An iid noise Since the estimators of prediction terms are mimmu

state variables, their result will be unique. Eadent
tries to minimize its loss function which has the
following form,

A, B, C: Constant matrices of appropriate size.

Note thatU,q is a exogenous variable from the view
point of the second agent and vice versa. . ©
The best estimation of this system based on current :z":,gw -1 x -X ) ( X -X
information is, 1t) &= tt+w d.t+w t7t+w d.t+w

_ @) where, 0<f <1 is the discount factorXy ww iS the
X 41T AX FBY desired value of the states for this agent ang the
Finding the expectation for q steps ahead results i optimization horizon. This agent uses the followfogm

——
| —
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of decision making (controller) to minimize its owonss
function,

Ul(t):f[Xt’u2(t+k)’xd([+k)) (
where f(.) is a function which is found by the

minimization procedure. Knowing this structure the
system equation is rewritten as,

Xy 41 =AX, +bf (xt,u 2(t+k),Xd¢+k)J+béJ 2(y*CPy 4 4

11)

whereb; is the part oB which is related to the first agent
and b, is the part ofB which is related to the second
agent. T
The above equation can be used to describe thensyst ~-
equation from the second agent’s point of view.sThi al B T
equation is in the form of a solutions to the REtsy.
The main difference between the solution of thisdaio
and the traditional solution of RE models is in the *
modeling of the expectation terms in the loss fiomcbf
each agent instead of in their dynamic recursidis 2
means essentially that we have retained the same 28
structure as the typical RE model. )
In a special case, if the optimization horizon le 1oss
function for the first agent is set to he= 3, the function

f (.) can be found by a routine procedure.

Since estimates of states at time d depend on the
choice of future input signals, it is necessaryniake
some assumptions about them. One possibility is to
assume that the first agent has some informatiautab
input signals which are determined by the secorahiag
while its own input signal remains constant for the
optimization horizon. In other words we assume that
Usy=Vses 27V 16+ 3 andt Uy K120 are known.
With the above assumptions, the optimal controiber
this agent can be obtained as:

Uiy -l (12

whereF andG are given in the next page.

In this simple structure we assume that the seeqeht

is not using a feedback rule. Although in a reatldjo
most or all agents use feedback rules, we use this
simplifying assumption to illustrate the main copice
Replacing the optimal solution for the first agetite
stability of the system can be analysed by thergigleies

of the following closed-loop transition matrix.

10)
eigenvalues of open-loop system 2[11&,071 -o,ooj;.

Since the absolute value of one of them is grettzn

eigenvalues of the closed-loop system
[0.8671 -0.266]7, the closed loop system is stable.

Control effort

L L L L L L L L L
10 20 30 40 50 60 70 80 90 100

Figure 1. The exogenous variables which are implied by ifsé f
agent when the system is functional controllable

First state

L L L L L L L L
20 30 40 50 60 70 80 90 100

Second state

4 A smpleexample

4.1 Functional controllable system

Suppose that the system structure is in the same &6
(6), and that the system matrixes are given by @)
(14), whereN is the simulation horizon. Assume tixit=
100. The discount factor is set to hg=0.8. In the

simulation we assumed that the behaviour of thersgc
agent is estimated by the first agent with noise,
tUz(t+1):U2(t+1) + nd(t), where B(t) ~ ||d(0,001)

Figure 2. Tracking of the states in a system which is funaio
controllable in the view point of the first agent

——
| —

To analyse the stability of the system, it is ordguired
that the absolute value of all the eigenvaluesiefdosed
loop state transition matrix be smaller than onbée T

one, the open-loop system is unstable. But sinee th

are
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F =[,82(A2b1+Ab1+bl)T (A%)1+Ab1+b])+,8(Ab 1+b JT (Ab 1+b l+(b )_LTb 1

+[z’(Ab +b)T AZX +ADY o +D Y] -X +bT (AX +b Y o TX 3+
1 71 t 2¢) 20+ 1) “dt+ 1Vt 2()7°d t,+

G= 2 2
T (A%, +AD U, +

+'82(A2bl+Ab1+bl) t 2" 2t)
AL o vy TPY e 7 X g+

| a2, T 2 r .2 (13)
Ay =A-F [+/3(Abl+bl) AZ+b] A+f (A%1+Abl+b]) A ]

1.3 0.7 24 06 1 1 y
A= B = ,C= D, ~iid (0,0.05)
0.2 0.1 13 2 14 011 (14)

-3 /N
.. —t/n _ 0.5-e
D, ~iid (0,0.01)U 2N X407

20 14+e”2 /N

First state

4.2 Nonfunctional controllable system

In the previous section, we assumed that thediysnt is
able to implement two different exogenous variabéesl

so the system was functionally controllable forStnce

the system was functionally controllable, the state
trajectories were similar to the desired trajectofythe
first agent. In the following simulation it is assead that
the first agent is able to implement one exogenous
variable only, rendering the system functionally
uncontrollable.

L L L L L L L L L
1 0 10 20 30 40 50 60 70 80 90 100

0.51 Second state

oH

05H

A

-1.51

2

25 L L L L L L L L L
0 10 20 30 40 50 60 70 80 90 100

Figure 3. The exogenous variable which is implied by thstfirgent 0 10 20 0 40 5 6 70 8 9 100
when the system is not functional controllable

] o ) Figure 4. Tracking of the states in a system which is notfiomal
From the figures it is clear that the trajectory tbé controllable in the view point of the first agent

second state is remarkably different from the a@elsir

trajectory of the first agent. It should be notédttthis i

response is the optimal solution from the view paif 5 Conclusion

the first agent as it minimizes its loss function. ) o ) S

To be able to compare the functionally controllable! N insufficiency of BK's determinacy conditionsome
system with the second functionally uncontrollableinstances of dynamic rational expectations models
system, the simulations are repeatedNMor 1000. The |mpeIIe(_j us to seek aIternatlvg cr|te_r|a to ensiability
implied loss functions attained the following vadue and uniqueness. To accomplish this goal, we propose
For the functionally controllable system, loss 81436 Neéw model structure for RE systems based on

For the functionally uncontrollable system, los§085.5.  neterogeneous agents. o
We proposed a multi-agent predictive control appinda

modelling RE systems, one that is apparently new to
economics, even though it is based on generallgped
intuitive notions of natural economic behaviour. We

——
| —
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demonstrate that our approach is both analyticall{5]
tractable and sufficient for analyzing the stapiland
performance of dynamic RE models, suggesting ?6]
potential of this methodology as a strong tool e t
literature.

In this brief report, we use a simple example tovslthe
consistency of this structure with classical RE eisdin

the real world, most agents can reasonably be asbton
employ some version of predictive control, evenutito 7
details will likely differ from the examples offatenere. [7]
Whatever the case is, identification proceduresishbe
added to any proposed system. Furthermore, given th
competitive nature of markets in economies, inheren
game-theoretic elements need to be addressed irmgyard[8]
decision rules and expectations formation.

Finally, this paper’'s focus on stability analysised not
preclude future work to investigate robustly stable
structures. [9]
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