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Abstract

Using data for U.S. and Canada, we find evidencéheftime-varying nature of risk premia, which are
obtained as difference between long term interatgsrand their expected values. We then apply Kalma
filtering to extract the conditional variance ofrtepremia prediction errors; our results highligimat this
variable is informative beyond term premia and agse and it significantly improves upon prediction
capability of standard models. In particular, tlmnditional variance of term premia, reflecting thigh
volatility of financial markets, anticipates movem®in the output growth. Empirical evidence suppthne
inverse correlation between term premia and busiogsle fluctuations. Data suggest that a detdi@raof
financial markets conditions, as captured by tleegased volatility of term premia, anticipates alide in

the output growth. Therefore, term premia condalomlatility has an adverse effect on the economy.

JEL classificationC01, C22, E32, E44, G12.
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1 Introduction

Forecasting future time series is a recurring th@amempirical economics. A large portion of the
recent macro-financeliterature suggests that financial variables hawfrmation content in
predicting future economic activity. Financial mairkprices are appealing since financial markets
are useful at distilling economic information. larpcular, it has been argued that the yield spread
the difference between long term and short tererast rates, is a significant indicator of the fatu
level of output (Stock and Watson, 1989; Harvey%t 3Bstrella and Hardouvelis, 1991). Hence, if
financial markets collect and process efficienthaitable information, as it is normally assumed,
the yield curve summarizes quite accurately agesgectations regarding the future stance of
monetary policy, as reflected in bond prices. Tl the slope of the yield curve is regarded to
influence output fluctuations because it mirrorergg’ expectations about the incoming stance of
monetary policy.

The expectations hypothesis of the term structdiiaterest rates states that the slope of the yield
curve is capable of predicting future changes terast rates. However, there is weak empirical
support for the expectations theory and this hasnbattributed to time-varying term premia
(Mankiw and Miron, 1986; Fama, 1986; Cook and Hdl889; Lee, 1995; Tzavalis and Wickens,
1997; Hejazi and Li, 2000). Campbell and Shille91) have shown that the yield spread can be
seen as the sum between the expected changesrirtesho rates and a term premium, which is a
function of maturities.

Recently, term premia have been shown to be releearpredicting business cycle movements,
where the term premium represents the differentedsn the yield spread and ttieeoretical or
perfect foresight spread (seenter alias Hamilton and Kim, 2002; Favero, Kaminska, and
Soderstrom, 2005; Ang, Piazzesi, and Wei, 2006primnciple, large values of the yield spread are
due either to the expected stance of monetaryypolido the effect of a risk premium, as long as
investors do not like bearing risk in bad timeseTdecomposition of the yield spread into an
expectations-based component and a risk premiumwslexamining separately the effect exerted
on output by the expected stance of monetary palicy by risk aversion respectively. We believe
that the aforementioned decomposition of the spralldough useful and appealing, can be further
improved upon to obtain better forecast of thereifevel of economic activity.

In this work we suggest that financial distresssoasted to the augmented volatility of term
premia, rather than simply risk aversion, provideeful information to predict future output

movements. Most of the existing literature has wnpd the forecasting model by incorporating



macro variables in a reduced form empirical mo@sahs and Marshall 2001; Favero, Kaminska,
and Soderstrom 2005; Rudebusch, Sack and SwarGon). 2

We find robust empirical evidence that the condiiovariancé of term premia prediction errors,
rather than term premia, is what matters to makect¥e inference regarding the future level of
economic activity. We thus suggest that financiatress, incorporated in the conditional variance
of term premia prediction errors, rather than askrsion, as merely captured by the level of term
premia, reflects agents’ expectations regardindguhee level of output.
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From the left to the right the diagrams of Figurehbw the yield spread, the term premium, and the
conditional variance of the term premium predictiemors. The yield spreads decrease, and
eventually become negative, before recessions ¢shadeas). The term premium appears to
anticipate a decline in real activity as well; ises substantially before recessions. Finally, the
conditional variance of term premia appears to hb&eqinformative about business cycle
fluctuations; in particular, the conditional vart@rockets immediately before recessions.

In this paper we differ from previous works in margspects. Firstly, we provide evidence to
support the existence of time-varying term prém@&econd, we find evidence that the conditional
volatility of term premia has information conteot fredicting of economic fluctuations. Hamilton
and Kim (2002) argue that interest rate variabilgyan important determinant of both the yield
spread and the term premium, but not of GDP cykchtavements. We augment their model by
considering the conditional variability of term pri&, which we find to provide useful information
for predicting industrial production growth.

We believe that term premia volatility, rather thaterest rate volatility, can explain future outpu

fluctuations. We thus emphasize the role of riskran and financial distress as opposed to the

1 'We thus follow Engle’s(1982) suggestion that the conditional variance, ihe variance conditional upon the
information available at the time of forecastingther than the unconditional variance which instisabased on the
whole sample, is what really matters for the betnawvof economic agents.

2 Consistent with Pesando (1975), Engle, Lilien Rodins (1987), Tzavalis and Wickens (1997).
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unpredictability of monetary policy as reflected e variability of interest rates. Finally, in $hi
work we use monthly data, rather than quarterlgahee at higher frequency financial data provide
a more accurate picture of markets’ sentiment.

The aim of this work is to show that the conditiomariance of term premia forecast errors is
informative about the future level of real economadativity. For U.S. and Canada we find robust
empirical evidence of inverse correlation betweermt premia conditional variance and future
business cycle fluctuations. In particular, higind@itional variance tends to predict lower growth of
real output. The increasing volatility of term phianmon financial markets is symptomatic of
financial distress and anticipates a worseninghef économic conjuncture. A deterioration of
financial markets conditions predicts a declinghaf output growth. As a further robustness check,
we show that including term premia conditional &ade in a probit model augments significantly
the probability of forecasting recessions.

This paper is organized as follows. In the nextiSeave present a survey of the empirical macro-
finance literature. In Section 3 a preliminary bagtof stability test is performed in order to show
that term premia are time-varying. In Section 4 ltansen stability test is presented in details. In
Section 5, we describe the Kalman filtering apphodc Section 6 empirical results are discussed.
In Section 7 we present results from a probit mo8ettion 8 concludes. All data are presented in

Appendix |

2 Literature Review

In a seminal work in thenacro-financeliterature Stock and Watson (1989, 1996) found tha
interest rate spread can be regarded among leadimgomic indicators to predict output change.
The usefulness of the yield spread for forecastiigre economic activity has found extensive
support afterwards. Estrella and Hardouvelis (1994ing U.S. average quarterly data, find that the
slope of the term structure, as measured by theaddretween the 10-year Treasury bond (T-bond)
and the 3-month T-bill rates, is a good predictbfuture real GDP growth. Moreover, they claim
that the predictive accuracy of the spread for datiue changes from 5 to 7 quarters ahead is quite
impressive; in that horizon the spread explainsentiban one-third of the variations of future output
changes. Estrella and Mishkin (1997) extended thedyais to some European countries. They
gauge the effect of the spread on both output aftation, concluding that the spread is a powerful
tool in forecasting future inflation; in additionsing a probit model they provide evidence that the

spread is capable of anticipating recessions wiigaificant positive probability. There is robust



empirical evidence that the effect of the spreadubure output growth is positive, so that a lower
yield spread tends to predict slower GDP growtle fdtionale works as follows. When the central
bank tightens, the spread decreases and evenbgmibmes negative, as long as short term interest
rates raise more than long term rates; the levagjgfegate demand diminishes through the channel
of monetary transmission, and future output fdllaeker (1997) has shown that the yield spread,
among leading indicators, is a relatively good pted of recessions.

However, as pointed out by Feroli (2004), the ptede ability of the spread to forecast output
fluctuations is contingent on the monetary autlytgriteaction function; the predictive power of the
spread depends on the accuracy of the expectatiomst the future stance of monetary policy.
Feroli thus proposes a small macro model thatthiegredictive power of the term structure to the
parameters of the monetary policy reaction fun¢t@mulation results show that, depending on the
parameters’ values, the model can account for timentshed predictive power of the spread after
1979.

Recently, researchers have also highlighted the abterm premia as predictors of future output
growth. Hamilton and Kim (2002) provide a decomposi of the spread using ex-post observed
short-term rates data series instead of ex-antecteq rates. The spread is thus split into two
components: the expected future changes in shont#tgtes and a term premium. They show that
both components help predict real GDP growth. Biemated effect of both components on future
output growth is significantly positive. This empal result is also confirmed by Ang, Piazzesi and
Wei (2006). The distinction of these two componesiisnportant to obtain a clear understanding of
the forecasting model. The spread is assumed wideshe expected stance of monetary policy;
while term premia are related to economic agens&’ aversion. Hamilton and Kim suggest that
interest rate volatility is not informative regardithe future GPD growth; however, interest rate
volatility is said to be an important empirical éehinant of both the spread and the term premium.
Along the same line, Favero, Kaminska, and Soderstf2005) decompose the spread into an
expectational component and a pure term premiuaimaoig that it allows a better understanding of
the forecasting model. In addition, they show tadtling some macroeconomic variables in a
reduced form empirical model improves the forecastbility of the spread. Using quarterly data,
they find that the spread between 5-year and 3imioerest rates, and the term premia associated
to those maturities, are reliable predictors of 2P quarterly change. Consistently with previous
findings, they provide evidence that a lower tenmanpium predicts slower GDP growth. Kim and
Wright (2005) employ a standard arbitrage-free dyicdatent factor term structure model to obtain
a measure of risk premia. They ascribe the sogabmundrum, i.e. the decline in long term rates

in response to a policy tightening action in 20@d,a fall in term premia. Wright (2006)



investigates whether the yield spread and a measutee term premium are useful predictors of
recessions; he finds that the risk premium is &blpredict recessions over a six-quarter horizon,
but not from two to four quarters. Consistentlymtrevious research, he remarks that a lower term
premium raises the probability of a recession mftiture. The probit model suggests that also the
spread is a reliable instrument for predicting ssaans; moreover, Wright claims that the inclusion
of the policy rate in the model improves the fostrey power both in- and out-of-sample. Hejazi
(2000) exploits the aforementioned decompositioth metonsiders the information content of the
term structure predict fluctuations in real montimiglustrial production. He argues that term premia
are linearly related to the conditional varianceerfess returns; therefore, he adopts a GARCH-M
(GARCH-in-mean) model to analyse the role of candal variances. Results suggest that interest
rate variability is a significant empirical detemant of future level of the industrial production
index; in particular, high interest rate varialyildtan account for future contraction in the indiatr
production. In addition, he finds strong evidenlat tthe spread between the 10-year T-bond and
the 1-month T-bill is informative to gauge futur@wements in industrial production.

In our paper we show that the decomposition ofsiiread into an expectational factor and a term
premium can be further improved upon to obtain dvefiredictions of the output growth. In
particular, we focus on the dynamic properties igk rpremia. We propose a time-varying
multifactor model for term premia; then we analydether the conditional variance of term premia
forecast error enriches significantly the inforratiset to predict business cycle fluctuations. We
show that term premia conditional variance is apdrtant empirical determinant of business cycle
movements.

Our approach is based upon the variability of t@memia. There exists substantial evidence that
term premia are time-varying (Pesando, 1975; Fdfi84; Campbell, 1987; Lee, 1995; Tzavalis
and Wickens, 1997; Hejazi and Li, 2000). In pafacuterm premia variability over time has been
suggested to justify the empirical failure of thgpectations hypothesis (Mankiw and Miron, 1986;
Fama, 1986; Cook and Hahn, 1989). The expectatioesry has always found little empirical
support indeed. According to the so-called Campsetl Shiller paradox (1991), the slope of the
term structure does not return an accurate forefdsture changes in short-term rates, and gives a
forecast in the wrong direction for the short-teshange of long-term rates. It has been argued that
the failure of the expectations hypothesis is duéhe presence of a time-varying term premium.
From this we find the rationale to examine termngeein a time-varying parameter model. As
shown in the next Sections, results indicate aidensble instability of the parameters in the term
premia equation over time. The inherent instabiitythe term premia equation is thus interpreted

as a sign of financial distress. We find strong eitgd evidence that factors related to term premia



time-instability, in particular the conditional vance, are quite informative regarding the future

level of economic activity.

3 TimeVariation in Term Premia and Stability Tests

Time variation in term premia is mentioned as asfiids cause of the failure of the expectations
hypothesis. Cook and Hahn (1986) remark this vibir explanation for the poor performance of
the expectations hypothesis assumes small changesgyh time in the term premium. Term premia

are defined in the following way. For any couplenwdturities §, m) term premiatp) are simply

the difference between the actual long term yie[d) @nd its value implied by the expectations

hypothesis, i.e. the average of expected short yélds (,"):

HLLE— m T m n,m
e = [_jz Et|t+mq + tpt (1)
N Jg=o

Throughout the paper, we have considered 120 amdod®hs as long tem maturitieg;(while 3, 6

and 12 as short term maturities. The empiricalyamlis performed with data from January 1987
and June 2007 in two countries: United States aamh@a. Samples are automatically adjusted as
imposed by equation (1); as a consequence, thenewesit observations are lost due to the effect of

expected future observations of the short terndyiélelds data are presentedAppendixi.

In Figure 2 we plot the time series of term premig{') with short term maturityn = 3 as
obtained by (1). According to Hamilton and Kim (2)0term premia can be thought as the sum of
a liquidity premium and a risk premium. Term premaia proxies for excess bond retdrns mere

visual inspection suggests the time-varying nataireerm premia; term premia do not exhibit any

stochastic or deterministic trend though.

3 After adjusting for a scaling factor, term prenmlied by (1) are identical to bond risk premiagacess log returns,
as in Cochrane and Piazzesi (2005).
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Some descriptive statistics about term premia @perted in Table 1. Keeping the maturity of the
short term yield constant, the mean is increasiitly the maturity of the long term yield; similarly,

given the maturity of the long term yield, the meaminishes with the increase of the short term
maturity. The standard deviation of term premiaigher at shorter horizons. With few exceptions,
the highest standard deviation is displayed by tpremia whose longer maturity is 36 months.
These descriptive statistics are consistent withesstylized facts in bond pricing. Firstly, at long
horizons investors require a positive liquidity mram, which is increasing with maturity.

Secondly, the medium-short end of the yield cusvenbre volatile than the long end. Yields are

quite volatile at short maturities; whereas, losgnt rates tend to be smooth and persistent.

u.s. CANADA
Term mean std mean std obs.

Premium dev. dev.
(24, 3) 0.972 1.021 0.592 1.286 (225)
(36, 3) 1.362  1.247 1.013  1.466 (213)
(60, 3) 2.140 1.097 1.827 1.254 (189)
(120, 3) 2.997 0.710 3.517 0.856 (117)
(24, 6) 0.844 0.949 0.526 1.121 (228)
(36, 6) 1.213  1.212 0.930 1.344 (216)
(60, 6) 1.983  1.092 1.722 1.183 (192)
(120, 6) 2.87 0.707 3.399 0.831 (117)
(24, 12) 0.399 0.767 0.347 0.783 (234)
(36, 12) 0.769  1.066 0.701  1.095 (222)
(60, 12) 1.551 1.095 1.465 1.100 (198)
(120, 12) 2.423  0.671 2.990 0.865 (126)

Tablel



In Table 2 we report the results of the augmentexkdy-Fuller test to check for the presence of
unit root in term premia time series. For any dimaturities , m) the null hypothesis of unit root
is rejected. Therefore, term premia turn out torlbegrated of order zero, i.e. stationary. The KPSS

test confirms these results: the null hypothesmstationarity cannot be rejected.

u.S. CANADA

Term lagged Null hp lagged Null hp
Premium diff.  rejection diff.  rejection
(24, 3) 12 10% 12 1%
(36, 3) 12 10% 12 5%
(60, 3) 11* 10% 12 5%
(120, 3) 8 10% 2 10%
(24, 6) 9 5% 12% 5%
(36, 6) 12 10% 12 5%
(60, 6) 11* 10% 12 5%
(120, 6) 11 10% 10 10%
(24, 12) 9 1% 9* 1%
(36, 12) 9* 5% 9* 5%
(60, 12) 9* 10% 12 5%
(120, 12) 11 10% - no

*No trend, no intercept

Table?2

We introduce an important relation that links tgremia, risk aversion, and the intertemporal rate
of substitution between savings and consumptiomayic asset pricing theory is helpful to unveil
the time-varying nature of term premia. The fundatakequation in asset pricing asserts that the
price of a security is simply the discounted vabfigts expected future payoffs. Equation (2) states
that the price, at timg of n-period bond is simply the expected discounted evaliiits price one-

period ahead. The superscript indicates the matofi& bond. The stochastic discount factsdf()

is used to assign values to all the possible fugtate-contingent asset payoffs.
pr = E,(sdif., 1) 2

Using the above formula we can express the prickeobond at timé+1 as the present value of its

future payoffsp’? = E, , (sdf,, pZ). Substituting in (2) yields:

P! = E,[sdf., E..,(sdf., pi7)| 3)



The law of iterated expectations, otherwise knowntlee tower property, allows iterating the
process recursively forward, leading to the follogvexpression:

P = Et(rl Squj (3.4)
q:

To obtain the above expression we employ the tri@ktion p’,, =1 (Oq), i.e. the price of one

dollar delivered at time is merely one dollar. According to (4), the priea bond thus depends
upon the sequence of future stochastic discoutdr@malong its entire life, i.e. till its maturity
The stochastic discount factor is tied to the reabnomy through the marginal utility of

consumption:

sdf., =& E{” l(fgl))j (5)

where 0 is the subjective discount factor; a parametardpacribes the temporal preferences of the
representative consumer. The low&y the lower the weight given to future consumptiang the
more impatient the consumer. The utility functienimcreasing, so that it reflects the desire for
more consumption. The concave shape of the ufilitgtion u(-) indicates aversion to both risk
and intertemporal substitution; therefore, conssnusually prefer a smooth stream of consumption
which is steady over time and across states ofr@althe stochastic discount factor is also called
the marginal rate of substitution, i.e. the ratevhich the representative agent is willing to shift
consumption from present to future, or the othewy vasound. The demand for assets is thus

determined by the relative convenience of savingottsuming. Using the inverse relation between

bond prices and returng(= —(1/n)log p!), term premia {p;"™) can be expressed as the summation

of future stochastic discount factorsdg, ):
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In general the stochastic discount factor is respento a great variety of shocks that hit the
economy, such as monetary and fiscal shocks, Isat teichnological and institutional changes.

These different types of shocks have implicatioos the determination of output and other

economic variables. Therefore, the derivation @ tirm premium in (6) provides the theoretical

justification for modelling term premia by meansaofnultifactor model. Rudebusch et al. (2007)
point out that the relation between term premia amigput growth depends on the nature of shocks
that drives the change in term premia. In the lightthese considerations, our time-varying

approach to term premia, developed in Section peans to be particularly effective because it
deals with the unpredictable nature of disturbantted affect macroeconomic and financial

variables. The term premia conditional variancegests that there are two sources of uncertainty in
our model, one is due to future idiosyncratic distnces; one arises from the evolutionary
behaviour of regressing coefficients in (7).

In this analysis we assume that term premia to fametion of some macroeconomic variables that
have been recognized to be important determifi@mthe macro-finance literature. The multifactor

model for term premia is:

tp)" = B, + Byrate + B, unemp + B;infl” + B, spread™ + " (7)

The above equation has been estimated for any catndm of maturitiesr; m) and for all
countries (U.S. and Canada). Different statistacad econometric tests have been performed on the
linear term premia equation in order to demonstianstability. Firstly we performed a test
against the alternative hypothesis of unstableessgon coefficients. Brown, Durbin, and Evans
(1975) proposed two tests; one based on the cunrilstim of recursive residuals, one based on

* According to (7) term premia depend on a consthetpolicy interest rate, unemployment, the iidlatate, and the
slope of the term structure. In Section 5 we jydtile specific functional form of equation (7);addition, we describe
how term premia are modelled using a time-varyipgraach.
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the cumulative sum of the square of recursive tedgl In the former, the test statistics is theorat
between the sum of recursive residuals and theluals sum of squares from the full-sample
regression. In the latter, by splitting the enti@mple into some arbitrary nonoverlapping sub-
samples, the statistics is calculated as the maitithe between-group over within-group mean
squared residuals. Under the null hypothesis dflsteoefficients, the tests statistics is distrdalit

like anF with (kp—k,T —kp) degrees of freedom, whekds the number of parametersjs the

number of nonoverlapping sub-samples,Tad the whole sample size. Test results rejecintiie

hypothesis in favour of the alternative of unstatgefficients in the term premia equatians

mmmmmmmmmmmmmmmmmmmmmmmmmmmmmm

— U.S. cusum --5%sg. — U.S. cusumSq -- 5%sg.

mmmmmmmmmmmmmmm

The first row reports tests results for U.S., while second row refers to Canada. These results are
obtained for the selected pair of maturity£ 60, m = 3). The panels on the left in each row of
Figure 3 show the plot of residuals; at a firsthsighey seem to be serially correlated and
heteroscedastic. In the second chart the recuresiduals are shown to break the standard errors
bands. In the third and fourth panels the cumutasivm and cumulative sum of squared residuals
are plotted respectively. All these tests revedaffatents instability in the above linear equation
(7). A visual inspection of the correlogram confathe presence of autocorrelation in the residuals;
in addition, the test performed using the Ljung-B@sstatistics leads to the rejection of the null
hypothesis of absence of serial correlation. Moeepin any linear regression the Durbin-Watson

statistics falls by far below 2, denoting positsezial correlation in the residuals.

® In Figure 3.2 we report the results for some comations of maturities in different countries. Fdirthe remaining
couples of maturities results are similar (avadgalgbon request).

12



The particular time-varying nature of the regressiocoefficients in (7) deserves further
investigation. Engle and Watson (1985) suggestegthsence of a unit root for the coefficients in
case of structural change when agent adjusts ésgémation of the state after that new information
becomes available. Therefore a statistical testbeaperformed to test whether or not coefficients
follow a random walk stochastic process. Under #iternative hypothesis of random walk
coefficients, the residuals from an ordinary leasjuares regression have a particular
heteroscedastic form. Breusch and Pagan (1979)Gaalfrey (1978) propose a method to check
whether residuals from an ordinary least squargeession are heteroscedastc. The Breusch and
Pagan (1979) test is used also to check whethdfiaerts are subject to random variation, i.e.

follow a random walk stochastic process. Underrihk hypothesis of stable coefficients, one half

times the explained sum of squares from an OLSession of(&?/52) onto (t ) is distributed
like achi-squarewith k degrees of freedom, whekés the number of explanatory variatlés X, -

The higher the value of the regression (explairseoh) of squares, the more highly correlated the
independent variable with the error variance, ahd tess likely the null hypothesis of
homoscedasticity (stable coefficients) to hold. Tilné hypothesis of stable coefficient is decisyel
rejected for equation (7), for any pairs of matestand for any country. The calculated Breusch
and Pagan test statistics is generally very lafgepointed out in Section 5, on the basis of these
results the transition matrix of the state equatiothe state-space form model will be a diagonal
matrix. In addition, the White test reinforces thbove conclusion: the null hypothesis of
homoscedasticity is rejected in all cases.

Finally, the ARCH test is performed on the residualbtained from equation (7); for all
combinations of maturities very strong evidencehef ARCH effect was found. To determine the
source of the ARCH effect we checked whether thimlseorrelation still remains after the time-
varying parameter estimations. After Kalman filtefi the term premia in the macro-finance
setting, both the forecast errors and the squamestdst errors turn out to be serially uncorrelated
Table 3 reports the OLS estimates of the first-oedgoregressive model of the squares of forecast

errors. Estimates suggest that the autocorrelatefficient is not significantly different from zt

® The explanatory variables in the auxiliary regi@ssmay be a function of the independent varialitethe main
regression from which residuals are taken.

" Details are discussed in Section 5.

8 In Table 3 regression results refer only to fewples of maturities. For all the remaining pairshadturities results
are similar and available upon request.
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(120,6) | AR(1) p-val (60,3) | AR(1) p-val (36,3) | AR(1) p-val (24,3) | AR(1) p-val
CAN 0.0283  (0.762) CAN | 0.0952 (0.208) CAN* | 0.0344 (0.627) CAN | 0.1006 (0.144)
U.S.*+ | 0.0029 (0.973) U.S. -0.0065  (0.930) u.S. 0.0393 (0.580) u.s. 0.1080 (0.117)

*First-order autoregressive model of residualsUtS. (1= 120,m=12)

Table3

If we had found any serial correlation after rumnithe time-varying parameter estimation, we
might have suspected that the ARCH effect was duedsons other than evolutionary behaviour of
the coefficient in the term premia model. The myjbothesis of absence of serial correlation cannot
be rejected, thus the existence of the ARCH efie¢he linear term premium function is mainly
due to the evolutionary pattern of the regressiogffecients. In this Section stability tests foeth
regression coefficients in (7) provide a clearamagile for time-varying parameter modelling the
term premia. In the next Section we perform an taatthl test to show that term premia at different
maturities are a time-variant function of the staft¢he economy, as captured by some fundamental

macroeconomic variables.

4 TheHansen Stability Test

Hansen has proposed a test to check for paramatstancy in linear models. Differently from the
Chow test, the main advantage of the Hansen tebtatsno prior knowledge about the structural
break is required. Again, eventual parameter inlgabn equation (7) provides a rational to model
term premia using a time-varying model. The Hantst overcomes some drawbacks of the
CUSUM and CUSUM of squares proposed by Brown, Dyrbnd Evans (1975). In particular, the
former has been criticized for being a trivial testetect instability in the intercept of a modek
latter suffers from poor asymptotic power. Hansas proposed a test which has locally optimal
power. The variables in the linear equation mustveakly dependent process, i.e. they cannot
contain any deterministic or stochastic trend. Theiduals from the ordinary least squares

regressions must be stationary as well. In ourecdiwe rewrite equation (7) in the following way:

tptn,m - ,BI Xt +e{n,m (8)
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where X, is the matrix of regressors in (7). Usual conaisionust hold. The disturbance term has
zero meanE(e[ |xt): 0. The second moment E(ef)= o*. Zero covariance between noise and the
explanatory variabIeE(xI' q)z 0. Equation (8) is estimated by ordinary least sgsiaif he vector

of parameter estimates Qﬁ' ,&2). Residuals from (8re

g7 =6 =tp" -x B 9)

(10)

.

> (& -6%)=0

t=1
Defining a new variablef;, :

X &

=l ¢80
Expressions (10) becomes equivalent to:

T

> f,=0 (12)

the variablesf, are the first-order conditions, and are akin ®storein the maximum likelihood

estimation. The Hansen test statistics are baséldeocumulative sums of thg, , namely:

S =2 fi (13)

15



Two versions of the tests are available. To checkridividual parameter stability the test is based

on the following statistics:

Liz=— 'S (14)

where V, is the cumulative sum of,?. Asymptotic critical values for the individual aneter

stability test are given by Hansen (1992). At 5%n8icance level the critical value is 0.47; the
10% critical value is 0.353. Large values of th&t ®atistics Li ) implies a violation of the first-
order conditions, and thus suggest rejection ofrnihié hypothesis of parameter stability. The
test by proposed by Hansen is similar tottest to assess significance of individual paramete
an OLS regression.

The test statistics to assess joint parametedisyabi
—_ 1 - | -1
Le==> sV (15)
T=

where s, = (Slt,SZI,...,SMt), f, = (fn, th,...,fkm), andV = 2?:1 f f,' . Under the null hypothesis

of parameter constancy, the first-order conditiaresmean zero, thus the cumulative sum tend to be
distributed around zero. Under the alternative liypsis of parameter instability, the cumulative
sum does not have zero mean and the test statishids to assume large values. Therefore, the
distribution is not standard and is tabulated byd¢¢m (1992). There are six explanatory variables
in model (7) including both the constant and theorsr variance. At 5% significance level the
critical value is 1.68, while the 10% critical valis 1.49. The null hypothesis of joint parameter
stability is rejected if the test statistics excedbe critical values. The Hansen joint test for
parameter stability reminds of tRetest to assess the joint significance of parametean ordinary
least squares regression. Hansen revéfadslarge number of parameters are estimated,.e joimt

significance test is a more reliable guide

16



(120, 12) | coef Li (60, 3) coef Li (36, 3) coef Li

rate ffr 0.3325 0.306 rate ffr | 0.5395 1.849 rate ffr | 0.9096 1.312
unemp | 0.2213 0.221 unemp | 0.3268 1.862 unemp | 1.3253 1.364
ppiinfl | 0.0153 0.579 ppiinfl | 0.0283 0.731 ppiinfl | 0.0187 0.614

eer 0.8471 0.230 eer 2.3120 1.956 eer 6.8887 1.431
var 0.2271 0.736 var 0.6585 1.230 var 0.8183 1.018
joint Lc 3.617 joint Lc 10.275 joint Lc 6.667
(120, 6) coef Li (60, 3) coef Li (36, 3) coef Li

rate 0.6248 1.988 rate 0.2835 1.944 rate 0.2362 2.039

unemp 0.0800 2.012 unemp | -0.0559 1.622 unemp |-0.0391 1.613
cpiinfl |-0.2413 1.776 cpiinfl |-0.1290 2.230 cpiinfl |-0.0398 2.191
spread | 0.7356 1.619 spread | 0.3505 0.330 spread | 0.4422 0.242
var 0.3678 0.631 var 0.9492 3.117 var 1.7250 4.767

joint Lc 7.412 joint Lc 8.604 joint Lc 9.876

Table4

In Table 4we report the results of the Hansen test for thmldpations of maturities we are going
to deal with later oh The top part of the table refers to U.S., white bottom row refers to
Canada. Test results suggest clear parameter iiitgtatherefore the Hansen test reinforces results
we found in the previous Section, and provideg@ngtargument to model term premia in a time-

varying framework as we are going to do in the r&edtion.

5 A Time-Varying Parameter M odel

In this Section we present the Kalman filter mddelterm premia. We recall that our main concern
is to determine whether term premia and their dyogmnoperties are informative about future
business cycle fluctuations. As pointed out in Bect3, term premia are obtained from an
application of the expectations theory as impligdtle Campbell and Shiller equation (1). In

particular, the term premium is the difference kmdw the long term rate implied by the
expectations hypothesis and the effective long teate (,'); wherem denotes the short term

maturity, andch the long term maturity. According to the expeatas hypothesifp in (1) should be

a constant term premium, which is simply a funcodmaturities §, m), but not a function of time.
Unfortunately, the empirical investigation of thepectations theory has been unsuccessful, and the
hypothesis has almost always been rejected. Ongbp@Explanation for the empirical failure of

the EH is the presence a time-varying term prem(iMankiw and Miron, 1986; Fama, 1986; Cook

° The results for other pairs of maturities are kinavailable upon request).
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and Hahn, 1989). In this work we take into accainig possibility, and assume a time-varying
macroeconomic structure for term premia. It is neséing to show the decomposition the yield

spread into an expectational component and a teemipm:
n-m n-m

n m . . N L

i"-i"= ;ZEt'th =i |+ _FzEt'th (16)
q=0

The second part on the RHS of the above decomposgithe term premium. Term premia in (16),
can be viewed, for instance, as the sum of a ligugtemium and a risk premium. An extensive
analysis of term premia is carried out in SectipwBere we have shown that the term premium is a
function of the stochastic discount factor.

There is substantial evidence of the time-varyiebdviour of term premia (Pesando, 1975; Fama,
1984; Campbell, 1987; Lee, 1995; Hejazi and Li, @Q0noreover, financial economists use to
attribute the lack of empirical support for the egfations hypothesis to time variation in term
premia.

Therefore, we adopt a time-varying model to analgree macroeconomic foundations of term
premia. The Kalman filter has been largely usedeaonomics and finance because it is a
convenient and practical way to describe how agent€ess information as new pieces of it
become available; this filter uses all availablimation and takes into account how agent form
their expectations, updating continuously theirwlealge in a Bayesian fashion. Kalman filtering is
suitable to depict how rational economic agents ld/agavise their estimates of the coefficients
when new information becomes available.

We thus propose a time-varying multifactor modelriek premia. Term premia are assumed to be
a time-varying function of the policy interest rdteunemployment, inflation, as measured by the
annual change in the CPI index, and the slopeefdhm structure, i.e. the spread between the 10-
year and the 3-month vyiefds If follows a brief explanation. As long as riskemia are a
component of the yield spread, they are believedeigend on the stance of monetary policy, as
captured by the policy ratewhich exerts an important effect on the short efithe term structure.

In addition, Hamilton and Kim (2002) show that th&erest rate variability is a determinant of term

9 The Canadian interest rate is the overnight fEte. policy rate for U.S. is the effective fedenahds rate.

1 U.S. term premia seem not to be sensitive to fRkiflation and to the spread (120, 3), so thaséhvariables have
been replaced by the PPI inflation and the effectixchange rate.

12 |n this framework we do not allow explicitly foitlkeer the credibility of the monetary regime or teputation of the
monetary authority; both aspects are regardedfloeimce the level of risk premia required by ineest We believe
that the time-varying pattern of coefficients captuimplicitly these two effects.
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premia. Unemployment affects term premia througtk mversion. Backus and Wright (2007)
provide evidence of the cyclical behaviour of tggramia. Their findings are in line with the thesis
that high levels of unemployment are associatethiggh premia required by economic agents.
According to Cochrane (2005pf asset that does badly in states of nature likeaession, in
which the investor feels poor and is consuminggliis less desirable than an asset that performs
badly in states of nature like a boom in which ithneestor feels wealthy and is consuming a great
deal. Inflation is another important determinant ofrtepremia as long as economic agents aim at
preserving the real value of their financial invesnts. Ang and Bekaert (2002, 2006) show that the
positive slope of the term structure is due tofhiion risk premium indeed. Finally, Lee (1995)
emphasizes the role of the yield spread in expigirthe magnitude and the variability of risk
premia. It follows the empirical specification afueation (7) for Canada and U.S.

tPoan = fean (XTVCAN): fean (constratq, unemp, infl ™, spreaq}m) (7.a)
tp s = fUS(xt’US): fUS(const ffr,, unemp, infltpp‘, ee() (7.b)

The state space form of the Kalman filter is repnésd by two basic equations. The observation

eqguation, or the measurement equation, is:
" =d; +x, 8, +& (7)

The observation equation relates the dependerdhbtario the explanatory variables; the subsgript

indicates the country, U.S. and Canada respectieg|yis a country specific stochastic disturbance

iid .(0, 0})- The state, or transition, equation captures totuéion of coefficients over time:

:Bt,j = H; +Fj:8t—1,j +Vt,j (18)

V,; Is an idiosyncratic noisei.d .(O,O'V). On the basis of results obtained in Sectioweassume

that each of the regression coefficients followaradom walk; matriF in equation (18) is thus the
identity matrix. The Kalman filter is an iteratiadgorithm which we summarize here by means of

by the following expressions:
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Pt|t—1 = El_(ﬂt _18t|t—1) (IBt - 18t|t—1)| J o1

Equation (19) represents the variance-covariancérixnaf the coefficients conditional on
information up tot-1; equation (20) is the forecast of the term premioased on information
available up to time-1; equation (21) represents the prediction errorilevaquation (22) is its

conditional variance.

tPy1 = X By (20)
My =P — Xtﬁtlt—l =P, — Py 21
h[lt—l = El_’7t2|t—1J = Xtth—lxtl + U{z (22)

One of the major features of the Kalman filterhatttwo sources of uncertainty characterize the

conditional variance of the forecast errdi,(;): one form of uncertainty is due to the evolutigna

behaviour of estimated coefficients, the other mradom noise associated to future unpredictable
disturbances, such as political, institutional te&ehnological shocks. As shown in Section 3, risk
premia are a function of the expected path of thehastic discount factor, which is regarded to
respond to a variety of shocks. Hence, the assompfi a constant variance of nominal shocks to
term premia within a country over time does notnsaealistic; the variance conditional upon
available information at the time of forecastin@ssumed to be time-varying due, for instance, to a

continuously changing regime, as captured by ewmiaty behaviour of8 coefficients, or to some

unpredictable shocks that hit the economy, as ceghthy the stochastic noise. One of the major
features of Kalman filtering is that expectationse adjusted continuously, since they are
changeable over time depending on the state oé¢baomy. A quick look at Figure 4 shows the
improvement of adopting a time-varying parametedeh@bottom) rather than a fixed coefficient
regression (topgf. We plot U.S. and Canadian term premia on theplftel and on the right panel

respectively.

13 We report the actual and fitted values of terrmpaefor all countries but only for some pairs oftoriies. U.S. top
panel (120, 12) and bottom panel (60, 3). Canapgémel (120,6) and bottom (60,3). For all the riemg couples of
maturities results are similar.
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Figure4

Estimates are run for the period from January 1887June 2007; samples are adjusted
automatically as indicated in the last column obl€al. In the above figures the actual and fitted
values of term premia are plotted. In the top pamel plot results from a fixed coefficient
regression, while in the bottom figures resultarfrthe tvp model are plotted. It is immediate to
notice that a time-varying parameter (henceforfl) tmodel returns by large a better fit. In addifion
residuals obtained with the fixed coefficients emgion are serially correlated, while the errors
from the tvp model are not. The goodness of fithef tvp model is remarkably higher than the one
returned by model (7). Results of the tvp Kalmatefficoefficients estimates for term premia are
reported in Figure 5. Estimation results indici&t the variability of all macro-finance variablas
the multifactor models (7.a) and (7.b) affect siigantly the term premia dynamiésOnly in few
cases macroeconomic variables are not statistisalyificant, as expected the plot of coefficients

over time, and the respective standard error bdhatyates around zero.

14 We report here estimations and plots of the time/ing parameter estimates only for few pairs ofuriies. For the
remaining combinations of maturities results anailair.
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U.S. tp (120,12) U.S. tp (60,3) U.S. tp (36,3)

og p-val og p-val og p-val
ffr 0.0166 (0.035) Ffr 0.0126 (0.109) ffr 0.0175 (0.006)
unemp 0.0306 (0.000) Unemp 0.0267 (0.033) unemp 0.0293 (0.007)
ppi infl 0.0312 (0.013) ppiinfl  0.0061 (0.412) ppi infl 0.0000 (0.999)
eer 0.0030 (0.865) eer 0.0441 (0.000) eer 0.0390 (0.001)

R? 0.884 R? 0.938 R? 0.953

0. 0.024 O. 0.025 O 0.022
CAN tp (120,6) CAN tp (60,3) CAN tp (36,3)

og p-val g g g p-val
rate 0.0001 (0.998) Rate 0.0176 (0.117) rate 0.0315 (0.000)
unemp 0.0257 (0.000) Unemp 0.0289 (0.000) unemp 0.0279 (0.000)
cpi infl 0.0375 (0.006) cpi infl 0.0416 (0.013) cpi infl 0.0264 (0.056)
spri20v3 0.0582 (0.006) spri20v3  0.0593 (0.002) spri20v3 0.0667 (0.000)

R? 0.828 R? 0.853 R? 0.902

O 0.083 [ 0.048 O 0.041
Kalman filter tvp estimations
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U.S. tvp estimates in Figure 5.a indicate thatitfleence of the federal funds rate on term premia
has clearly decreased over time (left chart). Aseeted the effect of the unemployment change on

risk premia is significantly positive though des®a over time, as shown in the second panel. PPI
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inflation does not seem to be a significant deteami of term premia; finally, the effect of the
effective exchange rate has been extremely variabér time. The shaded areas indicate two
recessions: from quarter two of 1990 to quarter ohd991, and from quarter one of 2001 to
guarter one of 2002.

In Figure 5.b, starting from the left we show tlileet over time on the term premium (60, 3) of the
Canadian interest rate, the change in unemploynteatCPI inflation and the spread (120, 3).
Canadian estimates show a dramatic reduction oinflegion component over time, with a sharp
drop after the introduction of the inflation tangetregime in 1991. Differently from U.S. estimates
the effect of unemployment on term premia is negatlThe tvp estimates of the spread reveals a
structural break in 1992, which is captured bydkieramics of the conditional variance as shown in
the central panel of Figure 6 below.

In Section 3 we proved that the tvp model is cdlyespecified for any country; as a consequence
the forecast errors obtained by Kalman filtering serially uncorrelated for any pair of maturities.
We recall that the ARCH test was performed on thedf coefficient version (7) of the multifactor
model for term premia; the test revealed the pmwsenstrong ARCH effect. This effect could be
due to reasons other than the mere evolutionarawetr of the regressing coefficients in the
equation (17). We thus show that the absence @l s®rrelation in the (squares of) forecast errors
from the tvp multifactor model (17) rules out tipgssibility; the tvp model (17) does seem to be
correctly specified. For the pair of maturities<60,m = 3) we plot both the forecast errors and the

associated conditional variances of term premiaiobtl from Kalman filtering (U.S. and Canada).
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6 Empirical Results

In the previous Section we have examined the tiargiug features of term premia. In this Section

we investigate whether they are informative abautre business cycle fluctuations. The U.S.

seasonally adjusted industrial production seridsois the FRED database of the Federal Reserve;
while the Canadian seasonally adjusted industniatiyction series are from the IMF database,
available fromDatastrean.

We adopt a standard model to examine whether samacdial indicators are informative about

future movements of real economic activity. Ut ; denote the level of the seasonally adjusted

industrial production index in countpyat timet, and y,, ; the average annualized growth over the

periodt tot+T

12 IPHUJ
Yt =—log —— [*100 (23)
rs =221

The time indexT indicates the forecast horizoh € 3, 6, 12, 24, 36 months); in this study we have

considered forecast horizons from one quarter teetlyears ahead. The basic models are the

following:
—_ nm n,m ,m

Yo, =0 tahy +anyl +astpl + asbthsgjj T (24)
— nm ,m

Yierj =00 T alht|t—1,j Ty T a3sprea¢j U, (25)

wherej is the subscript indicating the country (U.S. &ahada)h,_, is the conditional variance of
term premia prediction errors discussed in the iptesv Section;r,,, are term premia forecast

errors;tp,"" is the term premium, anidhsg"™ is the expectational component, i.e. the theaktar

perfect foresightspread, according to the Campbell and ShilleB{)}%erminology. We recall the
actual spread between long term) &nd short termn{) interest rates can be decomposed into the
sum of a term premiunti"™) and an expectations-based factis(f"™).

Quite a few issues deserve attention when estignaggressions (24) and (25) by ordinary least
squares. Firstly, the Newey and West (1987) cameanust be imposed to deal with overlapping

15 Data are described ippendixi.
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nonspherical disturbances. Secondly, Mishkin (1988%) Pagan (1984) pointed out that generated
regressors in the above equation might influeneadtbtribution of test statistics, and, conseqyentl
invalidate the inference procedure to verify parere significance. In order to prove our results
are robust we have estimated different specifioatiof the above regressions. The augmented
eqguations include more explanatory variables ssdhe policy interest rate, the effective exchange
rate, and the nominal bilateral exchange ratesdmstvthe two considered economfeResults are
definitely robust to different model specificatioris addition we can count on a sufficiently large
number of available observatidAsThird, the functional form of coefficientr, has also been
chosen to avoid any potential multicollinearity Iplem in equations (24) and (25). Following Kim

and Nelson (1989) coefficient, has been set to be a function of the term prenganditional
variance:a,; =@, + @ ; In(hm_“ ) Both the two-step estimation procedure and thre gstimation

confirm results are robuét Finally, as shown in the following equations, #ual value of the
industrial production growth has been included ideo to show that the financial indicators are

robust also to the inclusion of a real variable.

— nm nm ,m

Yirj =00 T alht|t—l,j Ty T aSatpt,j + 0’3bth5djj Ta,y,; tU, (26)
—_ n,m ,m

Yor,j = Qo Oy + a0y + a3sprea<;fj T4,y tU (27)

In the following tables we report empirical resutis the U.S. economy. Our main result is that the
conditional variance of term premia appears to pewaerful predictor of the industrial production

growth. The negative sign of coefficient reveals that high values of the conditional vasenf

term premia forecast errors are associated to igeaed growth in economic activity. Therefore,
financial distress, as reflected in an excessiveabdity of term premia dynamics, tends to
anticipate a future slowdown in real activity. Mover, results show that it is a deeper analysis of
the term premium that allows a better understandinthe forecasting model, and not the mere
decomposition of the spread into a term premium @me@xpectational component, as claimed by

Favero et al. (2005). In particular, if we comp#re goodness of fit from regressions on the left

'8 The exchange rates are U.S. — U.K. and Canad& -Dtails are given in Appendix I.

" Depending on the pair of maturities considemdr{) the lowest number of observation is N = 117, statistical
inference is based on distributions with 112 degereedom. When the long term maturity is 60-thanference is
based on statistics with 177 degrees of freedom.

18 This functional form has been chosen only to proueresults are robust. Our analysis emphasizesale of term
premia conditional variance; so that, if we drop tavel of forecast errors from the equations, wendt loose any
significant information and we obtain similar resul
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column with the one from regressions on the rigatde not notice any significant difference. The
adjusted-R increases substantially when we add the variatblas capture the volatility of term

premia. We thus claim that the inclusion of a nevaricial variable, i.e. the conditional variance,
leads to a considerable improving of the forecgstiodel. The conditional variance of term premia
might be interpreted as a sign of financial fragjlit measures how current uncertainty affects

future output growth. In addition, also coefficieat, turns out to be negative and statistically

significant; so that business cycle movementsrarersely related not only to the volatility of term

premia, as captured by the conditional varianceatso to the magnitude of prediction errors.

U.S. Industrial Production Growth - maturities (120,12)

2 2

Horizon (L3 (173 U3a U3p a aR ay (17} a3 a;  aR
T-months  (hval) (p-val) (p-val) (p-val) (p-val) (p-val) (p-val) (p-val) (p-val)

(+6) -0.0345 0.0014 0.3107 0.080 0.0138 0.3295 0.082
(0.735) (0.975) (0.068) (0.656) (0.053)

-0.0711 -0.2320 0.0729 0.0188 0.1127 0.271 -0.0643 -0.2126 0.0038 0.1112 0.266
(0.003) (0.059) (0.402) (0.596) (0.460) (0.003) (0.088) (0.869) (0.470)

(+12) 0.0720 0.0633 0.6382 0.166 0.0510 0.6073 0.171
(0.601) (0.355) (0.009) (0.151) (0.001)

-0.0558 -0.2383 0.1035 0.0442 0.3768 0.383 -0.0526 -0.2230 0.0093 0.2588 0.373
(0.007) (0.001) (0.358) (0.430) (0.053) (0.010) (0.005) (0.771) (0.150)

(+18) -0.2089 -0.0610 0.4870 0.392 -0.0506 0.2665 0.195
(0.000) (0.217) (0.058) (0.434) (0.431)

-0.0436 -0.1576 -0.1284 -0.0555 0.2523 0.533 -0.0554 -0.1780 -0.0451 0.1220 0.496
(0.032) (0.041) (0.034) (0.208) (0.407) (0.000) (0.032) (0.355) (0.660)

(+24) -0.2804 -0.2425 -0.6126 0.719 -0.2270 -0.6982 0.687
(0.000) (0.000) (0.003) (0.000) (0.003)

-0.0561 -0.0696 -0.1954 -0.1867 -0.5656 0.813 -0.0588 -0.0747 -0.1683 -0.5704 0.799
(0.000) (0.036) (0.000) (0.000) (0.000) (0.000) (0.066) (0.000) (0.000)

(+36) -0.0393 -0.1019 0.1190 0.873 01251 -0.0061 0.795
(0.043) (0.000) (0.144) (0.000) (0.934)

-0.0178 0.0469 -0.0422 -0.1008 0.0955 0.902 -0.0170 0.0741 -0.1235 -0.0100 0.836
(0.012) (0.053) (0.012) (0.000) (0.170) (0.027) (0.003) (0.000) (0.876)

Table 6

Term premia forecast errors and the associated timmali variance can anticipate movements in
real activity up to three years ahead. Howevewefconsider the pair of maturities £ 120,m =
12), the magnitude of the estimated coefficientsand a, progressively diminishes with the
extension of the forecasting horizon.

Many authors have documented that lower term preemd to predict slower GDP growth, since

the estimatedr,, coefficient turn out to be positiVe We claim that this is contrary to common

9 Hamilton and Kim (2002); Favero, Kaminska, and @sttom (2005); Ang, Piazzesi, and Wei (2006).
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wisdom, as long as risk aversion should affect wutgegatively. In accordance with Rudebusch,
Sack, and Swanson (2007), our results show that av&4- and 36-month horizons high term
premia tend to anticipate slowdown in economicvégti Term premia thus seems to be inversely

correlated with the business cycle. Finally, thefioient of the yield spreadr, is positive over

horizons of six to twelve months, but turns to riegawhen the forecasting horizon enlarges. This
empirical fact has an important macroeconomic pregation. Large values of the spread are
typically associated to accommodative stance of etayg policy and stimulus to real economic
activity. This effect fades away within one yearubb. Over longer horizons agents expect an
inversion in the conduct of monetary policy andstlausubsequent decline in real activity. In Table
7 we reports results for U.S. when the term premisicomputed using the pair of maturities=

60, m = 3). Results are similar.

U.S. Industrial Production Growth - maturities (60,3)

2 2

Horizon o o2 03z Q3p a; aR (L5 a2 a3 a; aR
T-months  (pyal) (p-val) (p-val) (p-val) (p-val) (p-val) (p-val) (p-val) (p-val)

(+6) -0.0385 0.0218 0.4064 0.209 0.0490 0.4694 0.175
(0.495) (0.546) (0.017) (0.177)  (0.004)

-0.1186 -0.1834 0.0222 0.0583 0.3536 0.271 -0.1331 -0.2057 0.0776 0.3816 0.262
(0.024) (0.054) (0.644) (0.096) (0.043) (0.011) (0.045) (0.025) (0.030)

(+12) -0.1551 -0.0768 0.1420 0.190 -0.0273 0.3029 0.108
0.104 0271 0503 (0.666) (0.127)

-0.1072 -0.1352 -0.1127 -0.0538 0.0490 0.253 -0.1244 -0.1869 -0.0133 0.1559 0.213
(0.009) (0.093) (0.265) (0.466) (0.839) (0.001) (0.011) (0.828) (0.453)

(+18) -0.2335 -0.1516 0.0494 0.415 -0.1453 -0.0522 0.290
(0.000) (0.001) (0.803) (0.004) (0.813)

01272 0.0140 -0.1912 -0.1362 -0.2703 0.485 -0.1670 -0.0127 -0.1257 -0.4149 0.440
(0.003) (0.862) (0.000) (0.002) (0.236) (0.000) (0.881) (0.005) (0.054)

(+24) -0.2149 -0.1992 -0.3679 0.582 -0.2038 -0.4275 0.581
(0.000) (0.000) (0.047) (0.000)  (0.000)

-0.1575 0.0556 -0.1521 -0.1632 -0.6491 0.727 -0.1524 0.0595 -0.1616 -0.6027 0.727
(0.000) (0.275) (0.000) (0.000) (0.000) (0.000) (0.279) (0.000) (0.000)

(+36) -0.0642 -0.1140 -0.3304 0.654 -0.1213 -0.1997 0.571
(0.003) (0.000) (0.000) (0.000)  (0.040)

-0.0961 0.0780 -0.0526 -0.0924 -0.3283 0.771 -0.1056 0.0902 -0.0960 -0.2262 0.718
(0.000) (0.002) (0.002) (0.000) (0.000) (0.000) (0.004) (0.000) (0.001)

Table7

The variability of financial market sentiment disgdaa significant negative effect on the economic
conjuncture @, <0; a, <0). Again we point out that term premia are inversedlated to the

business cycle; therefore, a decline in term prasmas to stimulate economic activity. The effect
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of conditional variance seems robust to differgrec#fications; for instance, it does not vanistemaft

the inclusion of the current level of output grofith

So far we have examined the effect on output edebote term premia obtained from the entire
length of maturity spectrum of the term structure= (120, 60;m = 6, 3). If we focus on the medium
and short end of the yield curve £ 36, 24) results are not so encouraging. In @agr, when the

long term rate is1 = 36, the estimated coefficieat,, which describes the effect on output by the

conditional variance of term premia, is informatatsout business cycle only over short forecasting
horizon, i.e. from one to two quarters. The magrEtwd the coefficient is quite high though;

a, = 084 whenT is 3 months, andr, = 067 whenT is 6 months.

Estimates for the Canadian economy return similaulte as shown in the Tables below. The
predictive ability of term premia conditional varie is significantly negative. Differently from
U.S., Canadian estimates suggest that the effedonditional variance on the output growth
becomes more intense at longer forecasting horizémediction errors are not statistically
significant. In Canada the coefficients of termrpi@is positive; term premia thus tend to anticpat
faster growth in industrial production.

Equations (24) and (25) have also been estimatdleosample between the two recessions: from
April 1991 to December 2000. The coefficients of ttenditional variance remain statistically
significant but decrease in magnitude. This resaly neflect the slowdown in industrial production
in the mid 1990s.

Our results do not prove any direct influence ragrirom financial markets to the real economy;
however, empirical evidence suggests that finammlkets do anticipate future movements in real
activity. In this paper we emphasize the signalliolp played by uncertainty without insinuating
any clear causality implication for the real ecoyom/e can only speculate that, when increased
uncertainty is reflected by bond markets, agentvihediscount expected future events in current
prices through the stochastic discount factor. dditeon, the changing conditions on financial
markets due to greater uncertainty might be accaredaby further perverse behaviours, such as
adverse selection and moral hazard, which, in tonay contribute to worsening the expectations

about future economic conjuncture.

2 Our results are comparable with those obtaine8dhywert (1989), who analyses the effect of stockketavolatility

on economic growth. He shows that stock marketti¥ityais particularly high during recessions, attuls it is an
important cyclical indicator. Focusing on bonds keamwe find evidence that term premia volatilityntains valuable
information to predict business cycle fluctuations.
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CAN Industrial Production Growth - maturities (120,6)

2 2

Horizon o7 o O3z 03p oy a-R o1 o o3 oy a-R
T-months (. va)) (p-val) (p-val) (p-val) (p-val) (p-val) (p-val) (p-val) (p-val)

(+12) 0.0477 0.0887 0.3652 0.400 0.0899 0.3673 0.395
(0.465) (0.000) (0.016) (0.000) (0.015)

-0.1143 0.0701 0.0414 0.0872 0.3148 0.404 -0.1163 0.0471 0.0881 0.3173 0.398
(0.038) (0.172) (0.534) (0.000) (0.027) (0.049) (0.341) (0.000) (0.025)

(+18) 0.0598 0.0884 0.2628 0.267 0.0943 0.2444 0.271
(0.462) (0.000) (0.067) (0.000) (0.092)

-0.1705 0.1220 0.0416 0.0806 0.1917 0.300 -0.1711 0.1073 0.0883 0.16681 0.301
(0.068) (0.058) (0.604) (0.001) (0.176) (0.072) (0.091) (0.000) (0.246)

(+24) 0.1892 0.1104 -0.0994 0.091 0.0893 -0.0637 0.063
(0.029) (0.090) (0.466) (0.192) (0.633)

-0.3734 0.1056 0.1269 0.0710 -0.1531 0.274 -0.3843 0.1358 0.0555 -0.1243 0.264
(0.000) (0.243) (0.106) (0.177) (0.179) (0.000) (0.093) (0.302) (0.245)

(+36) 0.0826 -0.0027 -0.1044 0.307 0.0004 -0.3271 0.154
(0.038) (0.939) (0.598) (0.990)  (0.102)

-0.3217 -0.0231 0.1000 0.0378 -0.2594 0.425 -0.4162 0.0186 0.0488 -0.4235 0.362
(0.101) (0.643) (0.013) (0.442) (0.230) (0.016) (0.711) (0.298) (0.013)

Table8

CAN Industrial Production Growth - maturities (60,3)

2 2

Horizon o (17 03a 03p a aR o a o3 a aR
T-months  (5.val) (p-val) (p-val) (p-val) (p-val) (p-val) (p-val) (p-val) (p-val)

(+6) 0.0506 0.1175 - 0.181 0.1161 - 0.162

(0.291) (0.000) (0.000)
-0.1537 0.0430 0.0577 0.0995 - 0.217 -0.1732 0.0248 0.0963 - 0.211
(0.078) (0.551) (0.295) (0.000) (0.041) (0.712) (0.000)

(+12) 0.0459 0.0739 0.2423 0.138 0.0748 0.2465 0.138
(0.384) (0.003) (0.087) (0.003) (0.085)

-0.1877 0.0367 0.0506 0.0497 0.0961 0.205 -0.1872 0.0371 0.0498 0.0963 0.210
(0.003) (0.576) (0.358) (0.067) (0.474) (0.001) (0.544) (0.064) (0.477)

(+18) 0.0040 0.0363 0.0860 0.027 0.0424 0.0785 0.025
(0.950) (0.329) (0.598) (0.271) (0.631)

-0.2704 0.0366 0.0546 0.0229 -0.1631 0.227 -0.2520 0.0480 0.0189 -0.1395 0.225
(0.000) (0.572) (0.368) (0.441) (0.331) (0.000) (0.417) (0.536) (0.368)

(+24) 0.0019 -0.0189 -0.0070 0.012 -0.0186 -0.0141 0.009
(0.973) (0.685) (0.960) (0.689) (0.919)

-0.3057 0.0281 0.0560 -0.0072 -0.2402 0.348 -0.2838 0.0481 -0.0074 -0.2394 0.314
(0.000) (0.670) (0.194) (0.815) (0.052) (0.000) (0.439) (0.823) (0.051)

(+36) 0.0349 -0.0446 0.0347 0.320 -0.0475 -0.1385 0.134
(0.052) (0.002) (0.586) (0.001) (0.040)

-0.2309 0.0079 0.0434 -0.0072 -0.2314 0.431 -0.3006 0.0346 0.0017 -0.4019 0.374
(0.070) (0.812) (0.025) (0.760) (0.110) (0.004) (0.329) (0.933) (0.000)

Table9

In this paper we have developed an innovative nikttwo extract valuable information from
financial markets; and we show its usefulness tkemaference about the future level of economic

growth. Our approach highlights the role of ternemra unpredictability in forecasting future
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industrial production growth. Data suggest thamt@remia conditional volatility signal incoming
future adverse effect on the economy; this miglgpea when rational agents think to bear an
unnecessary high risk. We have provided evidenaethie conditional variance of term premia is
an important cyclical indicator; in particular ielps in predicting the future evolution of induatri

production.

7 Forecasting Recessions: a Probit M odel

In this Section we consider two alternative prabibdels to forecast recessions. The dependent
variable is a dummy assuming value one during NBE&egsions (shaded areas in the figures

below). The notation has been introduced in previsestions. W(+) is the standard Normal

cumulative distribution function.
p(recessiop=1) = W(a, +a,spread"") (28)
p(recessiop=1) = LP(ao +a T +aneh s + a3spreaqf'jm) (29)

We believe that the forecasting performance of m(#f, which includes the conditional variance

of term premia prediction errord{’), is superior to the predictive performance of elo@8).

Therefore we show that uncertainty and financialrelss, as reflected by the term premia

conditional volatility, are informative to forecasiminent recessions. In both equations the actual
value of the industrial production growth has b&sriuded. We report results for both U.S. and

Canada for the pairs of maturitfé$n = 120,m = 6) —top- andr(= 60,m = 3) —bottom-.

%l The U.S. combination of maturities when the loagrt rate is 120 months isn(= 120,n = 12), as explained in
previous Sections.
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us

a3 MFR® HQ o o a3 MF-R?® HQ
(p-val) AIK SW (p-val) (p-val) (p-val) AIK SW
RMSE Theil RMSE Theil

-1.5786 0552 0.331 0.6721 0.9590 -1.5563 0.723 0.291
(0.000) 0.302 0.374 (0.006) (0.203) (0.006) 0.242 0.362

0.200 0.414 0.145 0.276

0.1025 0.040 0.875 0.7748 07415 0.1128 0.162 0.811
(0.566) 0.852 0.909 (0.000) (0.116) (0.549) 0773 0.867

0.354 0.637 0.330 0.554
Table10.a
CANADA
a3 MFR® HQ o o o3 MFR® HQ
B Ak sw P- - - Ak sw
val val) val) val)
RMSE Theil RMSE Theil

05577 0349 0468 03454 06312 05821 0378 0510
(0.000) 0437 o513  (0530) (0.254) (0.000) (459 0585

0.254 0.561 0.247  0.537

0.1103 0.017 0.895 0.2206 0.2455 0.0749 0.029 0.924

0.358 0.651 0.353 0.641

Table 10.b

Results show a clear dominance of model (29) ovedeh (28). The McFadden measure of
goodness of fit is definitely larger for model (2% addition, the Bayesian information criteria
(Akaike, Schwarz, and Hannan-Quinn) for model (28 lower compared to those associated to
model (28). Finally, model (29) returns a much ligprobability of forecasting a recession (shaded
area) before it takes place, as shown in the figbow®. The red line represents the probability
of recession associated to model (29), while thee lhiine the one associated to model (28). The
green line represents the industrial productior wHtgrowth. The probability model (29) is also
able to anticipate the sharp drop in industrialdoiction in mid 1990s, which is not predicted by
model (28). Both the Theil inequality coefficiéhand the root mean squared error support the

better forecasting performance of model (29). Resarke particularly significant for U.S.

2 Figure 7 reports probability for the pair of maties (120,6); while Figure 8 reports the probapifrom the model
estimated on maturities (60,3).
% The Theil inequality coefficient, by constructidies between zero and one, where zero indicatdsqudit.
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In addition, to prove our results are robust, weeheompared the predictive ability of models (29)
with model (28) augmented with the federal funds,ras suggested by Wright (2006). Our results
show that the model specification we propose (29)dfinitely more informative to predict future

recessions.

8 Conclusion

In this paper we have confirmed that the infornmratcmntent of the yield curve is relevant for
predicting future output growth. After decomposititge yield spread into an expectational
component and a term premium, we have analysetinieevarying behaviour of term premia. We
proposed a dynamic multifactor model for term pi@mi order to give a deeper interpretation of
the term premium effect on output growth.

We have showed that adding the conditional variapicéghe term premium to the traditional
equation for predicting real economic activity lsatb a considerable improvement in the

forecasting model. In particular, we have gone bdythe mere analysis of risk aversion by
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providing evidence that uncertainty and financiatréss are important elements to anticipate future
business cycle movements.

We have provided evidence that term premia contativariance is inversely correlated with future
growth in the industrial production index; thereforhigh values of term premia conditional
variance tend to predict slower output growth. Resare robust for both U.S. and Canada; the
predictive ability of term premia conditional var@e is significant over horizons from six months
to three years.

Finally, in contrast with previous studies, we fiadidence of inverse correlation between term
premia and future output growth; we find that @ 1iis the term premium is thus associated with a

decline in future real economic activity.

Refer ences

Ang A., Bekaert G., 2003,The Term Structure of Real Rates and ExpectedibrilaColumbia University
and NBER Working Papers.

Ang A., Piazzess M., 2003, A No-Arbitrage Vector Autoregression of Term SuetDynamics with

Macroeconomic and Latent Variablekurnal of Monetary Economics, Vol. 50, n. 4, -785.

Ang A., Piazzess M., Wel M., 2006,What Does the Yield Curve Tell Us about GDP Growt@urnal of

Econometrics, Vol. 131.

Backus K. D., Wright J. H., 2007, Cracking the ConundrumBrooking Papers on Economic Activity,
1:2007.

Bagliano F., Favero C.A., 1997,Measuring Monetary Policy with VAR Models: an Ewion, European
Economic Review, Vol. 42, 1069-1112.

Bernanke B., 1990,0n the Predictive Power of Interest Rates and b#eRate Spread®BER Working

Papers.

Breusch T.S., Pagan A.R., 1979,A Simple Test for Heteroscedasticity and Randorffic@nts Variation
Econometrica, Vol. 47, 1287 - 1294.

33



Campbell J.Y., 1987,Stock Returns and the Term Structureurnal of Financial Economics, Vol.18, 373 —
399.

Campbell J.Y., Shiller R.J., 1991,Yield Spreads and Interest Rate Movements: A BiEgs View,The
Review of Economic Studies, Vol. 58, n.3, 495-514.

Caporale G.M ., Pittis N., 1998, Term Structure and Interest Differentials as Praalis of Future Inflation
Changes and Inflation Differentiglé&\pplied Financial Economics, Vol. 8, 615-625.

Cochrane J.H., 1999,New Facts in FinanceEconomic Perspecives XXIII, Fed of Chicago.

Cochrane J.H., 2005,Asset PricingPrinceton University Press.

Cochrane J.H. Piazzes M., 2005,Bond Risk Premialhe American Economic Review, Vol. 95, n. 1, 138-
160.

Cook T., Hahn T., 1989, Interest Rate Expectations and the Slope of theeyldviarket Yield Curve

Federal Reserve Bank of Richmond.

Cook T.,Hahn T., 1989, The Effect of Changes in the Federal Funds Ratgétaon Market Interest Rates
in the 1970sJournal of Monetary Economics, Vol. 24, 331-351.

Dueker M.J., 1997,Strengthening the Case for the Yield Curve as aiPter of U.S. Recessionsed of

Saint Louis Review, March/April.

Engle R.F., 1982, Autoregressive Conditional Heteroscedasticity viitimates of the Variance of United
Kingdom Inflation Econometrica, Vol. 50, 987 - 1007.

EngleR.F., Lilien D.M ., Robins R.P., 1987,Estimating Time-Varying Risk Premia in the Ternu&uire:
the ARCH-M ModelEconometrica, Vol. 55, 391 - 407.

EngleR.F., Watson M.W., 1985, Application of Kalman Filtering in Econometriasnpublished report,
World Congress of the Econometric Society. CamigridgA.

Estrella A., Hardouvelis G.A., 1991, The Term Structure as a Predictor of Real Econoftivity, The
Journal of Finance, Vol. 46, n. 2, 555-576.

34



Estrella A., Mishkin F.S., 1997, The Predictive Power of the Term Structure of kes¢rRates in Europe
and the United States: Implications for the Eurap&2entral Bank European Economic Review, Vol. 41,

1375-1401.

Estrella A., Mishkin F.S., 1999, Predicting U.S. Recessions: Financial VariablesLasading Indicators,
NBER Working Papers.

EvansC.L., Marshall D.A., 2007,Economic Determinants of the Nominal Treasury Y@ldve Journal of
Monetary Economics, Vol. 54, n. 7, 1986 — 2003.

FamaE.F., 1984, The Information in the Term Structutkurnal of Financial Economics, Vol. 13, 509-528.

FamaE.F., 1984, Term Premium in Bonds Returdsurnal of Financial Economics, Vol. 13, 529-546.

Fama E.F., 1986, Term Premiums and Default Premiums in Money Markétairnal of Financial
Economics, Vol. 17, 175-196.

Fama E.F., Bliss R.R., 1987, The Information in Long Maturity Forward Rat€Ehe American Economic
Review, Vol. 77, n. 4, 680-692.

Favero C.A., 2001,Does Macroeconomics Help Understand the Term Sirecdf Interest RatesPaper

prepared for the Conference “EMU Macroeconomicituisbns and Policies”.

Favero C.A., 2006, Taylor Rules and the Term Structud®urnal of Monetary Economics, Vol. 53, 1377 -
1393.

Favero C.A., Kaminska I., Soderstrom U., 2005, The Predictive Power of the Yield Spread: Further

Evidence and a Structural InterpretaticdEPR Discussion Paper.

Feroli M., 2004,Monetary Policy and the Information Content of Wield SpreadFederal Reserve Board,

Washington D.C., Finance and Economics Discussaie$

Hamilton J.D., Kim D.H., 2002, AReexamination of the Predictability of Economicivist Using the
Yield SpreadJournal of Money, Credit, and Banking, Vol. 3403- 360.

Hansen B.E., 1992, Testing for Parameter Instability in Linear Modelkyurnal of Policy ModelingVol.
14, n. 4,517 - 533.

35



Hardouvelis G.A., 1988,The Predictive Power of the Term Structure Durirec@&t Monetary Regimes
The Journal of Finance, Vol. 43, n. 2, 339-356.

Hardouvelis G.A., 1994, The Term Structure Spread and Future Changes i laovd Short Rates in G-7
Countries: Is There a PuzzlePournal of Monetary Economics, Vol. 33, 255-283.

Heazi W., Li Z., 2000,Are Forward Premia Mean RevertingRpplied Financial Economics, Vol. 10, 343
—350.

Hejazi W., 2000,Yield Spreads as Predictors of Industrial ProduetiBxpectations on Short Rates or Term
Premia? Applied Economics, Vol. 32, 945 - 951.

Heazi W., Lai H., Yang X., 2000, The Expectations Hypothesis, Term Premia, and thiea@ian Term

Structure of Interest Rate€anadian Journal of Economics, Vol. 33, 133 — 148

Kim C.J., Nelson C.R., 1989, The Time-Varying-Parameter Model for Modeling ChiaggConditional
Variance: the Case of the Lucas Hypothedmirnal of Business & Economic Statistics, Vo433 — 440.

Kim D., Wright J.H., 2005, An Arbitrage-Free Three-Factor Term Structure Moceld the recent
Behaviour of Long-Term Yields and Distant-Horizawward RatesFed Working Paper.

Kozicki S, Sellon G., 2005,Longer-Term Perspectives on the Yield Curve andeWoy Policy Fed of
Kansas City Working Paper.

Lee S.S., 1995, Macroeconomic Sources of Time-Varying Risk Premighe Term Structure of Interest
RatesJournal of Money, Credit and Banking, Vol. 27, r529-569.

Mankiw N.J., Miron J.A., 1986 The Changing Behaviour of the Term Structurenbérest RatesThe
Quarterly Journal of Economics, Vol. 101, n. 2, -2PB.

Miskin F.S., 1982,Does Anticipated Monetary Policy Matters? An Ecoatiia Investigation The Journal
of Political Economy, Vol. 90, 22 — 51.

Miskin F.S., 1988, The Information in the Term Structure: Some FurtRarsults Journal of Applied
Econometrics, Vol. 3, n. 4, 307-314.

36



Miskin F.S., 1988,What Does the Term Structure Tell Us About Futafiaion?, NBER Working Paper.

Pagan A., 1984,Econometric Issues in the Analysis of Regressidis@enerated Regressonsiternational
Economic Review, Vol. 25, 221 — 247.

Pesando J.E., Determinants of Term Premiums in the Market fortebhiStates Treasury BiJl3he Journal
of Finance, Vol. 30, 1317 - 1327.

Rudebusch G.D., Wu T., 2004,A Macro-Finance Model of the Term Structure, Mongtaolicy, and the

EconomyFed of San Francisco Working Paper.

Rudebusch G.D., Sack B.P., Swanson E.T., 2007,Macroeconomic Implications of Changes in the Term

Premia Fed of St Louis Review.

Schwert G. W., 1989, Business Cycles, Financial Crises, and Stock MibgtiCarnegie Rochester
Conference Series on Public Policy, Vol. 31, 83:126

Stock, J.H., Watson M.W., 1989,New Indexes of Coincident and Leading IndicatdnsBlanchard O.,

Fischer S., NBER Macroeconomics Annual, Vol. 4, NAress.

Thornton D.L., 2003, Tests of the Expectations Hypothesis: ResolvingCdmapbell-Shiller Paradgx~ed
of St. Louis Working Paper.

Tzavalis E., Wickens M. R., 1997, Explaining the Failures of the Term Spread ModelsRational
Expectations Hypothesis of the Term Structdmirnal of Money, Credit and Banking, Vol. 29,3n.364-

380.

Wright J.H., 2006,The Yield Curve and Predicting Recessjdted Working Paper.

37



Appendix |

All data have monthly frequency; the sample startsanuary 1987. The core econometric analysis,
after Kalman filtering, is thus performed from Janu 1988 in order to rule out the first 12
observations.

Industrial Production and Unemployment. The U.S. series of seasonally adjusted industrial
production is from the FRED database (Federal Reseoonomic Data). The Canadian series of
seasonally adjusted industrial production is frdva tMF database (available froDatastrean).
The U.S. seasonally adjusted unemployment ratessg@inglian unemployment) is from the FRED
database; the source is the U.S. Department ofuralidureau of Labour Statistics). The Canadian
unemployment rate series (seasonally adjusted mage of civilian labour force) is from the
OECD database (available frdbatastrean.

.................................................................................
mmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmm

—US InIP—CAN InlP —US IPgr — CAN IPgr — US unemp — CAN unemp — US UNgr — CAN UNgr

Blue lines are used for U.S. data, while red lifmeCanadian data; shaded areas indicate periods of
(NBER) recession. Plots from the left to the righthe above figure refer respectively to: the (log)
industrial production index; the annual changeha log-IP index; the unemployment rate and,
finally, the annual change in the unemployment.ratee above diagrams clearly show that during
recessions there is both a dramatic reductionefrtiustrial production index and a sharp increase
of the unemployment rate. The log-industrial proguctgrowth and the unemployment rate are
covariance stationary as suggested by both the enigaeh Dickey-Fuller test and the Kwiatkowski-
Phillips-Schmidt-Shin test.

Stationarity

sample jan88-jun07 U.S. CAN

ip growth adf (0.048) (0.035)
kpss 0.157* 0.159*

un growth adf (0.019) (0.027)
kpss 0.092*  0.213*

Exogenuos: *Intercept, **Intercept and Trend
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The ADF test rejects the null hypothesis of unittyashile the null hypothesis of stationarity
cannot be rejected by the KPSS test. To match thahiyofrequency of data, the rule of thumb
selected number of lags in the auxiliary regresssoeither 11 or 12. The automatic lag selection
based on different criteria (Akaike, Schwarz, Hanainn) is consistent with our choice. Unit
root test results obtained with the automatic lelgdions are similar. The critical values of the
KPSS test are 0.739 (1%), 0.463 (5%), and 0.34%0{1@hen the intercept is included in the
auxiliary model. The compute KPSS statistics nealts fn the critical region.

Interest Rates. U.S. yields data are from different sources. Beftanuary 1999 the 3-and 6-month,
and the 10-year yields are from the McCulluch dasab while the yields associated to the
remaining maturities (1-, 2-, 3-, 5-year) are frdora Fama and Bliss CRSP database, as reported by
Cochrane and Piazzesi (2005). After 1999 U.S. siaies are the ZCB yield frobatastream The
U.S. effective federal funds rate is from the FREdDablase. Yields data for Canada are from the
central Bank of Canada. The Fibor (before Janua891@nd the Euribor (afterwards) is from
Datastream Precisely, Fibor is the Germany Interbank 3-marftared rate; while Euribor is the 3-
month offered rate. In the Figure below we plot seeies of the U.S. federal funds, the Canadian

overnight rate, and the Fi-Euribor.

Stationarity

sample jan88-jun07 | (p-val)/stat lags
can rate adf (0.083)* 9
kpss 0.167* 12
us ffr adf (0.068)* 9
kpss 0.119* 12
fi-euribor adf (0.012)* 12
kpss 0.128** 12 88 9 92 94 9 9 00 02 04 06
* Intercept; ** Intercept and Trend — US. fir — CANovernight — Fi- Euribor

The KPSS statistics critical values are 0.216 (10046 (5%) and 0.119 (10%) when both the
intercept and a trend are included in the test temuaThe statistics reported in the table above
indicate that the null hypothesis of stationarigyot be rejected, since the empirical statisties a
lower than the critical values.

Spreads. According to both the ADF and the KPSS testsibkl\spreads are stationary.

39



spread (120,3) spread (120,6) spread (60,3)

6. .04. 4.

.03 34
4]

.02 24
24 .01 14

.00 04
04

-.014 -1
-2 -.02 -2

-.034 -34
-4

-.044 -4

-.05. 5

T T T T T T T T T T T T T T T T
88 90 92 94 9% 98 00 02 04

—US. — CAN — UK

T T T T T T T T T T T T T T T T
8 90 92 94 9% 98 00 02 04

—US. — CAN — UK

T T T T T T T T T T T T T T T T
88 90 92 94 96 98 00 02 04

—US. —CAN — UK

Stationarity

sample jan88-jun07 U.S. CANADA
(p-val) / stat lags (p-val) / stat lags
spr (120,12) adf (0.079) 10 (0.054) 12
kpss 0.172* 12 0.578* 12
spr(120,6)  adf (0.107) 10 (0.095) 10
kpss 0.139* 12 0.642* 12
spr(60,3) adf (0.079) 11 (0.057) 12
kpss 0.129* 12 0.485* 12

* Intercept; ** Intercept Trend

Bold values refer to the specific spreads usetieranalysis of business cycle (Sections 6 and 7).

Exchange Rates. The nominal bilateral exchange rates series betwe&. Dollar and both the

Canadian and U.K. currencies are from the FREDbd&& The nominal bilateral exchange rate
between the Canadian Dollar and the U.K. Sterliag) lleen derived from the two above series. The

plots below show the annual change in the nominlatdral exchange rates between the three

considered economies. The ADF test confirms theddlseries are stationary.
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Stationarity
sample jan88-jun07 | (p-val) / stat lags (p-val) / stat lags
US.-UK. adf (0.002) 12 UK.-US. adf (0.002) 12
kpss 0.116* 12 kpss 0.134* 12
U.S.-CAN  adf (0.080) 12 U.K.-CAN  adf (0.000) 12
kpss 0.333* 12 kpss 0.072* 12
CAN-US. adf (0.061) 12 U.S.eergr adf (0.081) 12
kpss 0.319* 12 kpss 0.691* 12
CAN-UK. adf (0.000) 12 CAN eer gr adf (0.002) 11
kpss 0.066* 12 kpss 0.326* 12
* Intercept; ** Intercept Trend

The KPSS statistics critical values are 0.739 (10863 (5%) and 0.347 (10%) when only the
intercept is included in the auxiliary equation. Bhatistics reported in the table above indicase th
the null hypothesis of stationarity cannot be rigdcsince the empirical statistics are lower ttnan

critical values.
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