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# INITIAL AND BOUNDARY VALUE PROBLEMS FOR THE DETERMINISTIC AND STOCHASTIC ZAKHAROV-KUZNETSOV EQUATION IN A BOUNDED DOMAIN 

We study in this thesis the well-posedness and regularity of the Zakharov-Kuznetsov (ZK) equation in the deterministic and stochastic cases, subjected to a rectangular domain in space dimensions 2 and 3 . Mainly we have established the existence, in $3 D$, and uniqueness, in $2 D$, of the weak solutions, and the local and global existence of strong solutions in $3 D$. Then we extend the results to the stochastic case and obtain in $3 D$ the existence of martingale solutions, and in $2 D$ the pathwise uniqueness and existence of pathwise solutions. The main focus is on the mixed features of the partial hyperbolicity, nonlinearity, nonconventional boundary conditions, anisotropicity and stochasticity, which requires methods quite different than those of the classical models of fluid dynamics, such as the Navier-Stokes equation, Primitive Equation and related equations.

## Contents

1 Introduction ..... 1
1.1 Existence and Uniqueness of the Weak Solution to the Zakharov-Kuznetsov (ZK) Equation ..... 3
1.2 Local and Global Existence of Strong Solutions in $3 D$ ..... 4
1.3 Martingale and Pathwise Solutions to the Stochastic ZK Equation ..... 5
2 Functional Spaces and the Linearized ZK Equation ..... 8
2.1 Density and Trace Results for the Space $\mathcal{X}(\mathcal{M})$ ..... 9
2.2 Density and Trace Results for the Space $\mathcal{X}_{1}(\mathcal{M})$. ..... 13
2.3 Operator $A$ in the Dirichlet Case. ..... 19
2.3.1 Density and Regularity Results for $D(A)$. ..... 19
2.3.2 Characterization of $A^{*}$ and $D\left(A^{*}\right)$. ..... 20
2.4 Operator $A_{\text {per }}$ in the Space Periodic Case. ..... 22
2.4.1 Density and Regularity Results for $D\left(A_{p e r}\right)$. ..... 22
2.4.2 Characterization of $A_{p e r}^{*}$ and $D\left(A_{p e r}^{*}\right)$. ..... 23
2.5 Linear Evolution ZK Equation ..... 24
2.5.1 Well-posedness of the Evolution Equation ..... 24
3 Nonlinear ZK Equation: Existence and Uniqueness of the Weak Solution ..... 27
3.1 Existence of Weak Solutions in Dimension 3 ..... 28
3.2 Uniqueness of Weak Solutions in Dimension 2 ..... 34
4 Local Existence of Strong Solutions in 3D ..... 41
4.1 Parabolic Regularization ..... 41
4.1.1 Global Bounds Independent of $\epsilon$ ..... 42
4.1.2 Local Bounds Independent of $\epsilon$ ..... 42
4.1.3 A Singular Perturbation Argument ..... 52
4.2 Passage to the Limit ..... 56
5 Global Existence of Strong Solutions in 3D ..... 58
5.1 Parabolic Regularization ..... 59
5.2 Estimates Independent of $\epsilon$ ..... 59
5.2.1 $L^{2}$ Estimate Independent of $\epsilon$ ..... 59
5.2.2 $\quad H^{1}$ Estimate Independent of $\epsilon$ ..... 62
5.2.3 Estimates Independent of $\epsilon$ for $u_{x x x}^{\epsilon}$ and $u^{\epsilon} u_{x}^{\epsilon}$ ..... 67
5.3 The Main Result ..... 69
5.4 Discussions about the Uniqueness of Solutions ..... 70
6 Stochastic ZK Equation ..... 72
6.1 Stochastic Framework ..... 72
6.2 Regularized Stochastic ZK Equation ..... 76
6.2.1 Definition of Solutions ..... 77
6.2.2 Pathwise Solutions in Dimensions 2 and 3 ..... 80
6.3 Passage to the Limit as $\epsilon \rightarrow 0$ ..... 89
6.3.1 Martingale Solutions in Dimensions 2 and 3 ..... 91
6.3.2 Pathwise Solutions in Dimension 2 ..... 103
7 Appendix ..... 115
7.1 Space $\Sigma(\mathcal{M})$ and its Dual $\Sigma^{\prime}(\mathcal{M})$ ..... 115
7.2 Trace Results ..... 117
7.3 Compact Embedding Theorems ..... 121
7.4 Convergence Theorem for the Noise Term ..... 121
7.5 Some Probability Tools ..... 122
7.6 The Jakubowski-Skorokhod Representation Theorem ..... 123
7.7 An Adapted Stochastic Gronwall Lemma ..... 124
Bibliography ..... 126
Curriculum Vita

## Chapter 1

## Introduction

The Zakharov-Kuznetsov (ZK) equation

$$
\begin{equation*}
\frac{\partial u}{\partial t}+c \frac{\partial u}{\partial x}+\Delta \frac{\partial u}{\partial x}+u \frac{\partial u}{\partial x}=f \tag{1.1}
\end{equation*}
$$

where $u=u\left(x, x^{\perp}, t\right), x^{\perp}=y$ or $x^{\perp}=(y, z)$, describes the propagation of nonlinear ionicsonic waves in a plasma submitted to a magnetic field directed along the $x$-axis. It has been derived formally in a long wave, weakly nonlinear regime from the Euler-Poisson system in [45], [27] and [29] (see also [4] and [5] for more general physical backgrounds). When $u$ depends only on $x$ and $t$, the ZK equation reduces to the classical Korteweg-de Vries (KdV) equation. But it is quite different from the Kadomtsev-Petviashivili equation, where e.g. the ZK equation is not completely integrable but has a hamiltonian structure (see [29]).

Recently the ZK equation has caught considerable attention (see e.g. [15], [16], [28], [13], [1], [40]), not only because it is closely related with the physical phenomena but also the start to explore more general problems that are partially hyperbolic (such as the inviscid primitive equations). Moreover, the study of the stochastic hyperbolic equations is meaningful as general stochastic random waves have gathered interests nowadays to capture phenomena similar to those of more realistic fluid systems.

More specifically, on the one hand, for the Cauchy-problem for the ZK equation, it has been proven to be globally well posed in the two-dimensional case $\left(x^{\perp}=y\right)$ for data in $H^{1}\left(\mathbb{R}^{2}\right)$ (see [14]), and locally well-posed in the three-dimensional case for data in $H^{s}\left(\mathbb{R}^{3}\right)$,
$s>\frac{3}{2}($ see $[30])$, and recently in $H^{s}\left(\mathbb{R}^{3}\right), s>1$ (see [38]). Then for both numerical purposes and problems of controllability, people have turned to the initial-boundary value problem (IBVP) for the ZK equation. The well-posedness have been studied in the half space $\{(x, y): x>0\}($ see $[15])$, on a strip like $\{(x, y): x \in \mathbb{R}, y \in(0, L)\}$ (see [1]) or $\left\{\left(x, x^{\perp}\right): x \in(0,1), x^{\perp} \in \mathbb{R}^{d}, d=1,2\right\}$ (see [16] and [40]). On the other hand, as for the regularity of solutions, the global existence of strong solutions in space dimension 2 has been proven in a half strip $\{(x, y): x>0, y \in(0, L)\}$ in [28]. The existence and exponential decay of regular solutions to the linearized ZK equation in a rectangle $\{(x, y): x \in(0, L), y \in(0, B)\}$ has been studied in [13]. Finally, for the stochastic case, the stochastic KdV equation has been studied extensively (see [10], [20] and [12])), where the main focus are on Wick-type SPDEs (see [46] and [33]) and exact solutions under the additive noise (see [24]).

To conclude, the problem of the well-posedness of the (deterministic and stochastic) ZK equation in a bounded domain and regularity of solutions (in space dimension 3) have not yet been thoroughly explored. Hence here we aim to systematically analyse these problems in the rectangular domain

$$
\begin{equation*}
\mathcal{M}:=\left\{\left(x, x^{\perp}\right), x \in(0,1), x^{\perp} \in(-\pi / 2, \pi / 2)^{d}, d=1,2\right\} . \tag{1.2}
\end{equation*}
$$

Firstly for the deterministic case, we establish, for arbitrary large initial data, the existence of global weak solutions in space dimensions 2 and 3 ( $d=1$ and 2 respectively) and a result concerning the uniqueness of such solutions in the two-dimensional case (Chapter 3). Then we prove the short and then global time existence of strong solutions in space dimension 3 (Chapters 4 and 5). Finally we extend the results of existence and uniqueness of weak solutions to the stochastic case (Chapter 6).

The proof adopts new ideas other than those of the classical models in fluid dynamics, such as the Navier-Stokes equation, Primitive Equation and related equations. This is
mainly because as a partial differential equation with mixed features (partial hyperbolicity, nonlinearity, nonconventional boundary conditions, anisotropicity and stochasticity), the ZK equation sits at the interface between probability theory, mathematical analysis and theory of parabolic and hyperbolic partial differential equations, and hence requires novel methods, which will be elaborated below.

### 1.1 Existence and Uniqueness of the Weak Solution to the ZakharovKuznetsov (ZK) Equation

We consider a limited domain $\mathcal{M}$ as in (1.2). We assume the boundary conditions on $x=0,1$ to be

$$
u\left(0, x^{\perp}, t\right)=u\left(1, x^{\perp}, t\right)=u_{x}\left(1, x^{\perp}, t\right)=0
$$

In the $y$ and $z$ directions, we will choose either the Dirichlet boundary conditions or the periodic boundary conditions.

We first establish in Chapter 2 various results concerning basic functional spaces and their traces and regularity results. Proceeding in steps we first introduce a functional space $\mathcal{X}(\mathcal{M})=\left\{u \in L^{2}(\mathcal{M}): \Delta u_{x}+c u_{x} \in L^{2}(\mathcal{M})\right\}$, for which traces on the $y, z$ boundaries can not be defined (Section 2.1), then a subspace $\mathcal{X}_{1}(\mathcal{M})=\{u \in \mathcal{X}(\mathcal{M}), u=0$ at $x=$ 0,1 , and $u_{x}=0$ at $\left.x=1\right\}$, for which such traces are defined (Section 2.2), and finally the spaces $D(A)=\left\{u \in \mathcal{X}_{1}(\mathcal{M}), u=0\right.$ at $y= \pm \frac{\pi}{2}\left(\right.$ and $\left.\left.z= \pm \frac{\pi}{2}\right)\right\}$, and $D\left(A_{\text {per }}\right)=\left\{u \in \mathcal{X}_{1}(\mathcal{M})\right.$, $u$ is periodic with the first order derivatives periodic in $y, z$, with period $\pi\}$, covering all the boundary conditions in the Dirichlet and space periodic cases (Sections 2.3, 2.4).

We then study in Section 2.5 the linear ZK equation, which will be applied to prove for the uniqueness of solutions for the nonlinear equation.

In Chapter 3 we establish for the full nonlinear problem the following well-posedness result:

Theorem 1.1.1. We are given the initial data $u_{0} \in L^{2}(\mathcal{M})$ and $f \in L_{\text {loc }}^{2}\left(\mathbb{R}_{+} ; L^{2}(\mathcal{M})\right)$, $\mathcal{M}=(0,1)_{x} \times(-\pi / 2, \pi / 2)^{d}, d=1,2$. Then:
(i) The initial and boundary-value problem for the ZK equation has a weak solution $u$,

$$
\begin{gathered}
u \in L^{\infty}\left(0, T ; L^{2}(\mathcal{M})\right) \cap L^{2}\left(0, T ; H_{0}^{1}(\mathcal{M})\right), \\
\int_{0}^{T} \int_{\left(-\frac{\pi}{2}, \frac{\pi}{2}\right)^{d}}\left|u_{x}\left(0, x^{\perp}, t\right)\right|^{2} d x^{\perp} d t<\infty
\end{gathered}
$$

for all $T>0$.
(ii) If $d=1$, then the solution $u$ is unique. Moreover, $u \in \mathcal{C}\left([0, T] ; L^{2}(\mathcal{M})\right)$ and the flow map $u_{0} \rightarrow u(\cdot, t)$ is continuous from $L^{2}(\mathcal{M})$ to $L^{2}(\mathcal{M})$.

The proof is carried out mainly using the following parabolic regularization and a compactness argument:

$$
\left\{\begin{array}{l}
\frac{\partial u^{\epsilon}}{\partial t}+\Delta \frac{\partial u^{\epsilon}}{\partial x}+c \frac{\partial u^{\epsilon}}{\partial x}+u^{\epsilon} \frac{\partial u^{\epsilon}}{\partial x}+\epsilon\left(\frac{\partial^{4} u^{\epsilon}}{\partial x^{4}}+\frac{\partial^{4} u^{\epsilon}}{\partial y^{4}}+\frac{\partial^{4} u^{\epsilon}}{\partial z^{4}}\right)=f  \tag{1.3}\\
u^{\epsilon}(0)=u_{0}
\end{array}\right.
$$

### 1.2 Local and Global Existence of Strong Solutions in $3 D$

In chapter 4 we establish the short time existence of strong solutions in a $3 D$ rectangular domain.

Theorem 1.2.1. We assume suitable regularity on the data and compatibility conditions. Then there exists a local strong solution to the $Z K$ equation on some time interval $\left[0, T_{*}\right)$, $T_{*}>0$ depending only on the data, such that

$$
\begin{gathered}
\nabla u, u_{y y}, u_{z z}, u_{t} \in L^{\infty}\left(0, T_{*} ; L^{2}(\mathcal{M})\right), \\
u \in L^{2}\left(0, T_{*} ; D(A) \cap \Xi \cap H^{3}\left(I_{x} ; L^{2}\left(I_{x^{\perp}}\right)\right) \cap H^{3}\left(I_{x \perp} ; L^{2}\left(I_{x}\right)\right)\right), \\
u_{t} \in L^{2}\left(0, T_{*} ; H^{1}(\mathcal{M})\right) .
\end{gathered}
$$

Moreover, we have for every $t \in\left(0, T_{*}\right)$,

$$
\left.u_{y y}(t)\right|_{y= \pm \frac{\pi}{2}}=\left.u_{z z}(t)\right|_{z= \pm \frac{\pi}{2}}=0
$$

The proof is different from e.g. that of the Navier-Stokes equation, due to the partial hyperbolicity of the model. We again use the parabolic regularization (1.3) and the key observation of the comparison between $\left|u_{x}^{\epsilon}(t)\right|_{L^{2}(\mathcal{M})}$ and $\left|u_{t}^{\epsilon}(t)\right|_{L^{2}(\mathcal{M})}$ (see Lemma 4.1.2).

Next in Chapter 5, we prove, with different assumptions on the boundary conditions on $x=0$ and 1 , the global existence of strong solutions in $3 D$. That is, we assume periodic boundary conditions on $u, u_{x}$ and $u_{x x}$ on $x=0$ and 1 . Then the main result is the following:

Theorem 1.2.2. We assume suitably regular data. Then the initial and boundary value problem for the ZK equation possesses at least a solution $u$ :

$$
u \in \mathcal{C}\left([0, T] ; H^{1}(\mathcal{M})\right) \cap W^{3,3 / 2}\left(I_{x} ; H_{t}^{-1}\left(0, T ; H^{-4}\left(I_{x^{\perp}}\right)\right)\right)
$$

For the proof we again use the parabolic regularization (1.3).
The main obstacle is the estimates of the nonlinear term as in the case of $3 D$ NavierStokes equation. To overcome this difficulty we utilize the anisotropic resonance of the term $u_{x x x}$ and the nonlinear term $u u_{x}$ to cancel $u u_{x}$, which leads to a bound for the $H^{1}$ norm over $(0, T)$ of $u$. Also with the assumption of periodic boundary conditions for $u$ and $u_{x^{j}}$ at $x=0,1, j=1,2$, the trace $\left.u_{x x}\right|_{x=0} ^{x=1}$ now vanishes for our convenience in estimation.

However the uniqueness of solutions is still open in both $2 D$ and $3 D$, even with such a regularity and all the periodic boundary conditions satisfied.

### 1.3 Martingale and Pathwise Solutions to the Stochastic ZK Equation

In Chapter 6, we consider the stochastic Zakharov-Kuznetsov equation subject to multiplicative random noise

$$
\begin{equation*}
d u+\left(\Delta u_{x}+c u_{x}+u u_{x}\right) d t=f d t+\sigma(u) d W(t) \tag{1.4}
\end{equation*}
$$

posed in the same rectangular domain $\mathcal{M}$ as in (1.2). Then we extend the results of Theorem 1.1.1 to the stochastic case. Note that here we have different notions of solutions, namely, the martingale and pathwise solutions. In the former notion, the stochastic basis is not specified in the beginning and is viewed as part of the unknown, while in the latter case, the stochastic basis is fixed in advance as part of the assumptions.

The main results are as follows:

Theorem 1.3.1. In dimensions 2 or 3 , we suppose suitable conditions on the measure of the initial data, $\sigma$ and $f$. Then there exists a global martingale solution $(\tilde{\mathcal{S}}, \tilde{u})$ to the stochastic ZK equation.

Theorem 1.3.2. In dimension 2 , we assume, relative to a fixed stochastic basis $\mathcal{S}$, suitable conditions on the initial data, $\sigma$ and $f$. Then there exists a unique global pathwise solution $u$ to the stochastic $Z K$ equation.

One of the main novelties of the proof is the treatment of the boundary conditions, which are more complicated than the usual Dirichlet or periodic ones. Firstly, it is not clear whether all the boundary conditions are still preserved after the application of the Skorokhod embedding theorem (Theorem 2.4 in [9]) since the underlying stochastic basis has been changed. To solve this problem, a measurability result concerning Hilbert spaces is developed (Lemma 7.3.1). Secondly, we have extended the trace results in the deterministic to stochastic setting by establishing the trace properties of the linearized ZK equation depending on the probabilistic parameters (Lemma 7.2.2 and Lemma 7.2.3).

A further novelty is contained in the proof of the pathwise uniqueness (Section 6.3.2). Difficulties arise with the derivation of the energy inequality for the difference of the solutions due to the lack of regularity. Moreover, the method in the deterministic case can not be adapted to the stochastic case by the application of the stochastic version of the Gronwall lemma established in [21] (see also [34]), as issues would arise in passage to the
limit on the terms involving stopping times. We overcome this difficulty by establishing a variant of the stochastic Gronwall lemma (Lemma 7.7.2), where we find that in certain situations we can weaken the hypotheses so as to avoid the stopping times.

## Chapter 2

## Functional Spaces and the Linearized ZK Equation

We consider the linearized Zakharov-Kuznetsov equation in a rectangular or parallelepiped domain, namely,

$$
\begin{equation*}
\frac{\partial u}{\partial t}+c \frac{\partial u}{\partial x}+\Delta \frac{\partial u}{\partial x}=f \tag{2.1}
\end{equation*}
$$

considered in $\mathcal{M}=(0,1)_{x} \times(-\pi / 2, \pi / 2)^{d}$, with $d=1,2, \Delta u=u_{x x}+\Delta^{\perp} u, \Delta^{\perp} u=u_{y y}$ or $u_{y y}+u_{z z}$. We will use the notations $I_{x}=(0,1)_{x}, I_{y}=(-\pi / 2, \pi / 2)_{y}$ and $I_{z}=(-\pi / 2, \pi / 2)_{z}$ in the sequel. As in the previous work [40], we assume the boundary conditions on $x=0,1$ to be

$$
\begin{equation*}
u\left(0, x^{\perp}, t\right)=u\left(1, x^{\perp}, t\right)=u_{x}\left(1, x^{\perp}, t\right)=0 \tag{2.2}
\end{equation*}
$$

and the initial condition reads:

$$
\begin{equation*}
u\left(x, x^{\perp}, 0\right)=u_{0}\left(x, x^{\perp}\right) \tag{2.3}
\end{equation*}
$$

We also need suitable boundary conditions in the $y$ and $z$ directions. As mentioned before, we will choose either the Dirichlet boundary conditions

$$
\begin{equation*}
u=0 \text { at } y= \pm \frac{\pi}{2} \quad\left(\text { and } z= \pm \frac{\pi}{2}\right) \tag{2.4}
\end{equation*}
$$

or the periodic boundary conditions

$$
\begin{equation*}
\left.u\right|_{y=-\frac{\pi}{2}} ^{y=\frac{\pi}{2}}=\left.u_{y}\right|_{y=-\frac{\pi}{2}} ^{y=\frac{\pi}{2}}=0\left(\text { and }\left.u\right|_{z=-\frac{\pi}{2}} ^{z=\frac{\pi}{2}}=\left.u_{z}\right|_{z=-\frac{\pi}{2}} ^{z=\frac{\pi}{2}}=0\right) . \tag{2.5}
\end{equation*}
$$

We will study in each case the initial and boundary value problem (2.1)-(2.3) supplemented with the boundary conditions (2.4) or (2.5). We will recast the linear system in the form of an abstract evolution equation

$$
\left\{\begin{array}{l}
\frac{d u}{d t}+A u=f  \tag{2.6}\\
u(0)=u_{0}
\end{array}\right.
$$

and prove that $-A$ is the infinitesimal generator of a contraction semigroup which will provide existence and uniqueness of solutions to (2.6) using the linear semi-group theory. In order to define and characterize $A$ and its domain $D(A)$, we first introduce the auxiliary spaces $\mathcal{X}(\mathcal{M})$ and $\mathcal{X}_{1}(\mathcal{M})$ in Sections 2.1 and 2.2, and then proceed in Section 2.3 with the definition of $D(A)$.

### 2.1 Density and Trace Results for the Space $\mathcal{X}(\mathcal{M})$.

We consider the space $\mathcal{X}=\mathcal{X}(\mathcal{M})=\left\{u \in L^{2}(\mathcal{M}): \Delta u_{x}+c u_{x} \in L^{2}(\mathcal{M})\right\}$, endowed with its natural Hilbert norm: $|u|_{\mathcal{X}(\mathcal{M})}=\left(|u|_{L^{2}(\mathcal{M})}^{2}+\left|\Delta u_{x}+c u_{x}\right|_{L^{2}(\mathcal{M})}^{2}\right)^{1 / 2}$.

As a preparation for the trace theorem, Theorem 2.1.1, we first prove the following density result.

Lemma 2.1.1. $H_{x}^{3}\left(I_{x} ; \mathcal{C}^{\infty}\left[-\frac{\pi}{2}, \frac{\pi}{2}\right]^{d}\right)$ is dense in $\mathcal{X}(\mathcal{M})$.

Proof. Fix $u \in \mathcal{X}(\mathcal{M})$, and assume that $d=2$ (similar proof for $d=1$ ). We aim to approximate $u$ by a sequence $\left\{u_{N}\right\} \subseteq H_{x}^{3}\left(I_{x} ; \mathcal{C}^{\infty}\left[-\frac{\pi}{2}, \frac{\pi}{2}\right]^{d}\right)$, such that $u_{N} \rightarrow u$ in $\mathcal{X}(\mathcal{M})$.

Step 1. We construct a sequence of approximations $u_{N}$. By Fourier series expansion in $x^{\perp}$, we write

$$
\begin{equation*}
u=\sum_{k} \widehat{u}_{k}(x) \omega_{k_{1}}(y) \omega_{k_{2}}(z), \quad k=\left(k_{1}, k_{2}\right) \tag{2.7}
\end{equation*}
$$

where the $\omega_{k_{1}}$ are the eigenfunctions of the operators $d^{2} / d y^{2}$ on $I_{y}$ (sine and cosine functions) which form an orthonormal basis of $L^{2}\left(I_{y}\right)$, and the $\omega_{k_{2}}$ are the eigenfunctions of the
operators $d^{2} / d z^{2}$ on $I_{z}$ which form an orthonormal basis of $L^{2}\left(I_{z}\right) .{ }^{1}$ Since $u \in L^{2}(\mathcal{M})$, these expansions converge in $L^{2}(\mathcal{M})$, and $|u|_{L^{2}(\mathcal{M})}^{2}=C_{d} \Sigma_{k}\left|\widehat{u}_{k}\right|_{L^{2}\left(I_{x}\right)}^{2}$, with $C_{d}$ a constant depending only on $d$.

We set

$$
\begin{equation*}
\Delta u_{x}+c u_{x}=g \in L^{2}(\mathcal{M}) \tag{2.8}
\end{equation*}
$$

According to Lemma 7.1.1 in the Appendix, $\Delta u_{x}+c u_{x}$ being in $L^{2}(\mathcal{M})$ makes sense in the space of distributions $\Sigma^{\prime}(\mathcal{M})$ defined in that lemma. Hence by Corollary 7.1.1,

$$
\begin{equation*}
\widehat{u}_{k}^{\prime \prime \prime}-\left(\lambda_{k}-c\right) \widehat{u}_{k}^{\prime}=\widehat{g}_{k}, \tag{2.9}
\end{equation*}
$$

holds in $L^{2}\left(I_{x}\right)$, with $\widehat{g}_{k}(x)$ the Fourier coefficients of $g$ as in (2.7).
Now we define the sequence of approximations

$$
\begin{equation*}
u_{N}=\sum_{|k| \leqslant N} \widehat{u}_{k}(x) \omega_{k_{1}}(y) \omega_{k_{2}}(z), \quad N \in \mathbb{N} . \tag{2.10}
\end{equation*}
$$

By (7.7), we have $\left|u_{N x x x}\right|_{L^{2}(\mathcal{M})}^{2}=\sum_{|k| \leqslant N}\left|\widehat{u}_{k}^{\prime \prime \prime}\right|_{L^{2}\left(I_{x}\right)}^{2}<\infty$. Hence

$$
\begin{equation*}
u_{N} \in H_{x}^{3}\left(I_{x} ; \mathcal{C}^{\infty}\left[-\frac{\pi}{2}, \frac{\pi}{2}\right]^{d}\right) \tag{2.11}
\end{equation*}
$$

Step 2. We show that $u_{N} \rightarrow u$ in $\mathcal{X}(\mathcal{M})$ as $N \rightarrow \infty$, that is

$$
\left\{\begin{array}{l}
u_{N} \rightarrow u \text { in } L^{2}(\mathcal{M})  \tag{2.12}\\
\Delta u_{N x}+c u_{N x} \rightarrow \Delta u_{x}+c u_{x} \text { in } L^{2}(\mathcal{M})
\end{array}\right.
$$

It is easy to obtain $(2.12)_{1}$.
Multiplying (2.9) by $\omega_{k_{1}}(y) \omega_{k_{2}}(z)$ and summing up in $k$ for $|k| \leq N$, we find that

$$
\begin{equation*}
\Delta u_{N x}+c u_{N x}=g_{N}, \tag{2.13}
\end{equation*}
$$

[^0]holds in $L^{2}(\mathcal{M})$, where
\[

$$
\begin{equation*}
g_{N}=\sum_{|k| \leqslant N} \widehat{g}_{k}(x) \omega_{k_{1}}(y) \omega_{k_{2}}(z) . \tag{2.14}
\end{equation*}
$$

\]

Since $g_{N} \rightarrow g$ in $L^{2}(\mathcal{M}),(2.13)$ implies that $\Delta u_{N x}+c u_{N x} \rightarrow g$ in $L^{2}(\mathcal{M})$. Hence with (2.8), we obtain $(2.12)_{2}$.

The conclusions of Lemma 2.1.1 follow.
Now we are in position to prove the following trace theorem.

Theorem 2.1.1. For $u \in \mathcal{X}(\mathcal{M})$, we can define the traces, on the lines $x=0$ and $x=1$, of $u, u_{x}, u_{x x}$, and of their $y$ and $z$ derivatives:

$$
\begin{gather*}
\gamma_{i} u, \gamma_{i} u_{x} \text { and } \gamma_{i} u_{x x} \text { belong to } H^{-3}\left(\left(-\frac{\pi}{2}, \frac{\pi}{2}\right)^{d}\right),  \tag{2.15}\\
\gamma_{i} u_{y y}, \gamma_{i} u_{z z} \text {, and } \gamma_{i} \Delta^{\perp} u \text { belong to } H^{-5}\left(\left(-\frac{\pi}{2}, \frac{\pi}{2}\right)^{d}\right), \tag{2.16}
\end{gather*}
$$

where $\gamma_{i}$ is the trace on $x=i, i=0,1$. Furthermore, the trace operators are continuous from $\mathcal{X}(\mathcal{M})$ into the corresponding spaces.

Remark 2.1.1. i) The spaces for the traces may not be "optimal", but, for the sequel, it is sufficient to know that the traces are well defined and that they depend continuously on $u$ in $\mathcal{X}(\mathcal{M})$.
ii) Since the derivatives $\partial_{y}=\partial / \partial y$ and $\partial_{z}=\partial / \partial z$ are continuous from $H^{-k}\left(\left(-\frac{\pi}{2}, \frac{\pi}{2}\right)^{d}\right)$ into $H^{-k-1}\left(\left(-\frac{\pi}{2}, \frac{\pi}{2}\right)^{d}\right)$, the traces of the $y$ and $z$ derivatives of arbitrary orders of the functions in (2.15) can also be well defined, with continuity in the natural spaces; (2.16) provides some examples of such cases.

Proof. Let $u \in \mathcal{X}(\mathcal{M})$. Then by Fourier series expansion as in (2.7), we find that (2.9) implies

$$
\begin{equation*}
\left|\widehat{u}_{k}^{\prime \prime \prime}\right|_{L^{2}\left(I_{x}\right)} \leq\left|\widehat{g}_{k}\right|_{L^{2}\left(I_{x}\right)}+\left|\lambda_{k}-c\right|\left|\widehat{u}_{k}^{\prime}\right|_{L^{2}\left(I_{x}\right)} . \tag{2.17}
\end{equation*}
$$

Applying the interpolation theorem, $\left|\widehat{u}_{k}^{\prime}\right|_{L^{2}\left(I_{x}\right)} \leq C\left|\widehat{u}_{k}\right|_{L^{2}\left(I_{x}\right)}^{2 / 3}\left|\widehat{u}_{k}^{\prime \prime \prime}\right|_{L^{2}\left(I_{x}\right)}^{1 / 3}$, with $C$ a constant independent of $k$, we obtain

$$
\left|\widehat{u}_{k}^{\prime \prime \prime}\right|_{L^{2}\left(I_{x}\right)} \leq\left|\widehat{g}_{k}\right|_{L^{2}\left(I_{x}\right)}+\frac{2}{3} C^{3 / 2}\left|\lambda_{k}-c\right|^{3 / 2}\left|\widehat{u}_{k}\right|_{L^{2}\left(I_{x}\right)}+\frac{1}{3}\left|\widehat{u}_{k}^{\prime \prime \prime}\right|_{L^{2}\left(I_{x}\right)} .
$$

Hence

$$
\begin{equation*}
\left|\widehat{u}_{k}^{\prime \prime \prime}\right|_{L^{2}\left(I_{x}\right)} \lesssim\left|\widehat{g}_{k}\right|_{L^{2}\left(I_{x}\right)}+\left|\lambda_{k}-c\right|^{3 / 2}\left|\widehat{u}_{k}\right|_{L^{2}\left(I_{x}\right)}, \tag{2.18}
\end{equation*}
$$

where $\lesssim$ means $\leq$ up to a multiplicative constant independent of $k$. Summing up (2.18) in $k$ for $|k| \leq N$, we obtain

$$
\sum_{k} \lambda_{k}^{-3}\left|\widehat{u}_{k}^{\prime \prime \prime}\right|_{L^{2}\left(I_{x}\right)}^{2} \lesssim \sum_{k} \lambda_{k}^{-3}\left|\widehat{g}_{k}\right|_{L^{2}\left(I_{x}\right)}^{2}+\sum_{k}\left|\widehat{u}_{k}\right|_{L^{2}\left(I_{x}\right)}^{2}
$$

Thus

$$
\begin{equation*}
u_{x x x} \in L^{2}\left(I_{x} ; H^{-3}(-\pi / 2, \pi / 2)^{d}\right) \tag{2.19}
\end{equation*}
$$

Since $u \in L^{2}(\mathcal{M})=L^{2}\left(I_{x} ; L^{2}(-\pi / 2, \pi / 2)^{d}\right)$, by the intermediate derivative theory, $u_{x}$ and $u_{x x}$ belong to at least the same space as in (2.19). Hence we obtain (2.15).

Remark 2.1.2. Note that one cannot define the traces on $y= \pm \pi / 2$ or $z= \pm \pi / 2$ yet. $A$ counterexample is the following:

When $d=1$, let $u(x, y)=1 /(y+\pi / 2)^{1 / 4},(x, y) \in I_{x} \times I_{y}$. Then $u \in \mathcal{X}(\mathcal{M})$, but $u \rightarrow \infty$ as $y \rightarrow-\pi / 2$.

However, certain subspaces of $\mathcal{X}(\mathcal{M})$ may have traces defined on the $y$ and $z$ boundaries.

As an example, Theorem 2.2 below gives such a result for the space

$$
\begin{equation*}
\mathcal{X}_{1}(\mathcal{M})=\left\{u \in \mathcal{X}(\mathcal{M}), u=0 \text { at } x=0,1, \text { and } u_{x}=0 \text { at } x=1\right\} . \tag{2.20}
\end{equation*}
$$

Note that this space can be defined thanks to Theorem 2.1.1.

### 2.2 Density and Trace Results for the Space $\mathcal{X}_{1}(\mathcal{M})$.

Before we state and prove the trace theorem, Theorem 2.2.1, we establish the following preliminary results for $\mathcal{X}_{1}(\mathcal{M})$.

Firstly, we have a density result for $\mathcal{X}_{1}(\mathcal{M})$ similar to Lemma 2.1.1.

Lemma 2.2.1. $\mathcal{X}_{1}(\mathcal{M}) \cap H_{x}^{3}\left(I_{x} ; \mathcal{C}^{\infty}\left[-\frac{\pi}{2}, \frac{\pi}{2}\right]^{d}\right)$ is dense in $\mathcal{X}_{1}(\mathcal{M})$.
Proof. Fix $u \in \mathcal{X}_{1}(\mathcal{M})$, and define $u_{N}$ as in (2.10). By a similar proof as for Lemma 2.1.1, we have

$$
\begin{equation*}
u_{N} \rightarrow u \text { in } \mathcal{X}(\mathcal{M}), \tag{2.21}
\end{equation*}
$$

and

$$
\begin{equation*}
u_{N} \in H_{x}^{3}\left(I_{x} ; \mathcal{C}^{\infty}\left[-\frac{\pi}{2}, \frac{\pi}{2}\right]^{d}\right) . \tag{2.22}
\end{equation*}
$$

Now we show that $u_{N} \in \mathcal{X}_{1}(\mathcal{M})$. By (2.20), $u\left(0, x^{\perp}\right)=0$. Hence

$$
\widehat{u}_{k}(0)=\left\langle u\left(0, x^{\perp}\right), \omega_{k_{1}}(y) \omega_{k_{2}}(z)\right\rangle=0 .
$$

Similarly we have

$$
\begin{equation*}
\widehat{u}_{k}(0)=\widehat{u}_{k}(1)=\widehat{u}_{k}^{\prime}(1)=0 . \tag{2.23}
\end{equation*}
$$

Multiplying (2.23) by $\omega_{k_{1}}(y) \omega_{k_{2}}(z)$ and summing up in $k$ for $|k| \leq N$, we obtain

$$
\begin{equation*}
u_{N}=0 \text { at } x=0,1, \text { and } u_{N x}=0 \text { at } x=1 . \tag{2.24}
\end{equation*}
$$

Thus $u_{N} \in \mathcal{X}_{1}(\mathcal{M})$ as desired and (2.21) now holds in $\mathcal{X}_{1}(\mathcal{M})$.
Secondly we introduce two results concerning the regularity of functions in $\mathcal{X}_{1}(\mathcal{M})$.

Lemma 2.2.2. For $u \in \mathcal{X}_{1}(\mathcal{M})$, the traces

$$
\begin{equation*}
\left.u_{x}\right|_{x=0} \text { and }\left.u_{x x}\right|_{x=1} \text { belong to } L^{2}\left(\left(-\frac{\pi}{2}, \frac{\pi}{2}\right)^{d}\right) \text {, } \tag{2.25}
\end{equation*}
$$

and the trace operators are continuous from $\mathcal{X}_{1}(\mathcal{M})$ into the corresponding spaces.

Proof. Let $u \in \mathcal{X}_{1}(\mathcal{M})$. Assume first that $u \in \mathcal{X}_{1}(\mathcal{M}) \cap H_{x}^{3}\left(I_{x} ; \mathcal{C}^{\infty}\left[-\frac{\pi}{2}, \frac{\pi}{2}\right]^{d}\right)$; then (2.9) and (2.23) hold in $L^{2}\left(I_{x}\right)$. We successively multiply (2.9) by $\widehat{u}_{k}, x \widehat{u}_{k}$ and $x$, integrate between 0 and 1 and integrate by parts.

Multiplying (2.9) by $\widehat{u}_{k}$, we obtain with (2.23)

$$
\begin{gather*}
-\int_{0}^{1} \widehat{u}_{k}^{\prime \prime} \widehat{u}_{k}^{\prime} d x+\left.\widehat{u}_{k}^{\prime \prime} \widehat{u}_{k}\right|_{0} ^{1}-\left.\frac{1}{2}\left(\lambda_{k}-c\right) \widehat{u}_{k}^{2}\right|_{0} ^{1}=\int_{0}^{1} \widehat{g}_{k} \widehat{u}_{k} d x ; \\
\frac{1}{2}\left(\widehat{u}_{k}^{\prime}(0)\right)^{2} \leq \frac{1}{2}\left|\widehat{g}_{k}\right|_{L^{2}\left(I_{x}\right)}^{2}+\frac{1}{2}\left|\widehat{u}_{k}\right|_{L^{2}\left(I_{x}\right)}^{2} . \tag{2.26}
\end{gather*}
$$

Summing (2.26) up in $k$,

$$
\begin{equation*}
\left.\left|u_{x}\right|_{x=0}\right|_{L^{2}(\mathcal{M})} ^{2} \lesssim|g|_{L^{2}(\mathcal{M})}^{2}+|u|_{L^{2}(\mathcal{M})}^{2}, \tag{2.27}
\end{equation*}
$$

which implies (2.25).
Multiplying (2.9) by $x \widehat{u}_{k}$, we obtain

$$
\begin{gather*}
-\int_{0}^{1} \widehat{u}_{k}^{\prime \prime} \widehat{u}_{k}^{\prime} x d x-\int_{0}^{1} \widehat{u}_{k}^{\prime \prime} \widehat{u}_{k} d x+\frac{1}{2}\left(\lambda_{k}-c\right)\left|\widehat{u}_{k}\right|_{L^{2}\left(I_{x}\right)}^{2}=\int_{0}^{1} \widehat{g}_{k} \widehat{u}_{k} x d x ; \\
\frac{1}{2} \int_{0}^{1}\left(\widehat{u}_{k}^{\prime}\right)^{2} d x+\int_{0}^{1}\left(\widehat{u}_{k}^{\prime}\right)^{2} d x+\frac{1}{2}\left(\lambda_{k}-c\right)\left|\widehat{u}_{k}\right|_{L^{2}\left(I_{x}\right)}^{2}=\int_{0}^{1} \widehat{g}_{k} \widehat{u}_{k} x d x \\
\frac{3}{2}\left|\widehat{u}_{k}^{\prime}\right|_{L^{2}\left(I_{x}\right)}^{2}+\frac{\lambda_{k}}{2}\left|\widehat{u}_{k}\right|_{L^{2}\left(I_{x}\right)}^{2}=\frac{c}{2}\left|\widehat{u}_{k}\right|_{L^{2}\left(I_{x}\right)}^{2}+\int_{0}^{1} \widehat{g}_{k} \widehat{u}_{k} x d x ;  \tag{2.28}\\
\frac{\lambda_{k}}{2}\left|\widehat{u}_{k}\right|_{L^{2}\left(I_{x}\right)}^{2} \leq \frac{c}{2}\left|\widehat{u}_{k}\right|_{L^{2}\left(I_{x}\right)}^{2}+\left|\widehat{g}_{k}\right|_{L^{2}\left(I_{x}\right)}\left|\widehat{u}_{k}\right|_{L^{2}\left(I_{x}\right)} .
\end{gather*}
$$

Dividing both sides by $\left|\widehat{u}_{k}\right|_{L^{2}\left(I_{x}\right)}$, we find

$$
\begin{gather*}
\frac{\lambda_{k}}{2}\left|\widehat{u}_{k}\right|_{L^{2}\left(I_{x}\right)} \leq \frac{c}{2}\left|\widehat{u}_{k}\right|_{L^{2}\left(I_{x}\right)}+\left|\widehat{g}_{k}\right|_{L^{2}\left(I_{x}\right)} ; \\
\frac{\lambda_{k}^{2}}{4}\left|\widehat{u}_{k}\right|_{L^{2}\left(I_{x}\right)}^{2} \leq \frac{c^{2}}{2}\left|\widehat{u}_{k}\right|_{L^{2}\left(I_{x}\right)}^{2}+2\left|\widehat{g}_{k}\right|_{L^{2}\left(I_{x}\right)}^{2} \tag{2.29}
\end{gather*}
$$

Multiplying (2.9) by $x$, we see that

$$
\begin{gathered}
-\int_{0}^{1} \widehat{u}_{k}^{\prime \prime} d x+\left.\widehat{u}_{k}^{\prime \prime} x\right|_{0} ^{1}-\left(\lambda_{k}-c\right) \int_{0}^{1} \widehat{u}_{k}^{\prime} x d x=\int_{0}^{1} \widehat{g}_{k} x d x \\
\widehat{u}_{k}^{\prime \prime}(1)=-\widehat{u}_{k}^{\prime}(0)-\lambda_{k} \int_{0}^{1} \widehat{u}_{k} d x+c \int_{0}^{1} \widehat{u}_{k} d x+\int_{0}^{1} \widehat{g}_{k} x d x .
\end{gathered}
$$

Thus

$$
\begin{equation*}
\left(\widehat{u}_{k}^{\prime \prime}(1)\right)^{2} \lesssim\left(\widehat{u}_{k}^{\prime}(0)\right)^{2}+\left(\lambda_{k}^{2}+c^{2}\right)\left|\widehat{u}_{k}\right|_{L^{2}\left(I_{x}\right)}^{2}+\left|\widehat{g}_{k}\right|_{L^{2}\left(I_{x}\right)}^{2} . \tag{2.30}
\end{equation*}
$$

From (2.30), (2.29) and (2.26) we infer that

$$
\begin{equation*}
\left(\widehat{u}_{k}^{\prime \prime}(1)\right)^{2} \lesssim c^{2}\left|\widehat{u}_{k}\right|_{L^{2}\left(I_{x}\right)}^{2}+\left|\widehat{g}_{k}\right|_{L^{2}\left(I_{x}\right)}^{2} . \tag{2.31}
\end{equation*}
$$

Summing (2.31) up in $k$, we obtain

$$
\begin{equation*}
\left.\left|u_{x x}\right|_{x=1}\right|_{L^{2}(\mathcal{M})} ^{2} \lesssim c^{2}|u|_{L^{2}(\mathcal{M})}^{2}+|g|_{L^{2}(\mathcal{M})}^{2}, \tag{2.32}
\end{equation*}
$$

which implies (2.25).
Hence the conclusions of Lemma 2.2.2 follow for functions smooth enough. For $u$ nonsmooth we proceed by approximation using Lemma 2.2.1.

Proposition 2.2.1. When $d=1,2$, if $u \in \mathcal{X}_{1}(\mathcal{M})$, we have

$$
\begin{equation*}
\Delta^{\perp} u \text { and } \Delta u \text { belong to } L^{2}(\mathcal{M}) . \tag{2.33}
\end{equation*}
$$

Moreover,

$$
\begin{equation*}
\left.\mathcal{X}_{1}(\mathcal{M}) \subset H_{0}^{1} \cap H^{2}\left(I_{x} ; L^{2}\left((-\pi / 2, \pi / 2)^{d}\right)\right)\right), \tag{2.34}
\end{equation*}
$$

with a continuous embedding. Furthermore, when $d=1$, we actually have

$$
\begin{equation*}
\mathcal{X}_{1}(\mathcal{M}) \subset H_{0}^{1} \cap H^{2}\left(I_{x} ; H^{2}\left(I_{y}\right)\right) . \tag{2.35}
\end{equation*}
$$

Proof. Integrating (2.8) in $x$ from $x$ to 1 , we find

$$
\begin{equation*}
\Delta u=\left.u_{x x}\right|_{x=1}-c u-\int_{x}^{1} g\left(\tilde{x}, x^{\perp}\right) d \tilde{x} . \tag{2.36}
\end{equation*}
$$

Together with (2.25), we find that $\Delta u \in L^{2}(\mathcal{M})$.
For $u$ smooth enough, integrating (2.9) from $x$ to 1 , we obtain with (2.23)

$$
\widehat{u}_{k}^{\prime \prime}(x)=-\lambda_{k} \widehat{u}_{k}(x)+c \widehat{u}_{k}(x)+\widehat{u}_{k}^{\prime \prime}(1)+\int_{x}^{1} \widehat{g}_{k}(\tilde{x}) d \tilde{x} ;
$$

$$
\begin{equation*}
\left|\widehat{u}_{k}^{\prime \prime}\right|_{L^{2}\left(I_{x}\right)}^{2} \lesssim \lambda_{k}^{2}\left|\widehat{u}_{k}\right|_{L^{2}\left(I_{x}\right)}^{2}+c^{2}\left|\widehat{u}_{k}\right|_{L^{2}\left(I_{x}\right)}^{2}+\left(\widehat{u}_{k}^{\prime \prime}(1)\right)^{2}+\left|\widehat{g}_{k}\right|_{L^{2}\left(I_{x}\right)}^{2} \tag{2.37}
\end{equation*}
$$

From (2.37), (2.29) and (2.30) we obtain

$$
\begin{equation*}
\left|\widehat{u}_{k}^{\prime \prime}\right|_{L^{2}\left(I_{x}\right)}^{2} \lesssim c^{2}\left|\widehat{u}_{k}\right|_{L^{2}\left(I_{x}\right)}^{2}+\left|\widehat{g}_{k}\right|_{L^{2}\left(I_{x}\right)}^{2} \tag{2.38}
\end{equation*}
$$

Summing (2.38) up in $k$,

$$
\left|u_{x x}\right|_{L^{2}(\mathcal{M})}^{2} \lesssim c^{2}|u|_{L^{2}(\mathcal{M})}^{2}+|g|_{L^{2}(\mathcal{M})}^{2}
$$

Thus

$$
\begin{equation*}
u_{x x} \in L^{2}(\mathcal{M}) \tag{2.39}
\end{equation*}
$$

By the intermediate derivatives theorem, $u_{x} \in L^{2}(\mathcal{M})$, and hence we obtain (2.34). Since $\Delta u \in L^{2}(\mathcal{M})$ as is proven, we infer (2.33) from (2.39).

When $d=1$, (2.33) implies that $u_{y y} \in L^{2}(\mathcal{M})$. By the intermediate derivatives theorem, $u_{y} \in L^{2}(\mathcal{M})$. Hence with (2.34) we obtain (2.35).

The conclusions of Proposition 2.2.1 follow for functions smooth enough. For $u$ nonsmooth, we proceed by approximation using Lemma 2.2.1.

Remark 2.2.1. Integrating (2.8) in $x$ from 0 to $x$, we also find (compare with (2.25)),

$$
\begin{equation*}
\left.u_{x x}\right|_{x=0} \text { belong to } L^{2}\left(\left(-\frac{\pi}{2}, \frac{\pi}{2}\right)^{d}\right) \tag{2.40}
\end{equation*}
$$

Remark 2.2.2. In (2.35), we do not know if $u \in H^{2}\left(I_{x} \times I_{y}\right)$, because $u_{x y}$ does not necessarily belong to $L^{2}(\mathcal{M})$ due to the lack of information at the $y$ boundary.

Now we are in position to prove the following trace theorem.

Theorem 2.2.1. For $u \in \mathcal{X}_{1}(\mathcal{M})$, we can define more traces, in particular, at $y= \pm \pi / 2$ and $z= \pm \pi / 2$, namely,

$$
\begin{aligned}
& \left.u\right|_{y= \pm \frac{\pi}{2}} \text { and }\left.u_{y}\right|_{y= \pm \frac{\pi}{2}} \text { belong to } H^{-2}\left(I_{x} \times I_{z}\right) ; \\
& \left.u\right|_{z= \pm \frac{\pi}{2}} \text { and }\left.u_{z}\right|_{z= \pm \frac{\pi}{2}} \text { belong to } H^{-2}\left(I_{x} \times I_{y}\right) .
\end{aligned}
$$

Furthermore, the trace operators are continuous from $\mathcal{X}_{1}(\mathcal{M})$ into the corresponding spaces.

Remark 2.2.3. As mentioned in Remark 2.1.1, we can similarly define the traces on the $y$ and $z$ boundaries of the $x$ derivatives of arbitrary orders of these functions. For example,

$$
\begin{equation*}
\left.u_{x}\right|_{y= \pm \frac{\pi}{2}} \text { and }\left.u_{x y}\right|_{y= \pm \frac{\pi}{2}} \text { belong to } H^{-3}\left(I_{x} \times I_{z}\right) \tag{2.41}
\end{equation*}
$$

Proof. Assume first $u$ is smooth. Then by Fourier series expansion in $y^{\perp}$, we write

$$
\begin{equation*}
u=\sum_{k} \widehat{u}_{k}(y) e_{k_{1}}(x) w_{k_{2}}(z), \quad k=\left(k_{1}, k_{2}\right) \tag{2.42}
\end{equation*}
$$

with $\left\{e_{k_{1}}\right\} \subseteq \mathcal{D}\left(I_{x}\right)$ an orthonormal basis of $L^{2}\left(I_{x}\right) ;$ setting $h=\Delta^{\perp} u \in L^{2}(\mathcal{M}),(2.33)$ implies

$$
\begin{equation*}
-\lambda_{k_{2}} \widehat{u}_{k}(y)+\widehat{u}_{k}^{\prime \prime}(y)=\widehat{h}_{k}(y) \tag{2.43}
\end{equation*}
$$

with $\widehat{h}_{k}(y)$ the Fourier coefficients of $h$ as in (2.42). Hence

$$
\lambda_{k_{2}}^{-2}\left|\widehat{u}_{k}^{\prime \prime}\right|_{L^{2}\left(I_{y}\right)}^{2} \lesssim \lambda_{k_{2}}^{-2}\left|\widehat{h}_{k}\right|_{L^{2}\left(I_{y}\right)}^{2}+\left|\widehat{u}_{k}\right|_{L^{2}\left(I_{y}\right)}^{2}
$$

Summing it up in $k$, we obtain

$$
\sum_{k} \lambda_{k_{2}}^{-2}\left|\widehat{u}_{k}^{\prime \prime}\right|_{L^{2}\left(I_{y}\right)}^{2} \lesssim \sum_{k} \lambda_{k_{2}}^{-2}\left|\widehat{h}_{k}\right|_{L^{2}\left(I_{y}\right)}^{2}+\sum_{k}\left|\widehat{u}_{k}\right|_{L^{2}\left(I_{y}\right)}^{2}
$$

Hence $u_{y y} \in L^{2}\left(I_{y} ; H^{-2}\left(I_{x} \times I_{z}\right)\right)$. By the intermediate derivative theorem, $u_{y}$ belongs to at least the same space as $u_{y y}$, and we can define the traces of $u$ and $u_{y}$ at the $y$ boundary. Similarly, we can prove the trace results for the $z$ boundary. Hence the conclusions follow for $u$ smooth.

For $u$ non-smooth, since $u \in L^{2}(\mathcal{M})$ and $\Delta u \in L^{2}(\mathcal{M})$ by (2.33), we can use Theorem 5.1 in [32], which says that with $\partial \mathcal{M}$ satisfying the cone condition, $\mathcal{C}^{\infty}(\overline{\mathcal{M}})$ is dense in the space $\left\{u \in L^{2}(\mathcal{M}) ; \Delta u \in L^{2}(\mathcal{M})\right\}$. Hence we can proceed by approximation.

Remark 2.2.4. In Proposition 2.2.1, because of the lack of information about the trace of $u$ on the $y$ and $z$ boundaries, (2.33) does not imply that $u_{y y} \in L^{2}(\mathcal{M})$ when $d=2$. Here is a counterexample entailing this reasoning: Let $u=w(x) v(y, z)$, where $w \in \mathcal{C}_{c}^{\infty}\left(I_{x}\right)$, and $v=\ln \left[(y+\pi / 2)^{2}+(z+\pi / 2)^{2}\right]$. We can show that

$$
\begin{equation*}
v \in L^{2}\left(I_{y} \times I_{z}\right), \quad v_{y y}=-v_{z z} \notin L^{2}\left(I_{y} \times I_{z}\right) \tag{2.44}
\end{equation*}
$$

Indeed by the change of variables $\tilde{y}=y+\pi / 2$ and $\tilde{z}=z+\pi / 2$, we are led to consider the function $\tilde{v}(\tilde{y}, \tilde{z})=\ln \left(\tilde{y}^{2}+\tilde{z}^{2}\right)$ in $\tilde{I}_{\tilde{y}} \times \tilde{I}_{\tilde{z}}$, where $\tilde{I}_{\tilde{y}}=(0, \pi)_{\tilde{y}}$, $\tilde{I}_{\tilde{z}}=(0, \pi)_{\tilde{z}}$. The analogue of (2.44) is easy to check by direct calculation. Then (2.44) implies

$$
\begin{equation*}
u \in L^{2}(\mathcal{M}), \quad u_{x}=w^{\prime} v \in L^{2}(\mathcal{M}) \tag{2.45}
\end{equation*}
$$

and

$$
\Delta u_{x}=u_{x x x}+u_{x y y}+u_{x z z}=w^{\prime \prime \prime} v+w^{\prime}\left(v_{y y}+v_{z z}\right)=w^{\prime \prime \prime} v \in L^{2}(\mathcal{M})
$$

Hence $u \in \mathcal{X}(\mathcal{M})$.
Since $w \in \mathcal{C}_{c}^{\infty}\left(I_{x}\right)$, it is easy to see that

$$
u=0 \text { at } x=0,1, \text { and } u_{x}=0 \text { at } x=1
$$

Finally, $u \in \mathcal{X}_{1}(\mathcal{M})$. But (2.44) also implies that neither $u_{y y}=w v_{y y}$ nor $u_{z z}=w v_{z z}$ belongs to $L^{2}(\mathcal{M})$, and hence $u \notin H^{2}(\mathcal{M})$.

In fact, the regularity of $u$ in the $y$ and $z$ directions is even worse. We can see that $\tilde{v}_{\tilde{y}} \notin L^{2}\left(\tilde{I}_{\tilde{y}} \times \tilde{I}_{\tilde{z}}\right)$. Hence $v_{y} \notin L^{2}\left(I_{y} \times I_{z}\right)$. Thus $u_{y}=w v_{y} \notin L^{2}(\mathcal{M})$, which implies that $u$ does not even belong to $H^{1}(\mathcal{M})$. To conclude, while having $H^{2}$-regularity in the $x$-direction, $u$ may be much less regular in the $y, z$ directions.

However, certain subspaces of $\mathcal{X}_{1}(\mathcal{M})$ may have better regularity properties. For instance, adding suitable boundary conditions on $y$ and $z$ boundaries can lead to stronger regularity in these directions; we show this in the next section.

### 2.3 Operator $A$ in the Dirichlet Case.

As mentioned before, we can assume either the Dirichlet or the periodic boundary condition on the $y, z$ boundaries. We first study the Dirichlet case, that is we assume (2.4). We rewrite (2.7) in the form

$$
\begin{equation*}
u=\sum_{k} \widehat{u}_{k}(x) \cos k_{1} y \cos k_{2} z, \tag{2.46}
\end{equation*}
$$

where $k_{1}, k_{2} \in 2 \mathbb{N}+1$, and $\lambda_{k}=k_{1}^{2}+k_{2}^{2}=k^{2}$. We also rewrite (2.10) as

$$
\begin{equation*}
u_{N}=\sum_{|k| \leqslant N} \widehat{u}_{k}(x) \cos k_{1} y \cos k_{2} z, \quad N \in \mathbb{N} . \tag{2.47}
\end{equation*}
$$

### 2.3.1 Density and Regularity Results for $D(A)$.

Thanks to Theorems 2.1.1, 2.2.1, we can define the operator $A$ and its domain $D(A)$ :

$$
\begin{equation*}
D(A)=\left\{u \in \mathcal{X}_{1}(\mathcal{M}), u=0 \text { at } y= \pm \frac{\pi}{2}\left(\text { and } z= \pm \frac{\pi}{2}\right)\right\} \tag{2.48}
\end{equation*}
$$

and for $u \in D(A)$,

$$
A u=\Delta u_{x}+c u_{x}
$$

Firstly, as mentioned before, we have a regularity result for $D(A)$ :

Proposition 2.3.1. $D(A) \subset H_{0}^{1}(\mathcal{M}) \cap H^{2}(\mathcal{M})$ with a continuous imbedding, $d=1,2$.

Proof. Since $u \in D(A)$, then $u \in L^{2}(\mathcal{M})$ and $u=0$ on $\partial \mathcal{M}$; furthermore, by (2.33), $\Delta u \in L^{2}(\mathcal{M})$; from $\partial \mathcal{M}$ being Lipschitz, we infer that $u \in H^{2}(\mathcal{M})$, thanks to [22].

Secondly, we have a density result for $D(A)$ similar to Lemma 2.1.1:

Lemma 2.3.1. $D(A) \cap H_{x}^{3}\left(I_{x} ; \mathcal{C}^{\infty}\left[-\frac{\pi}{2}, \frac{\pi}{2}\right]^{d}\right)$ is dense in $D(A)$.
Proof. Fix $u \in D(A)$, and define $u_{N}$ as in (2.47). Since $u \in \mathcal{X}_{1}(\mathcal{M})$, Lemma 2.2.1 implies

$$
u_{N} \rightarrow u \text { in } \mathcal{X}_{1}(\mathcal{M}),
$$

and

$$
\begin{equation*}
u_{N} \in \mathcal{X}_{1}(\mathcal{M}) \cap H_{x}^{3}\left(I_{x} ; \mathcal{C}^{\infty}\left[-\frac{\pi}{2}, \frac{\pi}{2}\right]^{d}\right) \tag{2.49}
\end{equation*}
$$

Moreover, from (2.47) we obtain

$$
\begin{equation*}
u_{N}=0 \text { at } y= \pm \frac{\pi}{2}\left(\text { and } z= \pm \frac{\pi}{2}\right) . \tag{2.50}
\end{equation*}
$$

By (2.50) and (2.49), $u_{N} \in D(A) \cap H_{x}^{3}\left(I_{x} ; \mathcal{C}^{\infty}\left[-\frac{\pi}{2}, \frac{\pi}{2}\right]^{d}\right)$ as desired. Thus the conclusions of Lemma 2.3.1 follow.

Remark 2.3.1. Note that by Proposition 2.3.1 and Lemma 2.3.1, (2.28) implies

$$
\begin{equation*}
(A u, x u)=\int_{\mathcal{M}}\left(\frac{3}{2} u_{x}^{2}+\frac{1}{2}\left|\nabla^{\perp} u\right|^{2}-\frac{c}{2} u^{2}\right) d \mathcal{M}, \quad u \in D(A) . \tag{2.51}
\end{equation*}
$$

### 2.3.2 Characterization of $A^{*}$ and $D\left(A^{*}\right)$.

In order to study the linearized Z-K equation (2.1)-(2.4), as mentioned before, we need to prove that $-A$ in (2.6) is the infinitesimal generator of a contraction semigroup in view of applying the Hille-Yoshida theorem. For that purpose we first need to define and characterize the adjoint $A^{*}$ and its domain $D\left(A^{*}\right)$.

Let $H=L^{2}(\mathcal{M})$. Assume that $u \in D(A)$ and $\tilde{u} \in H$ are smooth functions; then

$$
\begin{equation*}
(A u, \tilde{u})_{H}=\int_{\mathcal{M}}\left(\Delta u_{x}+c u_{x}\right) \tilde{u} d \mathcal{M}=I_{1}+I_{2}+I_{3}, \tag{2.52}
\end{equation*}
$$

where

$$
I_{1}=-\int_{\mathcal{M}} u\left(\Delta \tilde{u}_{x}+c \tilde{u}_{x}\right) d \mathcal{M},
$$

and

$$
\begin{gathered}
I_{2}=\left.\int_{\left(-\frac{\pi}{2}, \frac{\pi}{2}\right)^{d}} u_{x x} \tilde{u}\right|_{x=0} ^{x=1}+\left.u_{x} \tilde{u}_{x}\right|_{x=0} d x^{\perp} ; \\
I_{3}=\left.\int_{I_{x} \times I_{z}} u_{x y} \tilde{u}\right|_{y=-\frac{\pi}{2}} ^{y=\frac{\pi}{2}} d y^{\perp}+\left.\int_{I_{x} \times I_{y}} u_{x z} \tilde{u}\right|_{z=-\frac{\pi}{2}} ^{z=\frac{\pi}{2}} d z^{\perp} .
\end{gathered}
$$

According to [39], $D\left(A^{*}\right)$ consists of the $\tilde{u}$ in $H$ such that the mapping $u \rightarrow(A u, \tilde{u})_{H}$ is continuous on $D(A)$ for the norm of $H$.

Step 1. Fix $\tilde{u}$ in $H$ and consider the $u$ 's in $D(A) \cap \mathcal{C}_{c}^{\infty}(\mathcal{M})$. For such $u$ 's,

$$
(A u, \tilde{u})_{H}=I_{1}=-<u, \Delta \tilde{u}_{x}+c \tilde{u}_{x}>,
$$

and if $u \rightarrow(A u, \tilde{u})_{H}$ is continuous for the norm of $H$ for such $u$ 's, then necessarily we have $\Delta \tilde{u}_{x}+c \tilde{u}_{x} \in L^{2}(\mathcal{M})$. Hence

$$
\begin{equation*}
\tilde{u} \in \mathcal{X}(\mathcal{M}) . \tag{2.53}
\end{equation*}
$$

Step 2. Now consider the $u$ 's in $D(A) \cap H_{x}^{3}\left(I_{x} ; \mathcal{C}_{c}^{\infty}\left(\left(-\frac{\pi}{2}, \frac{\pi}{2}\right)^{d}\right)\right)$. For such $u$ 's, since (2.53) implies that the traces of $\tilde{u}$ at $x=0$ and 1 are well defined as in Theorem 2.1.1, the following calculations are valid:

$$
(A u, \tilde{u})_{H}=I_{1}+I_{2} .
$$

Hence the mapping $u \rightarrow(A u, \tilde{u})_{H}$ can only be continuous for the the norm of $H$ if

$$
\begin{equation*}
\tilde{u}=0 \text { at } x=0,1, \text { and } \tilde{u}_{x}=0 \text { at } x=0 . \tag{2.54}
\end{equation*}
$$

From (2.54) and (2.53) we deduce that $\tilde{u} \in \tilde{\mathcal{X}}_{1}(\mathcal{M})$, where

$$
\begin{equation*}
\tilde{\mathcal{X}}_{1}(\mathcal{M})=\left\{\tilde{u} \in \mathcal{X}(\mathcal{M}), \tilde{u}=0 \text { at } x=0,1, \tilde{u}_{x}=0 \text { at } x=0\right\} . \tag{2.55}
\end{equation*}
$$

Step 3. Now consider the $u$ 's in $D(A) \cap H_{x}^{3}\left(I_{x} ; \mathcal{C}^{\infty}[-\pi / 2, \pi / 2]^{d}\right)$. By (2.55), the traces of $\tilde{u}$ can be defined at both the $x$ boundary and the $y, z$ boundaries (same reasoning as in Theorems 2.1.1 and 2.2.1 for $\mathcal{X}_{1}(\mathcal{M})$ ). Hence the following calculations are valid:

$$
\begin{equation*}
(A u, \tilde{u})_{H}=I_{1}+I_{3}, \tag{2.56}
\end{equation*}
$$

where $I_{2}$ vanishes because of (2.54). Thus the mapping $u \rightarrow(A u, \tilde{u})_{H}$ can only be continuous for the norm of $H$ if

$$
\begin{equation*}
\tilde{u}=0 \text { at } y= \pm \frac{\pi}{2} \text { and } z= \pm \frac{\pi}{2} \text {. } \tag{2.57}
\end{equation*}
$$

From (2.57) and (2.55), we infer that $\tilde{u} \in \tilde{D}(A)$, where

$$
\begin{equation*}
\tilde{D}(A)=\left\{\tilde{u} \in \mathcal{X}(\mathcal{M}), \tilde{u}=0 \text { on } \partial \mathcal{M}, \tilde{u}_{x}=0 \text { at } x=0\right\} . \tag{2.58}
\end{equation*}
$$

Finally, if $\tilde{u} \in \tilde{D}(A)$, then it can be approximated in $\tilde{D}(A)$ by functions belonging to $\tilde{D}(A) \cap H_{x}^{3}\left(I_{x} ; \mathcal{C}^{\infty}[-\pi / 2, \pi / 2]^{d}\right)$ (same reasoning as for $D(A)$ in Lemma 2.3.1). Also any function $u \in D(A)$ can be approximated in $D(A)$ by functions belonging to $D(A) \cap H_{x}^{3}\left(I_{x} ; \mathcal{C}^{\infty}[-\pi / 2, \pi / 2]^{d}\right)$ by Lemma 2.3.1. The integration by parts of (2.56) are then justified by approximation, and by (2.57), $I_{3}=0$. This shows that $\tilde{u} \in D\left(A^{*}\right)$ and, finally,

$$
\begin{equation*}
D\left(A^{*}\right)=\tilde{D}(A) . \tag{2.59}
\end{equation*}
$$

For $\tilde{u} \in D\left(A^{*}\right)$,

$$
\begin{equation*}
A^{*} \tilde{u}=-\left(\Delta \tilde{u}_{x}+c \tilde{u}_{x}\right) . \tag{2.60}
\end{equation*}
$$

### 2.4 Operator $A_{p e r}$ in the Space Periodic Case.

As mentioned at the end of Section 2.2, we can also consider periodic boundary conditions on the $y$ and $z$ boundaries, all the well defined derivatives being periodic with period $\pi$. We rewrite (2.7) in the form

$$
\begin{equation*}
u=\sum_{k} \widehat{u}_{k}(x) e^{i k_{1} y} e^{i k_{2} z}, \tag{2.61}
\end{equation*}
$$

where $k_{1}, k_{2} \in 2 \mathbb{N}$, and $\lambda_{k}=k_{1}^{2}+k_{2}^{2}:=k^{2}$. We also rewrite (2.10) as

$$
\begin{equation*}
u_{N}=\sum_{|k| \leqslant N} \widehat{u}_{k}(x) e^{i k_{1} y} e^{i k_{2} z}, \quad N \in \mathbb{N} . \tag{2.62}
\end{equation*}
$$

### 2.4.1 Density and Regularity Results for $D\left(A_{p e r}\right)$.

Thanks to Theorems 2.1.1, 2.2.1, (2.5) is legitimate, and hence we can define $A_{\text {per }}$ and its domain $D\left(A_{p e r}\right)$ :
$D\left(A_{\text {per }}\right)=\left\{u \in \mathcal{X}_{1}(\mathcal{M}), u\right.$ is periodic with the first order derivatives periodic in $y$ and $z$, with period $\pi\}$,
and equivalently

$$
\begin{aligned}
& D\left(A_{\text {per }}\right)=\left\{u \in \mathcal{X}(\mathcal{M}), u=0 \text { at } x=0,1, u_{x}=0 \text { at } x=1 ;\right. \\
& \left.\qquad\left.u\right|_{y=-\frac{\pi}{2}} ^{y=\frac{\pi}{2}}=\left.u_{y}\right|_{y=-\frac{\pi}{2}} ^{y=\frac{\pi}{2}}=0,\left.u\right|_{z=-\frac{\pi}{2}} ^{z=\frac{\pi}{2}}=\left.u_{z}\right|_{z=-\frac{\pi}{2}} ^{z=\frac{\pi}{2}}=0\right\} .
\end{aligned}
$$

For $u \in D\left(A_{\text {per }}\right)$,

$$
A_{p e r} u=\Delta u_{x}+c u_{x}
$$

It is worth noting that when $d=1$, we can define $v:=u-\left.u\right|_{y=\frac{\pi}{2}}=u-\left.u\right|_{y=-\frac{\pi}{2}}$. Then $v \in D(A)$. Hence each function in $D\left(A_{\text {per }}\right)$ corresponds to a function in $D(A)$ up to a constant, and they should share the same properties.

Thus the more interesting case will be $d=2$. Firstly, we have the same regularity result as in Proposition 2.3.1.

Proposition 2.4.1. $D\left(A_{\text {per }}\right) \subset H_{0}^{1}(\mathcal{M}) \cap H^{2}(\mathcal{M}), d=1,2$, with a continuous imbedding.

Proof. Let $u \in D\left(A_{\text {per }}\right)$. Since $u \in D\left(A_{\text {per }}\right)$, then $u \in L^{2}(\mathcal{M})$ and $u=0$ on the $x$ boundary, and is periodic on the $y$ and $z$ boundaries. Hence we can prove Proposition 2.4.1 in the same way as Proposition 2.3.1.

Secondly, we also have the same density result as Lemma 2.1.1:

Lemma 2.4.1. $D\left(A_{p e r}\right) \cap H_{x}^{3}\left(I_{x} ; \mathcal{C}^{\infty}\left[-\frac{\pi}{2}, \frac{\pi}{2}\right]^{d}\right)$ is dense in $D\left(A_{p e r}\right)$.

Proof. The proof is similar with Lemma 2.1.1, noting that (2.62) implies that $u_{N}$ and its first order derivatives are periodic in $y$ and $z$ with period $\pi$.

### 2.4.2 Characterization of $A_{p e r}^{*}$ and $D\left(A_{p e r}^{*}\right)$.

Let $H=L^{2}(\mathcal{M})$. Assume that $u \in D\left(A_{\text {per }}\right)$ and $\tilde{u} \in H$ are smooth functions. We calculate $\left(A_{\text {per }} u, \tilde{u}\right)_{H}$, and the result is the same as that of (2.52). The reason is that when integrating by parts in $y$ and $z$, whenever the boundary terms get canceled by the Dirichlet boundary
condition, they also get canceled by the periodic boundary condition. Hence by a similar reasoning, we obtain

$$
\begin{aligned}
\tilde{D}\left(A_{p e r}^{*}\right)= & \left\{\tilde{u} \in \mathcal{X}(\mathcal{M}), u=0 \text { at } x=0,1, \tilde{u}_{x}=0 \text { at } x=0 ;\right. \\
& \left.\left.\tilde{u}\right|_{y=-\frac{\pi}{2}} ^{y=\frac{\pi}{2}}=\left.\tilde{u}_{y}\right|_{y=-\frac{\pi}{2}} ^{y=\frac{\pi}{2}}=0,\left.\tilde{u}\right|_{z=-\frac{\pi}{2}} ^{z=\frac{\pi}{2}}=\left.\tilde{u}_{z}\right|_{z=-\frac{\pi}{2}} ^{z=\frac{\pi}{2}}=0\right\},
\end{aligned}
$$

and for $\tilde{u} \in D\left(A_{p e r}^{*}\right)$,

$$
\begin{equation*}
A_{p e r}^{*} \tilde{u}=-\left(\Delta \tilde{u}_{x}+c \tilde{u}_{x}\right) . \tag{2.63}
\end{equation*}
$$

### 2.5 Linear Evolution ZK Equation

We are now in position to study the linear evolution equation in the Dirichlet case, that is (2.1)-(2.4). The results for the periodic case, which we will not present, are very similar.

### 2.5.1 Well-posedness of the Evolution Equation

We want to apply the Phillips version of the Hille-Yoshida theorem to deduce the existence and uniqueness of strong solutions to (2.6). As indicated before, we only need to show that $-A$ is the infinitesimal generator of a semigroup of contractions in $H$. According to [25] and [36], it suffices to show that
i) $A$ and $A^{*}$ are closed operators and their domains $D(A)$ and $D\left(A^{*}\right)$ are dense in $H$, and
ii) $A$ and $A^{*}$ are positive:

$$
\left\{\begin{array}{l}
(A u, u)_{H} \geq 0, \quad \forall u \in D(A),  \tag{2.64}\\
\left(A^{*} \tilde{u}, \tilde{u}\right)_{H} \geq 0, \quad \forall \tilde{u} \in D\left(A^{*}\right) .
\end{array}\right.
$$

The proof of i) is direct.

To show $(2.64)_{1}$, we can assume that $u \in D(A) \cap H_{x}^{3}\left(I_{x} ; \mathcal{C}^{\infty}[-\pi / 2, \pi / 2]^{d}\right)$. Replacing $\tilde{u}$ by $u$ in (2.52), we see that all the integration by parts are legitimate for such a $u$ and we obtain (2.52) with

$$
I_{1}=-(A u, u)_{H} ; \quad I_{2}=\int_{\left(-\frac{\pi}{2}, \frac{\pi}{2}\right)^{d}} u_{x}^{2}\left(0, x^{\perp}\right) d x^{\perp} ; \quad I_{3}=0 .
$$

Hence

$$
\begin{equation*}
(A u, u)_{H}=\frac{1}{2} \int_{\left(-\frac{\pi}{2}, \frac{\pi}{2}\right)^{d}} u_{x}^{2}\left(0, x^{\perp}\right) d x^{\perp} \geq 0, \tag{2.65}
\end{equation*}
$$

for such a $u$ and by continuity for all $u \in D(A)$. Similarly, we have

$$
\begin{equation*}
\left(A^{*} \tilde{u}, \tilde{u}\right)_{H}=\frac{1}{2} \int_{\left(-\frac{\pi}{2}, \frac{\pi}{2}\right)^{d}} \tilde{u}_{x}^{2}\left(1, x^{\perp}\right) d x^{\perp} \geq 0, \quad \forall \tilde{u} \in D\left(A^{*}\right) . \tag{2.66}
\end{equation*}
$$

Thus $-A$ is the infinitesimal generator of a semigroup of contractions in $H$ denoted by $\{S(t)\}_{t \geq 0}$. By the Hille-Phillips-Yoshida theorem, we then obtain the existence of strong solutions to the initial-value problem (2.6).

Theorem 2.5.1. Assume that $u_{0}$ is given in $D(A)$ and $f$ is given in $L_{\text {loc }}^{1}\left(\mathbb{R}_{+} ; H\right)$, with $f^{\prime}=d f / d t$ in $L_{\text {loc }}^{1}\left(\mathbb{R}_{+} ; H\right)$. Then the initial and boundary value problem (2.6) possesses a unique solution $u$ such that

$$
\begin{equation*}
u \in \mathcal{C}([0, T] ; D(A)), u_{t} \in L^{\infty}(0, T ; H) \text { for any } T>0 \tag{2.67}
\end{equation*}
$$

Furthermore, If $u_{0}$ is given in $H$ and $f \in L_{l o c}^{1}\left(\mathbb{R}_{+} ; H\right)$, then (2.6) possesses a unique mild solution $u \in \mathcal{C}\left(\mathbb{R}_{+} ; H\right)$ given by

$$
\begin{equation*}
u(t)=S(t) u_{0}+\int_{0}^{t} S(t-s) f(s) d s \tag{2.68}
\end{equation*}
$$

Thanks to the corresponding regularity results for the stationary equation, we have the following regularity properties for the evolution equation:

Corollary 2.5.1. Under the hypotheses of Theorem 2.5.1, the solution $u$ of (2.67) satisfies

$$
\begin{equation*}
u \in L^{\infty}\left((0, T) ; H_{0}^{1}(\mathcal{M}) \cap H^{2}(\mathcal{M})\right), d=1,2, \tag{2.69}
\end{equation*}
$$

and

$$
\begin{equation*}
\left.u_{x}\right|_{x=0} \text { and }\left.u_{x x}\right|_{x=0,1} \text { belong to } L^{\infty}\left((0, T) ; L^{2}\left(\left(-\frac{\pi}{2}, \frac{\pi}{2}\right)^{d}\right)\right) \tag{2.70}
\end{equation*}
$$

Proof. By (2.67), $u \in L^{\infty}(0, T ; D(A))$ and $u_{t} \in L^{\infty}(0, T ; H)$. Then we obtain (2.69) by Proposition 2.3.1, and obtain (2.70) by (2.25), (2.40).

## Chapter 3

## Nonlinear ZK Equation: Existence and Uniqueness of the Weak Solution

We now proceed and consider the initial and boundary-value problem for the full (nonlinear) ZK equation in the limited domain $\mathcal{M}$ in the Dirichlet case, that is, (1.1) and (2.2)-(2.4). Our main result in this chapter is as follows.

Theorem 3.0.2. We are given $u_{0} \in L^{2}(\mathcal{M})$ and $f \in L_{\text {loc }}^{2}\left(\mathbb{R}_{+} ; L^{2}(\mathcal{M})\right), \mathcal{M}=(0,1)_{x} \times$ $(-\pi / 2, \pi / 2)^{d}, d=1,2$. Then:
(i) The initial and boundary-value problem for the $Z K$ equation, that is, (1.1) and (2.2)(2.4), possesses a weak solution u,

$$
\begin{gather*}
u \in L^{\infty}\left(0, T ; L^{2}(\mathcal{M})\right) \cap L^{2}\left(0, T ; H_{0}^{1}(\mathcal{M})\right),  \tag{3.1}\\
\int_{0}^{T} \int_{\left(-\frac{\pi}{2}, \frac{\pi}{2}\right)^{d}}\left|u_{x}\left(0, x^{\perp}, t\right)\right|^{2} d x^{\perp} d t<\infty \tag{3.2}
\end{gather*}
$$

for all $T>0$.
(ii) If $d=1$, then the solution $u$ is unique. Moreover, $u \in \mathcal{C}\left([0, T] ; L^{2}(\mathcal{M})\right)$ and the flow map $u_{0} \rightarrow u(\cdot, t)$ is continuous from $L^{2}(\mathcal{M})$ to $L^{2}(\mathcal{M})$.

Remark 3.0.1. Note that the boundary condition $u=0$ on $\partial \mathcal{M}$ makes sense since $u \in$ $\left.L^{2}\left(0, T ; H_{0}^{1}(\mathcal{M})^{d}\right)\right)$. The boundary condition $\left.u_{x}\right|_{x=1}=0$ makes sense in $H^{-2}((0, T) \times$ $\left.\left(-\frac{\pi}{2}, \frac{\pi}{2}\right)^{d}\right)$ as explained in Lemma 3.1.1 below.

### 3.1 Existence of Weak Solutions in Dimension 3

Proof of Theorem 3.0.2. i) We start with the proof of existence. The existence is proven by parabolic regularization as in [40]; that is, for $\epsilon>0$ "small", we consider the parabolic equation

$$
\left\{\begin{array}{l}
\frac{\partial u^{\epsilon}}{\partial t}+\Delta \frac{\partial u^{\epsilon}}{\partial x}+c \frac{\partial u^{\epsilon}}{\partial x}+u^{\epsilon} \frac{\partial u^{\epsilon}}{\partial x}+\epsilon L u^{\epsilon}=f  \tag{3.3}\\
u^{\epsilon}(0)=u_{0}
\end{array}\right.
$$

where

$$
L u^{\epsilon}:=\frac{\partial^{4} u^{\epsilon}}{\partial x^{4}}+\frac{\partial^{4} u^{\epsilon}}{\partial y^{4}}+\frac{\partial^{4} u^{\epsilon}}{\partial z^{4}},
$$

supplemented with the boundary conditions (2.2), (2.4) and the additional boundary conditions

$$
\begin{gather*}
\left.u_{y}^{\epsilon}\right|_{y= \pm \frac{\pi}{2}}=\left.u_{z}^{\epsilon}\right|_{z= \pm \frac{\pi}{2}}=0,  \tag{3.4}\\
\left.u_{x x}^{\epsilon}\right|_{x=0}=0 . \tag{3.5}
\end{gather*}
$$

Note that since $u_{y y}^{\epsilon}=u_{z z}^{\epsilon}=0$ at $x=0($ and $x=1),(3.5)$ is equivalent to

$$
\left.\Delta u^{\epsilon}\right|_{x=0}=0 .
$$

The following a priori estimates classically guarantee the existence of a solution $u^{\epsilon}$ for $\epsilon>0$ fixed and then allow us to pass to the limit $\epsilon \rightarrow 0$, thus providing the existence of a solution for the ZK equation.

As for the linear ZK equation these a priori estimates are obtained by multiplying (3.3) by $u^{\epsilon}$, then by $x u^{\epsilon}$, integrating and integrating by parts in each case. The contributions of the linear terms $\Delta u_{x}^{\epsilon}$ and $c u_{x}^{\epsilon}$ have already been studied, and we thus concentrate on the contributions of the other terms. Note that the solutions $u^{\epsilon}$ to the parabolic problem are sufficiently regular for the following calculations to be fully legitimate without any need of further regularization.

We drop the super index $\epsilon$ and start by multiplying (3.3) with $u=u^{\epsilon}$. We find

- $\int_{\mathcal{M}} \frac{\partial u}{\partial t} u d \mathcal{M}=\frac{1}{2} \frac{d}{d t}|u|_{L^{2}(\mathcal{M})}^{2}$,
- $\int_{\mathcal{M}} u u_{x} u d \mathcal{M}=0$,
- $\int_{\mathcal{M}} f u d \mathcal{M} \leq \frac{1}{2}|f|_{L^{2}(\mathcal{M})}^{2}+\frac{1}{2}|u|_{L^{2}(\mathcal{M})}^{2}$,
- $\epsilon \int_{\mathcal{M}}\left(\frac{\partial^{4} u}{\partial x^{4}}+\frac{\partial^{4} u}{\partial y^{4}}+\frac{\partial^{4} u}{\partial z^{4}}\right) u d \mathcal{M}$
$=\epsilon \int_{\mathcal{M}}\left(\left|\frac{\partial^{2} u}{\partial x^{2}}\right|^{2}+\left|\frac{\partial^{2} u}{\partial y^{2}}\right|^{2}+\left|\frac{\partial^{2} u}{\partial z^{2}}\right|^{2}\right) d \mathcal{M}=: \epsilon[u]_{2}^{2}$.
Hence with (2.65), we find

$$
\begin{equation*}
\frac{d}{d t}\left|u^{\epsilon}\right|_{L^{2}(\mathcal{M})}^{2}+\int_{\left(-\frac{\pi}{2}, \frac{\pi}{2}\right)^{d}}\left|u_{x}^{\epsilon}\left(0, x^{\perp}, t\right)\right|^{2} d x^{\perp}+2 \epsilon\left[u^{\epsilon}\right]_{2}^{2} \leq|f|_{L^{2}(\mathcal{M})}^{2}+\left|u^{\epsilon}\right|_{L^{2}(\mathcal{M})}^{2} \tag{3.6}
\end{equation*}
$$

Using the Gronwall lemma we classically infer from (3.6) (and the fact that $u_{0} \in L^{2}(\mathcal{M})$ ) the following bounds independent of $\epsilon$ :

$$
\left\{\begin{array}{l}
u^{\epsilon} \text { is bounded in } L^{\infty}\left(0, T ; L^{2}(\mathcal{M})\right)  \tag{3.7}\\
\sqrt{\epsilon} u^{\epsilon} \text { is bounded in } L^{2}\left(0, T ; H_{0}^{1} \cap H^{2}(\mathcal{M})\right), \\
u_{x}^{\epsilon}(0, \cdot, \cdot) \text { is bounded in } L^{2}\left(0, T ; L^{2}\left(\left(-\frac{\pi}{2}, \frac{\pi}{2}\right)^{d}\right)\right)
\end{array}\right.
$$

For $(3.7)_{2}$, note that $[u]_{2}$ is a norm on $H_{0}^{1} \cap H^{2}(\mathcal{M})$ equivalent to the $H^{2}$-norm, since $|\Delta u|_{L^{2}(\mathcal{M})}$ is equivalent to the $H^{2}$-norm and

$$
|\Delta u|_{L^{2}(\mathcal{M})} \leq 2\left(\left|u_{x x}\right|_{L^{2}(\mathcal{M})}+\left|u_{y y}\right|_{L^{2}(\mathcal{M})}+\left|u_{z z}\right|_{L^{2}(\mathcal{M})}\right) .
$$

We now multiply $(3.3)_{1}$ by $x u\left(=x u^{\epsilon}\right)$, integrate and integrate by parts:

- $\int_{\mathcal{M}} \frac{\partial u}{\partial t} x u d \mathcal{M}=\frac{1}{2} \frac{d}{d t}|\sqrt{x} u|_{L^{2}(\Omega)}^{2}$,
- $\left|\int_{\mathcal{M}} u u_{x} x u d \mathcal{M}\right| \leq \frac{1}{3} \int_{\mathcal{M}}|u|^{3} d \mathcal{M}$
$\leq\left(\right.$ by interpolation, $H^{1 / 2}(\mathcal{M}) \subset L^{3}(\mathcal{M})$ in dimension 3$)$

$$
\begin{equation*}
\leq c_{1}|u|_{L^{2}(\mathcal{M})}^{3 / 2}|\nabla u|_{L^{2}(\mathcal{M})}^{3 / 2} \leq \frac{1}{4}|\nabla u|_{L^{2}(\mathcal{M})}^{2}+c_{2}|u|_{L^{2}(\mathcal{M})}^{6} \tag{3.8}
\end{equation*}
$$

- $\int_{\mathcal{M}} f x u d \mathcal{M} \leq \frac{1}{2}|f|_{L^{2}(\mathcal{M})}^{2}+\frac{1}{2}|\sqrt{x} u|_{L^{2}(\mathcal{M})}^{2}$,
- $\epsilon \int_{\mathcal{M}}\left(\frac{\partial^{4} u}{\partial y^{4}}+\frac{\partial^{4} u}{\partial y^{4}}\right) x u d \mathcal{M}=\epsilon\left|\sqrt{x} \frac{\partial^{2} u}{\partial y^{2}}\right|_{L^{2}(\mathcal{M})}^{2}+\epsilon\left|\sqrt{x} \frac{\partial^{2} u}{\partial z^{2}}\right|_{L^{2}(\mathcal{M})}^{2}$,
- $\int_{0}^{1} \frac{\partial^{4} u}{\partial x^{4}} x u d x=-\int_{0}^{1} \frac{\partial^{3} u}{\partial x^{3}}\left(u+x \frac{\partial u}{\partial x}\right) d x$ $=\int_{0}^{1}\left(2 u_{x x} u_{x}+x u_{x x}^{2}\right) d x=-\left|u_{x}(0, \cdot, \cdot)\right|^{2}+\int_{0}^{1} x u_{x x}^{2} d x$,
- $\epsilon \int_{\mathcal{M}} \frac{\partial^{4} u}{\partial x^{4}} x u d x d x^{\perp}=\epsilon\left|\sqrt{x} u_{x x}\right|_{L^{2}(\mathcal{M})}^{2}-\epsilon \int_{\left(-\frac{\pi}{2}, \frac{\pi}{2}\right)^{d}}\left|u_{x}\left(0, x^{\perp}, t\right)\right|^{2} d x^{\perp}$.

Hence, together with (2.51), we arrive at

$$
\begin{align*}
& \frac{d}{d t}\left|\sqrt{x} u^{\epsilon}\right|_{L^{2}(\mathcal{M})}^{2}+\frac{1}{2}\left|\nabla u^{\epsilon}\right|_{L^{2}(\mathcal{M})}^{2}+2\left|u_{x}^{\epsilon}\right|_{L^{2}(\mathcal{M})}^{2} \\
& \quad+2 \epsilon\left|\sqrt{x} u_{x x}^{\epsilon}\right|_{L^{2}(\mathcal{M})}^{2}+2 \epsilon\left|\sqrt{x} u_{y y}^{\epsilon}\right|_{L^{2}(\mathcal{M})}^{2}+2 \epsilon\left|\sqrt{x} u_{z z}^{\epsilon}\right|_{L^{2}(\mathcal{M})}^{2} \\
& \leq|f|_{L^{2}(\mathcal{M})}^{2}+\left|\sqrt{x} u^{\epsilon}\right|_{L^{2}(\mathcal{M})}^{2}+c\left|u^{\epsilon}\right|_{L^{2}(\mathcal{M})}^{2} \\
& \quad+2 c_{2}\left|u^{\epsilon}\right|_{L^{2}(\mathcal{M})}^{6}+2 \epsilon \int_{\left(-\frac{\pi}{2}, \frac{\pi}{2}\right)^{d}}\left|u_{x}^{\epsilon}\left(0, x^{\perp}, t\right)\right|^{2} d x^{\perp} \tag{3.9}
\end{align*}
$$

Taking into account the previous estimates (3.7) we obtain the following estimates, also independent of $\epsilon$ :

$$
\begin{equation*}
\nabla u^{\epsilon}, \sqrt{\epsilon x} u_{x x}^{\epsilon}, \sqrt{\epsilon x} u_{y y}^{\epsilon}, \sqrt{\epsilon x} u_{z z}^{\epsilon} \text { are bounded in } L^{2}\left(0, T ; L^{2}(\mathcal{M})\right) \tag{3.10}
\end{equation*}
$$

From (3.7) and (3.10) we infer a bound on $u^{\epsilon} u_{x}^{\epsilon}$ on which we now elaborate because of our needs below. We write (dropping momentarily the $\epsilon$ ):

$$
\begin{aligned}
& \int_{\mathcal{M}}\left|u u_{x}\right|^{9 / 8} d \mathcal{M}=\int_{\mathcal{M}}\left(u^{2}\right)^{\frac{3}{8}}\left(u^{6}\right)^{\frac{1}{16}}\left|u_{x}\right|^{\frac{9}{8}} d \mathcal{M} \\
& \leq\left(\text { with } H^{1}(\mathcal{M}) \subset L^{6}(\mathcal{M}) \text { in dimension } 3\right) \leq|u|_{L^{2}(\mathcal{M})}^{\frac{3}{4}}|\nabla u|_{L^{2}(\mathcal{M})}^{\frac{24}{16}}
\end{aligned}
$$

that is,

$$
\begin{equation*}
\left|u^{\epsilon} u_{x}^{\epsilon}\right|_{L^{9 / 8}(\mathcal{M})} \leq\left|u^{\epsilon}\right|_{L^{2}(\mathcal{M})}^{\frac{2}{3}}\left|\nabla u^{\epsilon}\right|_{L^{2}(\mathcal{M})}^{\frac{4}{3}} \tag{3.11}
\end{equation*}
$$

The function on the right-hand-side of (3.11) is bounded in $L^{3 / 2}(0, T)$; that is,

$$
\begin{equation*}
u^{\epsilon} u_{x}^{\epsilon} \text { is bounded in } L^{3 / 2}\left(0, T ; L^{9 / 8}(\mathcal{M})\right) \text { in dimension } 3, \tag{3.12}
\end{equation*}
$$

and hence it is bounded in $L^{9 / 8}\left(0, T ; L^{9 / 8}(\mathcal{M})\right)$. Since $L^{9}$ is the dual of $L^{9 / 8}$ and $H^{\frac{7}{6}}(\mathcal{M}) \subset$ $L^{9}(\mathcal{M})$ in space dimension 3 , we also have

$$
\begin{equation*}
u^{\epsilon} u_{x}^{\epsilon} \text { is bounded in } L^{9 / 8}\left(0, T ; H^{-\frac{7}{6}}(\mathcal{M})\right) \text { in dimension } 3 . \tag{3.13}
\end{equation*}
$$

Thanks to (3.7), (3.10), (3.13), equation (3.3) now implies

$$
\begin{equation*}
\frac{\partial u^{\epsilon}}{\partial t} \text { is bounded (independently of } \epsilon \text { ) in } L^{9 / 8}\left(0, T ; H^{-3}(\mathcal{M})\right) \text {. } \tag{3.14}
\end{equation*}
$$

Although the estimate (3.14) is a very poor one, it allows us to show that the family $u^{\epsilon}$ is relatively compact in $L^{2}\left(0, T ; L^{2}(\mathcal{M})\right)$. As we have said, the estimates above are then sufficient to obtain the existence of $u^{\epsilon}$ for $\epsilon>0$ fixed, and they permit also, in a second step, to pass to the limit $\epsilon \rightarrow 0$, using a compactness argument for the nonlinear term.
ii) Having shown that the limit $u$ of (a subsequence extracted from) $u^{\epsilon}$ is a solution of (1.1), we want now to address the question of the boundary and initial conditions. The initial condition $u\left(x, x^{\perp}, 0\right)=u_{0}\left(x, x^{\perp}\right)$ is satisfied because, due in particular to (3.14), $u^{\epsilon}$ converges to $u$ in $\mathcal{C}\left([0, T] ; H_{w}^{-3}(\Omega)\right)$, where $H_{w}^{-3}$ is $H^{-3}$ equipped with the weak topology.

Similarly the Dirichlet boundary condition $u=0$ on $\partial \mathcal{M}$ is satisfied since it is satisfied by $u^{\epsilon}$ and since $u^{\epsilon}$ converges to $u$ weakly in $L^{2}\left(0, T ; H_{0}^{1}(\mathcal{M})\right)$.

Hence for the existence, there remains to show that the boundary condition

$$
\begin{equation*}
u_{x}\left(1, x^{\perp}, t\right)=0, \tag{3.15}
\end{equation*}
$$

is satisfied. This boundary condition is the object of Lemma 3.1.1 below where we show that $u_{x}(1, \cdot, \cdot)$ is defined when $u \in L^{\infty}\left(0, T ; L^{2}(\mathcal{M})\right) \cap L^{2}\left(0, T ; H_{0}^{1}(\mathcal{M})\right)$ and $u$ satisfies an equation like (1.1) and furthermore this trace depends continuously on $u$ in a suitable topology, so that $u_{x}^{\epsilon}(1, \cdot, \cdot)=0$ gives, at the limit, $u_{x}(1, \cdot, \cdot)=0$.

We now pursue the proof of (3.15) and start with the following lemma which shows that whenever $u \in L^{\infty}\left(0, T ; L^{2}(\mathcal{M})\right) \cap L^{2}\left(0, T ; H_{0}^{1}(\mathcal{M})\right)$ satisfies equation (1.1) then $u_{x}(1, \cdot, \cdot)$ makes sense (as well as other traces).

Lemma 3.1.1. If $u \in L^{\infty}\left(0, T ; L^{2}(\mathcal{M})\right) \cap L^{2}\left(0, T ; H_{0}^{1}(\mathcal{M})\right)$ satisfies equation (1.1), then

$$
\begin{equation*}
\left.u_{x}, u_{x x} \in \mathcal{C}_{x}\left(I_{x} ; Y\right), Y=H^{-2}\left((0, T) \times\left(-\frac{\pi}{2}, \frac{\pi}{2}\right)^{d}\right)\right) \tag{3.16}
\end{equation*}
$$

and, in particular,

$$
\begin{equation*}
\left.u_{x}\right|_{x=0,1},\left.u_{x x}\right|_{x=0,1} \tag{3.17}
\end{equation*}
$$

are well defined in $Y$. Furthermore these traces depend continuously on $u$ in a sense made precise in the proof.

Proof. We write equation (1.1) in the form

$$
\begin{equation*}
u_{x x x}=f-c u_{x}-\Delta^{\perp} u_{x}-u u_{x}-u_{t} \tag{3.18}
\end{equation*}
$$

and we observe that, since

$$
\begin{equation*}
\left.u, u_{x} \in L^{2}\left(0, T ; L^{2}(\mathcal{M})\right)=L_{x}^{2}\left(I_{x} ; L^{2}(0, T) \times\left(-\frac{\pi}{2}, \frac{\pi}{2}\right)^{d}\right)\right) \tag{3.19}
\end{equation*}
$$

it follows that

$$
\begin{aligned}
u_{t} & \in L_{x}^{2}\left(I_{x} ; H^{-1}\left(0, T ; L^{2}\left(\left(-\frac{\pi}{2}, \frac{\pi}{2}\right)^{d}\right)\right)\right) \\
\Delta^{\perp} u_{x} & \in L_{x}^{2}\left(I_{x} ; L^{2}\left(0, T ; H^{-2}\left(\left(-\frac{\pi}{2}, \frac{\pi}{2}\right)^{d}\right)\right)\right)
\end{aligned}
$$

Also according to (3.12),

$$
\begin{equation*}
\left.\left.u u_{x} \in L_{x}^{9 / 8}\left(I_{x} ; L_{x}^{9 / 8}\left((0, T) \times\left(-\frac{\pi}{2}, \frac{\pi}{2}\right)^{d}\right)\right)\right) \subset L_{x}^{9 / 8}\left(I_{x} ; H^{-2}\left((0, T) \times\left(-\frac{\pi}{2}, \frac{\pi}{2}\right)^{d}\right)\right)\right) \tag{3.20}
\end{equation*}
$$

Thus $u_{x x x}$ belongs (at least) to the largest of these spaces, that is

$$
\begin{equation*}
\left.u_{x x x} \in L_{x}^{9 / 8}\left(I_{x} ; H^{-2}\left((0, T) \times\left(-\frac{\pi}{2}, \frac{\pi}{2}\right)^{d}\right)\right)\right) \tag{3.21}
\end{equation*}
$$

Then (3.16), (3.17) follow.
Furthermore, if a sequence of functions $u_{m}$ satisfies (1.1) with $f=f_{m}$, and $u_{m} \rightarrow u$ in $L^{\infty}\left(0, T ; L^{2}(\mathcal{M})\right) \cap L^{2}\left(0, T ; H_{0}^{1}(\mathcal{M})\right)$ and $f_{m} \rightarrow f$ in $L^{2}\left(0, T ; L^{2}(\mathcal{M})\right)$ (strongly), then $\left.u_{m x}\right|_{x=0,1},\left.u_{m x x}\right|_{x=0,1}$ converge respectively to $\left.u_{x}\right|_{x=0,1},\left.u_{x x}\right|_{x=0,1}$ in $Y$. If the convergence of $u_{m}$ and $f_{m}$ are weak (weak-star for $L^{\infty}$ ), then the convergences hold in $C_{x}\left(I_{x} ; Y_{w}\right)$ and $Y_{w}$. These convergences use a compactness argument based on the analog of $(3.14)$, which is used to show that $u_{m} u_{m x}$ converges to $u u_{x}$.
iii) We now need to show that the boundary condition $u_{x}(1, \cdot, \cdot)=0$, which is satisfied in a strong sense for $\epsilon>0$, "passes to the limit" to imply (3.15). It suffices here to use Lemma 7.2 .1 in the appendix. Let $u^{\epsilon}$ be a solution of (3.3), (2.2)-(2.4), (3.4) and (3.5), with $p=\frac{9}{8}, Y=H^{-2}\left((0, T) \times\left(-\frac{\pi}{2}, \frac{\pi}{2}\right)^{d}\right)$, as in Lemma 3.1.1 and

$$
\begin{equation*}
g^{\epsilon}:=u_{x x x}^{\epsilon}+\epsilon u_{x x x x}^{\epsilon}=f-u_{t}^{\epsilon}-c u_{x}^{\epsilon}-\Delta^{\perp} u_{x}^{\epsilon}-u^{\epsilon} u_{x}^{\epsilon}-\epsilon u_{y y y y}^{\epsilon}-\epsilon u_{z z z z}^{\epsilon} \tag{3.22}
\end{equation*}
$$

We observe that, since $u^{\epsilon}$ remains bounded in $L^{\infty}\left(0, T ; L^{2}(\mathcal{M})\right) \cap L^{2}\left(0, T ; H_{0}^{1}(\mathcal{M})\right)$ as $\epsilon \rightarrow 0$, the following functions remain bounded in the indicated spaces:

$$
\begin{array}{r}
u_{x}^{\epsilon} \text { in } L_{x}^{2}\left(I_{x} ; L_{t}^{2}\left(0, T ; L^{2}\left(\left(-\frac{\pi}{2}, \frac{\pi}{2}\right)^{d}\right)\right)\right), \\
u_{t}^{\epsilon} \text { in } L_{x}^{2}\left(I_{x} ; H_{t}^{-1}\left(0, T ; L^{2}\left(\left(-\frac{\pi}{2}, \frac{\pi}{2}\right)^{d}\right)\right)\right), \\
\Delta^{\perp} u_{x}^{\epsilon} \text { in } L_{x}^{2}\left(I_{x} ; L_{t}^{2}\left(0, T ; H^{-2}\left(\left(-\frac{\pi}{2}, \frac{\pi}{2}\right)^{d}\right)\right)\right), \\
u_{y y y y}^{\epsilon}+u_{x x x x}^{\epsilon} \quad \text { in } \quad L_{x}^{2}\left(I_{x} ; L_{t}^{2}\left(0, T ; H^{-4}\left(\left(-\frac{\pi}{2}, \frac{\pi}{2}\right)^{d}\right)\right)\right) .
\end{array}
$$

We have thus shown that $u^{\epsilon} u_{x}^{\epsilon}$ remains bounded in $L^{9 / 8}\left(0, T ; L^{9 / 8}(\mathcal{M})\right)=L_{x}^{9 / 8}\left(I_{x} ; L^{9 / 8}((0, T) \times\right.$ $\left.\left.\left(-\frac{\pi}{2}, \frac{\pi}{2}\right)^{d}\right)\right)$.

Finally $g^{\epsilon}$ remains bounded in the reflexive Banach space $L_{x}^{9 / 8}\left(I_{x} ; Y\right)$, where

$$
Y=H_{t}^{-1}\left(0, T ; L^{2}\left(\left(-\frac{\pi}{2}, \frac{\pi}{2}\right)^{d}\right)\right)+L_{t}^{2}\left(0, T ; H^{-4}\left(\left(-\frac{\pi}{2}, \frac{\pi}{2}\right)^{d}\right)\right)+L_{t}^{9 / 8}\left(0, T ; L^{9 / 8}\left(\left(-\frac{\pi}{2}, \frac{\pi}{2}\right)^{d}\right)\right)
$$

Then we can apply Lemma 7.2 .1 with this space $Y$.

Remark 3.1.1. As in the stationary and the linear cases, the traces in (3.17) are defined in a weak sense (in a large space). We did not try to refine these trace results, as we only need to know that these traces exist and depend continuously on $u$.

Remark 3.1.2. Another way to estimate the term $u^{\epsilon} u_{x}^{\epsilon}$ was pointed out to one of us by Laure Saint-Raymond, namely, we have
$\int_{0}^{T}\left|u^{\epsilon} u_{x}^{\epsilon}\right|_{L^{1}(\mathcal{M})}^{2} d t \leq \int_{0}^{T}\left|u^{\epsilon}\right|_{L^{2}(\mathcal{M})}^{2}\left|u_{x}^{\epsilon}\right|_{L^{2}(\mathcal{M})}^{2} d t \leq\left(\sup _{t \in(0, T)}\left|u^{\epsilon}(t)\right|_{L^{2}(\mathcal{M})}\right)^{2} \int_{0}^{T}\left|u^{\epsilon}(t)\right|_{H_{0}^{1}(\mathcal{M})}^{2} d t$, and we infer from (3.7) and (3.10) that

$$
\begin{equation*}
u^{\epsilon} u_{x}^{\epsilon} \text { is bounded in } L^{2}\left(0, T ; L^{1}(\mathcal{M})\right) \text { in dimension } 3 . \tag{3.23}
\end{equation*}
$$

Since $H_{0}^{2}(\mathcal{M}) \subset L^{\infty}(\mathcal{M})$ in space dimension $3, L^{1}(\mathcal{M})$ is included in $H^{-2}(\mathcal{M})$, and hence we also have

$$
\begin{equation*}
u^{\epsilon} u_{x}^{\epsilon} \text { is bounded in } L^{2}\left(0, T ; H^{-2}(\mathcal{M})\right) \text { in dimension } 3 . \tag{3.24}
\end{equation*}
$$

Thanks to (3.7), (3.10), (3.24), equation (3.3) now implies

$$
\begin{equation*}
\frac{\partial u^{\epsilon}}{\partial t} \text { is bounded (independently of } \epsilon \text { ) in } L^{2}\left(0, T ; H^{-3}(\mathcal{M})\right) \tag{3.25}
\end{equation*}
$$

With these bounds, we can also infer the weak convergence of $u_{x}^{\epsilon}(1, \cdot, \cdot)=0$ by applying Lemma 7.2.1 in a smaller space $Y$, observing that $g^{\epsilon}$ remains bounded in the $B a$ nach space $L_{x}^{1}\left(I_{x} ; Y\right)$, where $Y=H_{t}^{-1}\left(0, T ; L^{2}\left(\left(-\frac{\pi}{2}, \frac{\pi}{2}\right)^{d}\right)\right)+L_{t}^{2}\left(0, T ; H^{-4}\left(\left(-\frac{\pi}{2}, \frac{\pi}{2}\right)^{d}\right)\right)+$ $L_{t}^{2}\left(0, T ; L^{1}\left(\left(-\frac{\pi}{2}, \frac{\pi}{2}\right)^{d}\right)\right)$.

### 3.2 Uniqueness of Weak Solutions in Dimension 2

Finally we conclude the proof of Theorem 3.0 .2 by proving the uniqueness and the strong continuity properties, when $d=1$. This will follow from the following lemma.

Lemma 3.2.1. Assume that $w_{0} \in H:=L^{2}(\mathcal{M})$ and $g \in L^{p}\left(0, T ; L^{q}(\mathcal{M})\right)$ are given, such that $1 \leq p, q \leq \infty$, and

$$
\begin{equation*}
L^{\infty}\left(0, T ; L^{2}(\mathcal{M})\right) \cap L^{2}\left(0, T ; H_{0}^{1}(\mathcal{M})\right) \subset L^{p^{\prime}}\left(0, T ; L^{q^{\prime}}(\mathcal{M})\right), \tag{3.26}
\end{equation*}
$$

with $1 / p+1 / p^{\prime}=1 / q+1 / q^{\prime}=1$, the last injection (inclusion) being continuous. Then when $d=1$, there exists a unique function $w \in L^{\infty}\left(0, T ; L^{2}(\mathcal{M})\right) \cap L^{2}\left(0, T ; H_{0}^{1}(\mathcal{M})\right)$ satisfying

$$
\left\{\begin{array}{l}
\frac{\partial w}{\partial t}+\Delta \frac{\partial w}{\partial x}+c \frac{\partial w}{\partial x}=g  \tag{3.27}\\
w(0)=w_{0}
\end{array}\right.
$$

and the boundary conditions (2.2), (2.4). This function $w$ satisfies also the energy inequality

$$
\begin{equation*}
\frac{d}{d t}|\sqrt{1+x} w|_{L^{2}(\mathcal{M})}^{2}+|\nabla w|_{L^{2}(\mathcal{M})}^{2}-c|w|_{L^{2}(\mathcal{M})}^{2} \leq 2 \int_{\mathcal{M}} g(1+x) w d \mathcal{M} . \tag{3.28}
\end{equation*}
$$

Proof. By parabolic regularization as in the nonlinear case, we can construct a solution of (3.27), (2.2) and (2.4) satisfying the energy type inequality (3.28). Indeed we consider the parabolic equation

$$
\left\{\begin{array}{l}
\frac{\partial w^{\epsilon}}{\partial t}+\Delta \frac{\partial w^{\epsilon}}{\partial x}+c \frac{\partial w^{\epsilon}}{\partial x}+\epsilon\left(\frac{\partial^{4} w^{\epsilon}}{\partial x^{4}}+\frac{\partial^{4} w^{\epsilon}}{\partial y^{4}}+\frac{\partial^{4} w^{\epsilon}}{\partial z^{4}}\right)=g  \tag{3.29}\\
w^{\epsilon}(0)=w_{0}
\end{array}\right.
$$

supplemented with the boundary conditions (2.2), (2.4) and the additional boundary conditions (3.4), (3.5).

Multiplying (3.29) ${ }_{1}$ by $w^{\epsilon}$ and then $x w^{\epsilon}$, integrating over $\mathcal{M}$ and integrating by parts, we can apply the same calculations as in the nonlinear case and obtain the analogues of (3.6) and (3.9) without the terms due to the nonlinearity. We can deduce the same uniform bounds as in (3.7) and (3.10), from which we infer that (compare to (3.14))

$$
\begin{equation*}
\frac{\partial w^{\epsilon}}{\partial t} \text { is bounded (independently of } \epsilon \text { ) in } L^{2}\left(0, T ; H^{-3}(\mathcal{M})\right) \text {. } \tag{3.30}
\end{equation*}
$$

Hence $w^{\epsilon}$ converges up to a subsequence to $w$ weakly in $L^{\infty}\left(0, T ; L^{2}(\mathcal{M})\right) \cap L^{2}\left(0, T ; H_{0}^{1}(\mathcal{M})\right)$ and strongly in $L^{2}\left(0, T ; L^{2}(\mathcal{M})\right)$. By a similar argument as in the nonlinear case, we obtain
the existence of a solution to the linear equation (3.27) with the boundary conditions (2.2), (2.4).

Summing up the analogues of (3.6) and (3.9), dropping the nonnegative terms, we obtain that when say $\epsilon<1 / 2$,

$$
\begin{equation*}
\frac{d}{d t}\left|\sqrt{1+x} w^{\epsilon}\right|_{L^{2}(\mathcal{M})}^{2}+\left|\nabla w^{\epsilon}\right|_{L^{2}(\mathcal{M})}^{2} \leq c\left|w^{\epsilon}\right|_{L^{2}(\mathcal{M})}^{2}+2 \int_{\mathcal{M}} g(1+x) w^{\epsilon} d \mathcal{M} . \tag{3.31}
\end{equation*}
$$

Since $w^{\epsilon}$ converges weakly to $w$ in $L^{\infty}\left(0, T ; L^{2}(\mathcal{M})\right) \cap L^{2}\left(0, T ; H_{0}^{1}(\mathcal{M})\right)$ and strongly in $L^{2}\left(0, T ; L^{2}(\mathcal{M})\right)$, we can pass to the lower limit on the left-hand-side of (3.31) and pass to the limit on the term $\left|w^{\epsilon}\right|_{L^{2}(\mathcal{M})}^{2}$. By (3.26), we obtain that $w^{\epsilon}$ converges weakly in $L^{p^{\prime}}\left(0, T ; L^{q^{\prime}}(\mathcal{M})\right)$, which is the dual of $L^{p}\left(0, T ; L^{q}(\mathcal{M})\right)$. Hence we can pass to the limit on the term $\int_{\mathcal{M}} g(1+x) w^{\epsilon} d \mathcal{M}$. To conclude, we can pass to the limit in (3.31) and obtain (3.28).

We finally observe that for such a function $g$, the solution $w$ belonging to the space $L^{2}\left(0, T ; H_{0}^{1}(\mathcal{M})\right) \cap L^{\infty}\left(0, T ; L^{2}(\mathcal{M})\right)$ to the linear equation (3.27) with boundary conditions (2.2), (2.4) is necessarily unique. Indeed, if $w_{1}, w_{2}$ are two such solutions, setting $w=$ $w_{1}-w_{2}$ and $W(t)=\int_{0}^{t} w(s) d s$, we see that

$$
\left\{\begin{array}{l}
\frac{\partial W}{\partial t}+\Delta \frac{\partial W}{\partial x}+c \frac{\partial W}{\partial x}=0  \tag{3.32}\\
W(0)=0
\end{array}\right.
$$

and $W$ satisfies the same boundary conditions (2.2), (2.4). Since $W \in L^{2}\left(0, T ; H_{0}^{1}(\mathcal{M})\right)$, and $W_{t}=w \in L^{2}\left(0, T ; L^{2}(\mathcal{M})\right)$, we see from $(3.32)_{1}$ that $W(t) \in D(A)$ for almost every $t$ and more precisely $W \in L^{2}(0, T ; D(A))$, and (3.32) reads

$$
\left\{\begin{array}{l}
\frac{\partial W}{\partial t}+A W=0, \\
W(0)=0 .
\end{array}\right.
$$

By the uniqueness in Theorem 2.5.1 (linear case), $W(t)=0$ for all $t \geq 0$, and then $W_{t}=$ $w=0$ for all $t \geq 0$.

Now let $u$ and $v$ be two weak solutions of (1.1), (2.2)-(2.4), Then $u-v$ satisfies

$$
\begin{equation*}
\frac{\partial w}{\partial t}+\Delta \frac{\partial w}{\partial x}+c \frac{\partial w}{\partial x}=-u u_{x}+v v_{x} \tag{3.33}
\end{equation*}
$$

together with the boundary and initial conditions (2.2)-(2.4) (with initial data $u_{0}-v_{0}=0$ ). Hence we can regard $u-v$ as a solution in the space $L^{\infty}\left(0, T ; L^{2}(\mathcal{M})\right) \cap L^{2}\left(0, T ; H_{0}^{1}(\mathcal{M})\right)$ of (3.33) written as (3.27), with $g=-u u_{x}+v v_{x}$.

Of course, $u$ satisfies the boundary conditions (2.2), (2.4). We can prove that

$$
\left|u u_{x}\right|_{L^{4 / 3}(\mathcal{M})} \leq C^{\prime \prime}|u|_{L^{4}(\mathcal{M})}\left|u_{x}\right|_{L^{2}(\mathcal{M})} \leq C^{\prime \prime}|u|_{L^{2}(\mathcal{M})}^{1 / 2}|\nabla u|_{L^{2}(\mathcal{M})}^{1 / 2}\left|u_{x}\right|_{L^{2}(\mathcal{M})} .
$$

Hence we find (compare to (3.12))

$$
\begin{equation*}
u u_{x} \in L^{4 / 3}\left(0, T ; L^{4 / 3}\right) \text { in dimension } 2, \tag{3.34}
\end{equation*}
$$

so that $g \in L^{4 / 3}\left(0, T ; L^{4 / 3}\right)$.
When $d=1$, we see that $L^{2}\left(0, T ; H_{0}^{1}(\mathcal{M})\right) \cap L^{\infty}\left(0, T ; L^{2}(\mathcal{M})\right) \subset L^{4}\left(0, T ; L^{4}(\mathcal{M})\right)$, which is the dual of $L^{4 / 3}\left(0, T ; L^{4 / 3}\right)$. Hence we can apply Lemma 3.2.1 and by the uniqueness of solutions to (3.27) with the boundary and initial conditions (2.2)-(2.4) (with initial data $u_{0}-v_{0}=0$ ), we deduce that $u-v=w$. Thus from (3.28) we can derive another energy estimate:

$$
\begin{aligned}
& \frac{d}{d t}\left(|w|_{L^{2}(\mathcal{M})}^{2}+|\sqrt{x} w|_{L^{2}(\mathcal{M})}^{2}\right)+|\nabla w|_{L^{2}(\mathcal{M})}^{2} \\
& \leq-\int_{\mathcal{M}} w^{2} v_{x} d-2 x w^{2} u+x w^{2} v d \mathcal{M}+v w^{2}+c w^{2} d \mathcal{M} \\
& \leq\left(\text { with } \sigma(t)=\left|v_{x}(t)\right|_{L^{2}(\mathcal{M})}+\left|u_{x}(t)\right|_{L^{2}(\mathcal{M})}+|v(t)|_{L^{2}(\mathcal{M})}\right) \\
& \leq C^{\prime} \sigma(t)|w|_{L^{4}(\mathcal{M})}^{2}+c \int_{\mathcal{M}} w^{2} d \mathcal{M} \\
& \leq\left(\text { by interpolation } H^{1 / 2} \subset L^{4}\right. \text { in dimension 2) } \\
& \leq C^{\prime} \sigma(t)|w|_{L^{2}(\mathcal{M})}|\nabla w|_{L^{2}(\mathcal{M})}+c \int_{\mathcal{M}} w^{2} d \mathcal{M} \\
& \leq \frac{1}{2}|\nabla w|_{L^{2}(\mathcal{M})}^{2}+C^{\prime}\left(\sigma^{2}(t)+1\right)|w|_{L^{2}(\mathcal{M})}^{2} .
\end{aligned}
$$

Hence,

$$
\begin{equation*}
\frac{d}{d t}\left(|\sqrt{1+x} w|_{L^{2}(\mathcal{M})}^{2}\right) \leq C^{\prime}\left(\sigma^{2}(t)+1\right)|w|_{L^{2}(\mathcal{M})}^{2} \tag{3.35}
\end{equation*}
$$

Since $w(0)=0$ and $\sigma^{2}$ is an integrable function $\left(\in L^{1}(0, T)\right)$, (3.35) implies, using the Gronwall lemma, that $w(t)=0$ for every $t \in(0, T)$. The uniqueness follows in dimension 2 .

Now to prove the strong continuity in time and the continuity of the flow map, we use the classical Bona-Smith technique (see [6]) which we now adapt to this context.

Let $u$ be the solution of (1.1) and (2.2)-(2.4). Then we have $u \in L^{\infty}(0, T ; H)$ and by (3.14), we see that $u \in \mathcal{C}\left([0, T] ; H_{w}\right)$, where $H_{w}$ is $H$ equipped with the weak topology (see [42]). Hence for every $0<s<T$, we can define $v_{0}=u(s) \in H$. Then given $v_{0}$ as the initial data, we see that $u(t+s)$ serves as a solution of (1.1), (2.2)-(2.4) with the forcing term being replaced by $F(t):=f(t+s)$, which belongs to $L^{2}\left(0, T-s ; L^{2}(\mathcal{M})\right)$. By the uniqueness of solution as proved before, $v(t)=u(t+s)$. Using (3.35) and the Gronwall lemma, we find

$$
\begin{aligned}
& |\sqrt{1+x}(u(t)-v(t))|_{L^{2}(\mathcal{M})}^{2} \\
\leq & \exp \left(C^{\prime} \int_{0}^{t}\left(\sigma^{2}(r)+1\right) d r\right)\left|\sqrt{1+x}\left(u_{0}-v_{0}\right)\right|_{L^{2}(\mathcal{M})}^{2}+\int_{0}^{t}|F(r)-f(r)|_{L^{2}(\mathcal{M})}^{2} d r \\
& |\sqrt{1+x}(u(t+s)-u(t))|_{L^{2}(\mathcal{M})}^{2} \\
\leq & \exp \left(C^{\prime} \int_{0}^{t}\left(\sigma^{2}(r)+1\right) d r\right)\left|\sqrt{1+x}\left(u(s)-u_{0}\right)\right|_{L^{2}(\mathcal{M})}^{2}+\int_{0}^{t}|f(r+s)-f(r)|_{L^{2}(\mathcal{M})}^{2} d r,
\end{aligned}
$$

where $\sigma(t)=\left|v_{x}(t)\right|_{L^{2}(\mathcal{M})}+\left|u_{x}(t)\right|_{L^{2}(\mathcal{M})}+|v(t)|_{L^{2}(\mathcal{M})}, t \leq T-s$. Since $\sigma^{2}$ is an integrable function $\left(\in L^{1}(0, T-s)\right)$, and $f \in L^{2}\left(0, T ; L^{2}(\mathcal{M})\right)$, in order to show that $u$ is continuous in $H$ at time $t \geq 0$, it now suffices to prove that $u$ is strongly continuous in $H$ at $t=0$, namely, that

$$
\begin{equation*}
u(s) \rightarrow u_{0} \text { in } L^{2}(\mathcal{M}) \text { as } s \rightarrow 0 \tag{3.36}
\end{equation*}
$$

We have already observed that $u$ is weakly continuous in $H$ on $[0, T]$ and hence at $t=0$,
that is,

$$
\begin{equation*}
u(s) \rightharpoonup u_{0} \text { weakly in } L^{2}(\mathcal{M}) \text { as } s \rightarrow 0 \tag{3.37}
\end{equation*}
$$

Having proved (3.37), in order to show (3.36), it now suffices to prove the following

$$
\begin{equation*}
|u(s)|_{L^{2}(\mathcal{M})} \rightarrow\left|u_{0}\right|_{L^{2}(\mathcal{M})} \quad \text { as } s \rightarrow 0 \tag{3.38}
\end{equation*}
$$

By uniqueness of solution, $u$ must be the limit of $u^{\epsilon}$ constructed in (3.3). Hence passing to the limit in the sum of (3.6) and (3.9), we find (in both cases $d=1,2$ )

$$
\begin{equation*}
\frac{d}{d t}|\sqrt{1+x} u|_{L^{2}(\mathcal{M})}^{2} \leq|f|_{L^{2}(\mathcal{M})}^{2}+|\sqrt{1+x} u|_{L^{2}(\mathcal{M})}^{2}+c|u|_{L^{2}(\mathcal{M})}^{2}+2 c_{2}|u|_{L^{2}(\mathcal{M})}^{6} \tag{3.39}
\end{equation*}
$$

Integrating from 0 to $s$, we find

$$
\begin{align*}
& |\sqrt{1+x} u(s)|_{L^{2}(\mathcal{M})}^{2}-|\sqrt{1+x} u(0)|_{L^{2}(\mathcal{M})}^{2} \\
& \quad \leq \int_{0}^{s}|f|_{L^{2}(\mathcal{M})}^{2} d t+(1+c) \int_{0}^{s}|u|_{L^{2}(\mathcal{M})}^{2} d t+2 c_{2} s|u|_{L^{\infty}\left(0, s ; L^{2}(\mathcal{M})\right)}^{6} \tag{3.40}
\end{align*}
$$

Since $f \in L^{2}\left(0, T ; L^{2}(\mathcal{M})\right), \int_{0}^{s}|f|_{L^{2}(\mathcal{M})}^{2} d t$ is absolutely continuous with respect to $s$. Hence it converges to 0 as $s \rightarrow 0$. Similarly we can deduce that each term on the right-hand-side of (3.40) converges to 0 as $s \rightarrow 0$. Thus

$$
\limsup _{s \rightarrow 0}|\sqrt{1+x} u(s)|_{L^{2}(\mathcal{M})}^{2} \leq\left|\sqrt{1+x} u_{0}\right|_{L^{2}(\mathcal{M})}^{2}
$$

By (3.37) and lower semicontinuity of the $L^{2}$-norm, we also have

$$
\liminf _{s \rightarrow 0}|\sqrt{1+x} u(s)|_{L^{2}(\mathcal{M})}^{2} \geq\left|\sqrt{1+x} u_{0}\right|_{L^{2}(\mathcal{M})}^{2}
$$

Hence $\sqrt{1+x} u(s) \rightarrow \sqrt{1+x} u_{0}$ in $L^{2}(\mathcal{M})$ as $s \rightarrow 0$ and this is equivalent to (3.36).
This concludes the proof of Theorem 3.0.2.

Remark 3.2.1. Note that although (3.39) is true for both $d=1,2$, (3.36) is only true for $d=1$. This is because we need the uniqueness of solution to deduce (3.39).

Remark 3.2.2. The results in Theorem 3.0.2 display the remarkable properties of the $Z K$ equation posed in a limited domain $I_{x} \times\left(-\frac{\pi}{2}, \frac{\pi}{2}\right)^{d}, d=1,2$, in contrast with the Cauchy problem posed in the whole space (see [14], [30]). In particular it is not known whether the Cauchy problem is well-posed for initial data in $L^{2}\left(\mathbb{R}^{d+1}\right), d=1,2$.

Remark 3.2.3. Theorem 3.0.2 implies obviously a global well-posedness of the initial-boundary-value problem for the $Z K$ equation on a "rectangle" $\left(0, L_{1}\right)_{x} \times\left(0, L_{2}\right)_{y} \times\left(0, L_{3}\right)_{z}$, the estimates on the solution depending of course on the $L_{i}$. It would be interesting (for instance for numerical purposes) to obtain estimates independent of some $L_{i}$, allowing thus to pass to the limit as $L_{i} \rightarrow+\infty$ in order to obtain a solution of an initial-boundaryvalue problem in the infinite "rectangle", say $(0,+\infty)_{x} \times\left(0, L_{2}\right)_{y} \times\left(0, L_{3}\right)_{z}$. Such a result has been obtained in [8] for the KdV equation, under the boundary conditions $u(0, t)=0$, $u_{x}(L, t)=u_{x x}(L, t)=0$.

Remark 3.2.4. As for the periodic case, that is, (1.1) and the boundary and initial conditions (2.2), (2.3), (2.5), the results will be the same with the Dirichlet case as discussed above. The reasoning will be similar.

Remark 3.2.5. We have only treated the case of homogeneous boundary conditions. The case of nonhomogeneous boundary conditions will be treated in a separate work. Indeed there are two possibilities for the treatment of nonhomogeneous boundary conditions: one possibility is that the boundary data ( $u$ and $u_{x}$ at $x=1$ and $u$ at $x=0, u$ at $y, z= \pm \pi / 2$ in the case of Dirichlet boundary conditions in $y, z$ ) are given as traces of a sufficiently regular function $\Phi$. In this case setting classically $v=u-\Phi$, we obtain a homogeneous problem for $v$ which is very similar to the problem that we studied and which can be treated in a similar way if $\Phi$ is sufficiently regular. However if we want to consider less regular boundary values, then we need to study more carefully the properties of the traces of the functions that we consider.

## Chapter 4

## Local Existence of Strong Solutions in $3 D$

Now we turn to establish the local existence of strong solutions in $3 D$.
For the purpose, we also consider the space

$$
\begin{equation*}
\Xi=\left\{u \in H^{2}(\mathcal{M}) \cap H_{0}^{1}(\mathcal{M}),\left.u_{x}\right|_{x=1}=0\right\}, \tag{4.1}
\end{equation*}
$$

and endow this space, as in Section 3.1 with the scalar product and norm $[\cdot, \cdot]_{2}$ and $[\cdot]_{2}$,

$$
\begin{gather*}
{[u, v]_{2}=\left(u_{x x}, v_{x x}\right)+\left(u_{y y}, v_{y y}\right)+\left(u_{z z}, v_{z z}\right),} \\
{[u]_{2}^{2}=\left|u_{x x}\right|^{2}+\left|u_{y y}\right|^{2}+\left|u_{z z}\right|^{2},} \tag{4.2}
\end{gather*}
$$

which make it a Hilbert space. Furthermore by Proposition 2.3.1, we have

$$
\begin{equation*}
D(A) \subset \Xi . \tag{4.3}
\end{equation*}
$$

### 4.1 Parabolic Regularization

For the sake of simplicity we will only treat the more complicated case when $d=2$; the case when $d=1$ is easier. To begin with, we recall the parabolic regularization introduced in Section 3.1, that is, for $\epsilon>0$ "small", we consider the parabolic equation,

$$
\left\{\begin{array}{l}
\frac{\partial u^{\epsilon}}{\partial t}+\Delta \frac{\partial u^{\epsilon}}{\partial x}+c \frac{\partial u^{\epsilon}}{\partial x}+u^{\epsilon} \frac{\partial u^{\epsilon}}{\partial x}+\epsilon L u^{\epsilon}=f  \tag{4.4}\\
u^{\epsilon}(0)=u_{0}
\end{array}\right.
$$

where

$$
L u^{\epsilon}:=\frac{\partial^{4} u^{\epsilon}}{\partial x^{4}}+\frac{\partial^{4} u^{\epsilon}}{\partial y^{4}}+\frac{\partial^{4} u^{\epsilon}}{\partial z^{4}}
$$

supplemented with the boundary conditions (2.2), (2.4) and the additional boundary conditions (3.4), (3.5).

### 4.1.1 Global Bounds Independent of $\epsilon$

Firstly, we recall the following global bounds derived from (3.7) and (3.10) previously:

Lemma 4.1.1. We assume that

$$
\begin{gather*}
u_{0} \in L^{2}(\mathcal{M})  \tag{4.5}\\
f \in L^{2}\left(0, T ; L^{2}(\mathcal{M})\right), \tag{4.6}
\end{gather*}
$$

then, for every $T>0$ the following estimates independent of $\epsilon$ hold:

$$
\left\{\begin{array}{l}
u^{\epsilon} \text { is bounded in } L^{\infty}\left(0, T ; L^{2}(\mathcal{M})\right)  \tag{4.7}\\
u^{\epsilon} \text { is bounded in } L^{2}\left(0, T ; H_{0}^{1}(\mathcal{M})\right) \\
u_{x}^{\epsilon}(0, \cdot, \cdot) \text { is bounded in } L^{2}\left(0, T ; L^{2}\left(I_{x^{\perp}}\right)\right) .
\end{array}\right.
$$

### 4.1.2 Local Bounds Independent of $\epsilon$

We first introduce a useful result:

Lemma 4.1.2. Under the same assumptions as in Lemma 4.1.1, if we further suppose that

$$
\begin{equation*}
f \in L^{\infty}\left(0, T ; L^{2}(\mathcal{M})\right) \tag{4.8}
\end{equation*}
$$

then we have

$$
\begin{equation*}
\left|u_{x}^{\epsilon}(t)\right|^{2} \leq\left|u_{t}^{\epsilon}(t)\right|^{2}+\kappa, \quad 0 \leq t \leq T \tag{4.9}
\end{equation*}
$$

where $\kappa$ is a constant depending only on $\left|u_{0}\right|,|f|_{L^{\infty}\left(0, T ; L^{2}(\mathcal{M})\right)}$ and $T$.

Proof. We rewrite (4.4) ${ }_{1}$ as

$$
\begin{equation*}
\Delta \frac{\partial u^{\epsilon}}{\partial x}+c \frac{\partial u^{\epsilon}}{\partial x}+u^{\epsilon} \frac{\partial u^{\epsilon}}{\partial x}+\epsilon L u^{\epsilon}=-\frac{\partial u^{\epsilon}}{\partial t}+f . \tag{4.10}
\end{equation*}
$$

We multiply (4.10) by $(1+x) u^{\epsilon}$, integrate over $\mathcal{M}$, integrate by parts, and follow the same calculations as in Section 3.1; we find when $\epsilon \leq \frac{1}{4}$,

$$
\begin{align*}
\left|u_{x}^{\epsilon}\right|^{2} & \leq-\int_{\mathcal{M}} u_{t}^{\epsilon}(1+x) u^{\epsilon} d \mathcal{M}+|f|^{2}+\left|(1+x) u^{\epsilon}\right|^{2}+c\left|u^{\epsilon}\right|^{2}+c^{\prime}\left|u^{\epsilon}\right|^{6}  \tag{4.11}\\
& \leq\left|u_{t}^{\epsilon}\right|^{2}+|f|^{2}+c^{\prime}\left|u^{\epsilon}\right|^{2}+c^{\prime}\left|u^{\epsilon}\right|^{6}
\end{align*}
$$

Here and below $c^{\prime}$ indicates an absolute constant which may be different at each occurrence. Hence if we call $\nu$ a bound of $\left|u^{\epsilon}\right|_{L^{\infty}\left(0, T ; L^{2}(\mathcal{M})\right)}$ as in (4.7) ${ }_{1}$, we can set

$$
\begin{equation*}
\kappa=|f|_{L^{\infty}\left(0, T ; L^{2}(\mathcal{M})\right)}^{2}+c^{\prime} \nu^{2}+c^{\prime} \nu^{6}+\left|u_{0 x}\right|^{2} ; \tag{4.12}
\end{equation*}
$$

and by (4.8) we obtain (4.9). Thus we have completed the proof of Lemma 4.1.2.
Now we are ready to prove the following result giving the local bounds on $u^{\epsilon}$ independent of $\epsilon$ :

Proposition 4.1.1. Under the same assumptions as in Lemma 4.1.2, if we further suppose that

$$
\begin{gather*}
f_{t} \in L^{\infty}\left(0, T ; L^{2}(\mathcal{M})\right),  \tag{4.13}\\
f \in L^{2}\left(0, T ; L^{2}\left(I_{x} ; H^{2}\left(I_{x^{\perp}}\right)\right)\right),  \tag{4.14}\\
L u_{0} \in L^{2}(\mathcal{M}),  \tag{4.15}\\
\Delta u_{0 x}+u_{0} u_{0 x}+c u_{0 x}-f(0) \in L^{2}(\mathcal{M}),  \tag{4.16}\\
\nabla^{\perp} u_{0}, u_{0 y y}, u_{0 z z} \in L^{2}(\mathcal{M}), \tag{4.17}
\end{gather*}
$$

then there exists $T_{*}=\min \left(T, T_{1}\right)$,

$$
\begin{gather*}
T_{1}=\frac{c_{3}}{\mu^{4}},  \tag{4.18}\\
\mu=\mu\left(\kappa,\left|f_{t}\right|_{L^{\infty}\left(0, T ; L^{2}(\mathcal{M})\right)},\left|L u_{0}\right|,\left|\Delta u_{0 x}+u_{0} u_{0 x}+c u_{0 x}-f(0)\right|\right),
\end{gather*}
$$

such that for every $t, 0 \leq t \leq T_{*}$,

$$
\begin{gather*}
\left|u_{t}^{\epsilon}(t)\right| \lesssim \mu,  \tag{4.19}\\
\int_{0}^{T_{*}}\left|\nabla u_{t}^{\epsilon}(s)\right|^{2} d s \lesssim \mu,  \tag{4.20}\\
\left|\nabla u^{\epsilon}(t)\right| \leq C(\mu),  \tag{4.21}\\
\int_{0}^{T_{*}}\left|\nabla u_{y}^{\epsilon}(s)\right|^{2} d s \leq C(\mu), \quad \int_{0}^{T_{*}}\left|\nabla u_{z}^{\epsilon}(s)\right|^{2} d s \leq C(\mu),  \tag{4.22}\\
\left|u_{y y}^{\epsilon}(t)\right| \leq C(\mu), \quad\left|u_{z z}^{\epsilon}(t)\right| \leq C(\mu),  \tag{4.23}\\
\int_{0}^{T_{*}}\left|\nabla u_{y y}^{\epsilon}(s)\right|^{2} d s \leq C(\mu), \quad \int_{0}^{T_{*}}\left|\nabla u_{z z}^{\epsilon}(s)\right|^{2} d s \leq C(\mu),  \tag{4.24}\\
\epsilon \int_{0}^{T_{*}}\left[u_{y y}^{\epsilon}\right]_{2}^{2} d s \leq C(\mu), \quad \epsilon \int_{0}^{T_{*}}\left[u_{z z}^{\epsilon}\right]_{2}^{2} d s \leq C(\mu), \tag{4.25}
\end{gather*}
$$

where $\lesssim$ means $\leq$ up to a multiplicative constant independent of $\epsilon$, the constant $c_{3}$ depends only on the data, and the constant $C(\mu)$ depends only on $\mu$ and the data and may be different at each occurrence.

Proof. We differentiate (4.4) in $t$, write $u_{t}^{\epsilon}=v^{\epsilon}$ and we find:

$$
\left\{\begin{array}{l}
\frac{\partial v^{\epsilon}}{\partial t}+\Delta \frac{\partial v^{\epsilon}}{\partial x}+c \frac{\partial v^{\epsilon}}{\partial x}+u^{\epsilon} \frac{\partial v^{\epsilon}}{\partial x}+v^{\epsilon} \frac{\partial u^{\epsilon}}{\partial x}+\epsilon L v^{\epsilon}=f_{t}  \tag{4.26}\\
v^{\epsilon}(0)=u_{t 0}^{\epsilon}=-\epsilon L u_{0}-\Delta u_{0 x}-u_{0} u_{0 x}-c u_{0 x}+f(0)
\end{array}\right.
$$

Thus when $\epsilon \leq 1$,

$$
\begin{equation*}
\left|u_{t 0}^{\epsilon}\right| \leq\left|L u_{0}\right|+\left|\Delta u_{0 x}+u_{0} u_{0 x}+c u_{0 x}-f(0)\right| . \tag{4.27}
\end{equation*}
$$

From (4.15) and (4.16), we obtain

$$
\begin{equation*}
u_{t 0}^{\epsilon} \text { is bounded independently of } \epsilon \text { in } L^{2}(\mathcal{M}) . \tag{4.28}
\end{equation*}
$$

Multiplying (4.26) by $(1+x) v^{\epsilon}$, integrating over $\mathcal{M}$ and integrating by parts, dropping $\epsilon$
for the moment we find

- $\int_{\mathcal{M}} \frac{\partial v}{\partial t}(1+x) v d \mathcal{M}=\frac{1}{2} \frac{d}{d t}|\sqrt{1+x} v|^{2}$,
- $\int_{\mathcal{M}} \Delta \frac{\partial v}{\partial x} v d \mathcal{M}=\frac{1}{2} \int_{I_{x^{\perp}}}\left(\left.v_{x}\right|_{x=0}\right)^{2} d x^{\perp}$,
$\bullet \int_{\mathcal{M}} \Delta \frac{\partial v}{\partial x} x v d \mathcal{M}=\frac{3}{2}\left|v_{x}\right|^{2}+\frac{1}{2}\left|\nabla^{\perp} v\right|^{2}$,
- $\int_{\mathcal{M}} c v_{x}(1+x) v d \mathcal{M}=-\frac{c}{2} \int_{\mathcal{M}} v^{2} d \mathcal{M}$,
- $\int_{\mathcal{M}} u v_{x}(1+x) v d \mathcal{M}=-\frac{1}{2} \int_{\mathcal{M}}(1+x) u_{x} v^{2} d \mathcal{M}-\frac{1}{2} \int_{\mathcal{M}} u v^{2} d \mathcal{M}$,
- $\int_{\mathcal{M}} v u_{x}(1+x) v d \mathcal{M}=\int_{\mathcal{M}}(1+x) u_{x} v^{2} d \mathcal{M}$,
$\bullet \int_{\mathcal{M}} f_{t}(1+x) v d \mathcal{M} \leq \frac{1}{2}\left|f_{t}\right|^{2}+\frac{1}{2}|(1+x) v|^{2} \leq \frac{1}{2}\left|f_{t}\right|^{2}+|v|^{2}$,
- $\epsilon \int_{\mathcal{M}} \frac{\partial^{4} v}{\partial x^{4}}(1+x) v d x d x^{\perp}=\epsilon\left|\sqrt{1+x} v_{x x}\right|^{2}-\epsilon \int_{I_{x^{\perp}}}\left(\left.v_{x}\right|_{x=0}\right)^{2} d x^{\perp}$,
- $\epsilon \int_{\mathcal{M}}\left(\frac{\partial^{4} v}{\partial y^{4}}+\frac{\partial^{4} v}{\partial z^{4}}\right)(1+x) v d \mathcal{M}=\epsilon\left(\left|\sqrt{1+x} v_{y y}\right|^{2}+\left|\sqrt{1+x} v_{z z}\right|^{2}\right)$.

Hence we arrive, when $\epsilon \leq \frac{1}{4}$, at

$$
\begin{align*}
\frac{d}{d t}\left|\sqrt{1+x} u_{t}^{\epsilon}\right|^{2} & +\left|\nabla u_{t}^{\epsilon}\right|^{2}+\left.\frac{1}{4}\left|u_{t x}^{\epsilon}\right|_{x=0}\right|_{L^{2}\left(I_{x \perp}\right)} ^{2} \\
+2 \epsilon & \left(\left|\sqrt{1+x} u_{t x x}^{\epsilon}\right|^{2}+\left|\sqrt{1+x} u_{t y y}^{\epsilon}\right|^{2}+\left|\sqrt{1+x} u_{t z z}^{\epsilon}\right|^{2}\right)  \tag{4.29}\\
& \leq\left|\int_{\mathcal{M}}\left((1+x) u_{x}^{\epsilon}-u^{\epsilon}\right)\left(u_{t}^{\epsilon}\right)^{2} d \mathcal{M}\right|+(c+2)\left|u_{t}^{\epsilon}\right|^{2}+\left|f_{t}\right|^{2}
\end{align*}
$$

For the first term on the right-hand-side of (4.29), we have

$$
\left|\int_{\mathcal{M}}\left((1+x) u_{x}^{\epsilon}-u^{\epsilon}\right)\left(u_{t}^{\epsilon}\right)^{2} d \mathcal{M}\right| \lesssim \sigma^{\epsilon}(t)\left|u_{t}^{\epsilon}\right|_{L^{4}(\mathcal{M})}^{2}
$$

where $\sigma^{\epsilon}(t):=\left|u_{x}^{\epsilon}\right|+\left|u^{\epsilon}\right|$. Then with $H^{3 / 4} \subset L^{4}$ in $3 D$ we have

$$
\begin{align*}
\left|\int_{\mathcal{M}}\left((1+x) u_{x}^{\epsilon}-u^{\epsilon}\right)\left(u_{t}^{\epsilon}\right)^{2} d \mathcal{M}\right| & \lesssim \sigma^{\epsilon}(t)\left|u_{t}^{\epsilon}\right|^{1 / 2}\left|\nabla u_{t}^{\epsilon}\right|^{3 / 2} \\
& \leq c^{\prime}\left(\sigma^{\epsilon}(t)\right)^{4}\left|u_{t}^{\epsilon}\right|^{2}+\frac{1}{8}\left|\nabla u_{t}^{\epsilon}\right|^{2}  \tag{4.30}\\
& \leq(\text { by }(4.9)) \\
& \leq c^{\prime}\left(\left|u_{t}^{\epsilon}\right|^{6}+\kappa^{2}\left|u_{t}^{\epsilon}\right|^{2}+\left|u^{\epsilon}\right|^{4}\left|u_{t}^{\epsilon}\right|^{2}\right)+\frac{1}{8}\left|\nabla u_{t}^{\epsilon}\right|^{2}
\end{align*}
$$

Applying (4.30) to (4.29), we obtain

$$
\begin{align*}
& \frac{d}{d t}\left|\sqrt{1+x} u_{t}^{\epsilon}\right|^{2}+\frac{7}{8}\left|\nabla u_{t}^{\epsilon}\right|^{2}+\left.\frac{1}{4}\left|u_{t x}^{\epsilon}\right|_{x=0}\right|_{L^{2}\left(I_{x} \perp\right)} ^{2} \\
&  \tag{4.31}\\
& +2 \epsilon\left(\left|\sqrt{1+x} u_{y x x}^{\epsilon}\right|^{2}+\left|\sqrt{1+x} u_{y y y}^{\epsilon}\right|^{2}+\left|\sqrt{1+x} u_{y z z}^{\epsilon}\right|^{2}\right) \\
& \\
& \leq c_{1}\left(\left|u_{t}^{\epsilon}\right|^{2}+1\right)^{3}+\left|f_{t}\right|^{2} \\
& \leq c_{1}\left(\left|\sqrt{1+x} u_{t}^{\epsilon}\right|^{2}+1\right)^{3}+\left|f_{t}\right|^{2}
\end{align*}
$$

where $c_{1}$ depends only on $\kappa$. Setting $\left|\sqrt{1+x} u_{t}^{\epsilon}\right|^{2}+1:=\mathcal{Y}^{\epsilon}$, then (4.31) implies that

$$
\begin{equation*}
\frac{d}{d t} \mathcal{Y}^{\epsilon} \leq c_{2}\left(\mathcal{Y}^{\epsilon}\right)^{3} \tag{4.32}
\end{equation*}
$$

with $c_{2}:=c_{1}+\left|f_{t}\right|_{L^{\infty}\left(0, T ; L^{2}(\mathcal{M})\right)}^{2}$. Thus

$$
\begin{equation*}
\mathcal{Y}^{\epsilon}(t) \leq 2 \mu_{0}^{2}, \quad 0 \leq t \leq \frac{3}{8 c_{2} \mu_{0}^{4}} \tag{4.33}
\end{equation*}
$$

where $\mu_{0}$ is a bound of $\sqrt{\mathcal{Y}^{\epsilon}(0)}$ independent of $\epsilon$ as provided by (4.28). Now (4.33) implies that

$$
\begin{equation*}
\left|u_{t}^{\epsilon}(t)\right| \lesssim \mu_{0}, \quad 0 \leq t \leq \frac{3}{8 c_{2} \mu_{0}^{4}} \tag{4.34}
\end{equation*}
$$

Then by (4.34) and (4.9) we deduce that

$$
\begin{equation*}
\left|u_{x}^{\epsilon}(t)\right| \lesssim \mu, \quad 0 \leq t \leq T_{*} . \tag{4.35}
\end{equation*}
$$

with $\mu:=\mu_{0}+\sqrt{\kappa}$, and $T_{*}=\min \left(T, T_{1}\right)$,

$$
\begin{equation*}
T_{1}=\frac{c_{3}}{\mu^{4}} \leq \frac{3}{8 c_{2} \mu_{0}^{4}} \tag{4.36}
\end{equation*}
$$

By (4.34), (4.36) and (4.31) we obtain (4.20).

We multiply (4.4) by $(1+x) u_{y y}^{\epsilon}$, integrate over $\mathcal{M}$ and integrate by parts, dropping $\epsilon$
for the moment, we find

$$
\begin{aligned}
& \text { - } \int_{\mathcal{M}} u_{t}(1+x) u_{y y} d \mathcal{M}=-\frac{1}{2} \frac{d}{d t}\left|\sqrt{1+x} u_{y}\right|^{2}, \\
& \bullet \int_{\mathcal{M}} u_{x x x}(1+x) u_{y y} d \mathcal{M}=-\frac{3}{2}\left|u_{x y}^{2}\right|-\left.\frac{1}{2}\left|u_{x y}^{2}\right|_{x=0}\right|_{L^{2}\left(I_{y}\right)} \text {, } \\
& \text { - } \int_{\mathcal{M}} u_{x y y}(1+x) u_{y y} d \mathcal{M}=-\frac{1}{2}\left|u_{y y}^{2}\right| \text {, } \\
& \text { - } \int_{\mathcal{M}} u_{x z z}(1+x) u_{y y} d \mathcal{M}=-\frac{1}{2}\left|u_{z y}^{2}\right| \text {, } \\
& \text { - } \int_{\mathcal{M}} c u_{x}(1+x) u_{y y} d \mathcal{M}=\frac{c}{2} \int_{\mathcal{M}} u_{y}^{2} d \mathcal{M} \text {, } \\
& \text { - } \int_{\mathcal{M}} u u_{x}(1+x) u_{y y} d \mathcal{M}=\frac{1}{2} \int_{\mathcal{M}} u_{y}^{2}\left(u-(1+x) u_{x}\right) d \mathcal{M} \text {, } \\
& \text { - } \epsilon \int_{\mathcal{M}} u_{x x x x}(1+x) u_{y y} d \mathcal{M}=-\epsilon \int_{\mathcal{M}} u_{x x x x y}(1+x) u_{y} d \mathcal{M} \\
& =\epsilon \int_{\mathcal{M}} u_{x x x y} u_{y} d \mathcal{M}+\epsilon \int_{d \mathcal{M}} u_{x x x y}(1+x) u_{x y} d \mathcal{M} \\
& =-2 \epsilon \int_{\mathcal{M}} u_{x x y} u_{x y} d \mathcal{M}-\epsilon \int_{\mathcal{M}}(1+x) u_{x x y}^{2} d \mathcal{M} \\
& =\left.\epsilon \int_{\mathcal{M}} u_{x y}^{2}\right|_{x=0} d \mathcal{M}-\epsilon \int_{\mathcal{M}}(1+x) u_{x x y}^{2} d \mathcal{M} \text {, } \\
& \text { - } \epsilon \int_{\mathcal{M}} u_{z z z z}(1+x) u_{y y} d \mathcal{M}=-\epsilon \int_{\mathcal{M}}(1+x) u_{z z y}^{2} d \mathcal{M} \text {, } \\
& \bullet \epsilon \int_{\mathcal{M}} u_{y y y y}(1+x) u_{y y} d \mathcal{M}=-\epsilon \int_{\mathcal{M}}(1+x) u_{y y y}^{\epsilon} d \mathcal{M} \text {, } \\
& \bullet \int_{\mathcal{M}} f(1+x) u_{y y} d \mathcal{M}=-\int_{\mathcal{M}} f_{y}(1+x) u_{y} d \mathcal{M} \leq \frac{1}{2}\left|(1+x) u_{y}\right|^{2}+\frac{1}{2}\left|f_{y}\right|^{2} \text {. }
\end{aligned}
$$

Hence when $\epsilon \leq \frac{1}{4}$, we have

$$
\begin{align*}
\frac{d}{d t}\left|\sqrt{1+x} u_{y}^{\epsilon}\right|^{2} & +\left|\nabla u_{y}^{\epsilon}\right|^{2}+\left.\frac{1}{4}\left|u_{x y}^{\epsilon}\right|_{x=0}\right|_{L^{2}\left(I_{y}\right)} ^{2} \\
+ & 2 \epsilon\left(\left|\sqrt{1+x} u_{y x x}^{\epsilon}\right|^{2}+\left|\sqrt{1+x} u_{y y y}^{\epsilon}\right|^{2}+\left|\sqrt{1+x} u_{y z z}^{\epsilon}\right|^{2}\right)  \tag{4.37}\\
& \leq\left|\int_{\mathcal{M}}\left(u_{y}^{\epsilon}\right)^{2}\left((1+x) u_{x}^{\epsilon}-u^{\epsilon}\right) d \mathcal{M}\right|+(c+2)\left|u_{y}^{\epsilon}\right|^{2}+\left|f_{y}\right|^{2}
\end{align*}
$$

For the first term on the right-hand-side of (4.37), we find

$$
\begin{align*}
\left|\int_{\mathcal{M}}\left(u_{y}^{\epsilon}\right)^{2}\left((1+x) u_{x}^{\epsilon}-u^{\epsilon}\right) d \mathcal{M}\right| & \lesssim\left(\text { with } \sigma^{\epsilon}(t):=\left|u_{x}^{\epsilon}\right|+\left|u^{\epsilon}\right|\right) \\
& \lesssim \sigma^{\epsilon}(t)\left|u_{y}^{\epsilon}\right|_{L^{4}(\mathcal{M})}^{2} \\
& \leq c^{\prime}\left(\sigma^{\epsilon}(t)\right)^{4}\left|u_{y}^{\epsilon}\right|^{2}+\frac{1}{8}\left|\nabla u_{y}^{\epsilon}\right|^{2}  \tag{4.38}\\
& \leq(\operatorname{by}(4.35)) \\
& \leq c^{\prime}\left(\mu^{4}+\left|u^{\epsilon}\right|^{4}\right)\left|u_{y}^{\epsilon}\right|^{2}+\frac{1}{8}\left|\nabla u_{y}^{\epsilon}\right|^{2}, \quad 0 \leq t \leq T_{*} .
\end{align*}
$$

Applying (4.38) to (4.37), we find

$$
\begin{align*}
& \frac{d}{d t}\left|\sqrt{1+x} u_{y}^{\epsilon}\right|^{2}+\frac{7}{8}\left|\nabla u_{y}^{\epsilon}\right|^{2}+\left.\frac{1}{4}\left|u_{x y}^{\epsilon}\right|_{x=0}\right|_{L^{2}\left(I_{y}\right)} ^{2} \\
& +2 \epsilon\left(\left|\sqrt{1+x} u_{y x x x}^{\epsilon}\right|^{2}+\left|\sqrt{1+x} u_{y y y}^{\epsilon}\right|^{2}+\left|\sqrt{1+x} u_{y z z}^{\epsilon}\right|^{2}\right)  \tag{4.39}\\
& \quad \leq c^{\prime} \mu^{4}\left|u_{y}^{\epsilon}\right|^{2}+\left|f_{y}\right|^{2} \\
& \quad \leq c^{\prime} \mu^{4}\left|\sqrt{1+x} u_{y}^{\epsilon}\right|^{2}+\left|f_{y}\right|^{2}, \quad 0 \leq t \leq T_{*} .
\end{align*}
$$

We can then close the Gronwall inequality on the time interval $\left(0, T_{*}\right)$, and obtain

$$
\begin{aligned}
\left|\sqrt{1+x} u_{y}^{\epsilon}(t)\right|^{2} & \leq C(\mu)\left(\left|\sqrt{1+x} u_{0 y}\right|^{2}+\int_{0}^{T_{*}}\left|f_{y}(s)\right|^{2} d s\right) \\
& \leq C\left(\mu,\left|u_{0 y}\right|,\left|f_{y}\right|_{L^{2}\left(0, T ; L^{2}(\mathcal{M})\right)}\right), \quad 0 \leq t \leq T_{*},
\end{aligned}
$$

which implies

$$
\begin{equation*}
\left|u_{y}^{\epsilon}(t)\right| \leq C(\mu), \quad 0 \leq t \leq T_{*} . \tag{4.40}
\end{equation*}
$$

By (4.40) and (4.39) we obtain

$$
\begin{equation*}
\int_{0}^{T_{*}}\left|\nabla u_{y}^{\epsilon}(s)\right|^{2} d s \leq C(\mu) \tag{4.41}
\end{equation*}
$$

Similarly, we can obtain the same kind of estimates for $u_{z}^{\epsilon}, \nabla u_{z}^{\epsilon}$, that is

$$
\begin{gather*}
\left|u_{z}^{\epsilon}(t)\right| \leq C(\mu), \quad 0 \leq t \leq T_{*},  \tag{4.42}\\
\int_{0}^{T_{*}}\left|\nabla u_{z}^{\epsilon}(s)\right|^{2} d s \leq C(\mu) . \tag{4.43}
\end{gather*}
$$

From (4.35), (4.40) and (4.42) we obtain (4.21).
We then multiply (4.4) by $(1+x) u_{y y y y}^{\epsilon}$, integrate over $\mathcal{M}$ and integrate by parts, to find

$$
\begin{aligned}
& \text { - } \int_{\mathcal{M}} u_{t}(1+x) u_{y y y y} d \mathcal{M}=\frac{1}{2} \frac{d}{d t}\left|\sqrt{1+x} u_{y y}\right|^{2} \text {, } \\
& \text { - } \int_{\mathcal{M}} u_{x x x}(1+x) u_{y y y y} d \mathcal{M}=\frac{3}{2}\left|u_{x y y}\right|^{2}+\left.\frac{1}{2}\left|u_{x y y}\right|_{x=0}\right|_{L^{2}\left(I_{y}\right)} ^{2}, \\
& \text { - } \int_{\mathcal{M}} u_{x y y}(1+x) u_{y y y y} d \mathcal{M}=\frac{1}{2}\left|u_{y y y}^{2}\right|^{2} \text {, } \\
& \text { - } \int_{\mathcal{M}} u_{x z z}(1+x) u_{y y y y} d \mathcal{M}=\frac{1}{2}\left|u_{z y y}^{2}\right|^{2}, \\
& \text { - } \int_{\mathcal{M}} c u_{x}(1+x) u_{y y y y} d \mathcal{M}=-\frac{c}{2}\left|u_{y y}\right|^{2}, \\
& \text { - } \int_{\mathcal{M}} u u_{x}(1+x) u_{y y y y} d \mathcal{M} \\
& =-\int_{\mathcal{M}} u_{y} u_{x}(1+x) u_{y y y} d \mathcal{M}-\int_{\mathcal{M}} u u_{x y}(1+x) u_{y y y} d \mathcal{M} \\
& =\int_{\mathcal{M}} u_{y y}^{2} u_{x}(1+x) d \mathcal{M}+2 \int_{\mathcal{M}} u_{y} u_{x y}(1+x) u_{y y} d \mathcal{M}+\int_{\mathcal{M}} u u_{x y y}(1+x) u_{y y} d \mathcal{M} \\
& =\frac{1}{2} \int_{\mathcal{M}}\left(u_{x}(1+x)-u\right) u_{y y}^{2} d \mathcal{M}-\int_{\mathcal{M}} u_{y}^{2} u_{y y} d \mathcal{M}-\int_{\mathcal{M}} u_{y}^{2}(1+x) u_{x y y} d \mathcal{M} \\
& \bullet \epsilon \int_{\mathcal{M}} u_{x x x x}(1+x) u_{y y y y} d \mathcal{M}=-\epsilon \int_{\mathcal{M}} u_{x x x x y}(1+x) u_{y y y} d \mathcal{M} \\
& =-\epsilon \int_{\mathcal{M}} u_{x x x y} u_{y y y} d \mathcal{M}+\epsilon \int_{\mathcal{M}} u_{x x x y}(1+x) u_{x y y y} d \mathcal{M} \\
& =-\left.\epsilon \int_{I_{x \perp}} u_{x y y}^{2}\right|_{x=0} d I_{x^{\perp}}+\epsilon \int_{\mathcal{M}}(1+x) u_{x x y y}^{2} d \mathcal{M}, \\
& \text { • } \epsilon \int_{\mathcal{M}} u_{y y y y}(1+x) u_{y y y y} d \mathcal{M}=\epsilon\left|\sqrt{1+x} u_{\text {yyyy }}\right|^{2} \text {, } \\
& \bullet \epsilon \int_{\mathcal{M}} u_{z z z z}(1+x) u_{y y y y} d \mathcal{M}=\epsilon\left|\sqrt{1+x} u_{z z y y}\right|^{2} \text {, } \\
& \text { - } \int_{\mathcal{M}} f(1+x) u_{y y y y} d \mathcal{M}=-\int_{\mathcal{M}} f_{y y}(1+x) u_{y y} d \mathcal{M} \leq \frac{1}{2}\left|(1+x) u_{y y}\right|^{2}+\frac{1}{2}\left|f_{y y}\right|^{2} \text {. }
\end{aligned}
$$

Hence when $\epsilon \leq \frac{1}{4}$,

$$
\begin{align*}
& \frac{d}{d t}\left|\sqrt{1+x} u_{y y}^{\epsilon}\right|^{2}+ \left.\left|\nabla u_{y y}^{\epsilon}\right|^{2}+\frac{1}{4}\left|u_{x y y}^{\epsilon}\right|_{x=0}^{2} \right\rvert\, L^{2}\left(I_{y}\right) \\
&+2 \epsilon\left(\left|\sqrt{1+x} u_{y y x x}^{\epsilon}\right|^{2}+\left|\sqrt{1+x} u_{y y y y}^{\epsilon}\right|^{2}+\left|\sqrt{1+x} u_{y y z z}^{\epsilon}\right|^{2}\right) \\
& \leq\left|\int_{\mathcal{M}}\left((1+x) u_{x}^{\epsilon}-u^{\epsilon}\right)\left(u_{y y}^{\epsilon}\right)^{2} d \mathcal{M}\right|+2\left|\int_{\mathcal{M}} u_{y}^{2} u_{y y} d \mathcal{M}\right|  \tag{4.44}\\
& \quad+2\left|\int_{\mathcal{M}} u_{y}^{2}(1+x) u_{x y y} d \mathcal{M}\right|+(c+1)\left|u_{y y}^{\epsilon}\right|^{2}+\left|f_{y y}\right|^{2} \\
&:= I_{1}^{\epsilon}+I_{2}^{\epsilon}+I_{3}^{\epsilon}+(c+1)\left|u_{y y}^{\epsilon}\right|^{2}+\left|f_{y y}\right|^{2} .
\end{align*}
$$

For $I_{1}^{\epsilon}$, by the similar calculations in (4.38) we deduce

$$
\begin{equation*}
I_{1}^{\epsilon} \leq c^{\prime}\left(\mu^{4}+\left|u^{\epsilon}\right|^{4}\right)\left|u_{y y}^{\epsilon}\right|^{2}+\frac{1}{8}\left|\nabla u_{y y}^{\epsilon}\right|^{2}, \quad 0 \leq t \leq T_{*} \tag{4.45}
\end{equation*}
$$

For $I_{2}^{\epsilon}$ we have

$$
\begin{align*}
I_{2}^{\epsilon} & \leq 2\left|u_{y}^{\epsilon}\right|_{L^{4}(\mathcal{M})}^{2}\left|u_{y y}^{\epsilon}\right| \\
& \lesssim\left|u_{y}^{\epsilon}\right|^{1 / 2}\left|\nabla u_{y}^{\epsilon}\right|^{3 / 2}\left|u_{y y}^{\epsilon}\right|  \tag{4.46}\\
& \leq(\operatorname{by}(4.40)) \\
& \leq C(\mu)\left|\nabla u_{y}^{\epsilon}\right|^{3 / 2}\left|u_{y y}^{\epsilon}\right|^{2}+C(\mu)\left|\nabla u_{y}^{\epsilon}\right|^{3 / 2}, \quad 0 \leq t \leq T_{*}
\end{align*}
$$

For $I_{3}^{\epsilon}$ we have

$$
\begin{align*}
I_{3}^{\epsilon} & \leq 2\left|u_{y}^{\epsilon}\right|_{L^{4}(\mathcal{M})}^{2}\left|u_{x y y}^{\epsilon}\right| \\
& \lesssim\left|u_{y}^{\epsilon}\right|^{1 / 2}\left|\nabla u_{y}^{\epsilon}\right|^{3 / 2}\left|u_{x y y}^{\epsilon}\right| \\
& \leq \frac{1}{8}\left|u_{x y y}^{\epsilon}\right|^{2}+c^{\prime}\left|u_{y}^{\epsilon}\right|\left|\nabla u_{y}^{\epsilon}\right|^{3}  \tag{4.47}\\
& \leq \frac{1}{8}\left|u_{x y y}^{\epsilon}\right|^{2}+c^{\prime}\left|u_{y}^{\epsilon}\right|\left|u_{x y}^{\epsilon}\right|^{3}+c^{\prime}\left|u_{y}^{\epsilon}\right|\left|u_{y y}^{\epsilon}\right|^{3}+c^{\prime}\left|u_{y}^{\epsilon}\right|\left|u_{y z}^{\epsilon}\right|^{3} \\
& :=\frac{1}{8}\left|u_{x y y}^{\epsilon}\right|^{2}+J_{4}^{\epsilon}+J_{5}^{\epsilon}+J_{6}^{\epsilon} .
\end{align*}
$$

We now estimate $J_{4}^{\epsilon}$. We observe that since $u_{x}^{\epsilon}=0$ at $y= \pm \frac{\pi}{2}$,

$$
\begin{equation*}
\left|u_{x y}^{\epsilon}\right|^{2}=\int_{\mathcal{M}}\left(u_{x y}^{\epsilon}\right)^{2} d \mathcal{M}=-\int_{\mathcal{M}} u_{x}^{\epsilon} u_{x y y}^{\epsilon} d \mathcal{M} \leq c^{\prime}\left|u_{x}^{\epsilon} \| u_{x y y}^{\epsilon}\right| \tag{4.48}
\end{equation*}
$$

Thus we have

$$
\begin{align*}
J_{4}^{\epsilon} & \leq c^{\prime}\left|u_{y}^{\epsilon}\right|\left|u_{x}^{\epsilon}\right|^{3 / 2}\left|u_{x y y}^{\epsilon}\right|^{3 / 2} \\
& \leq c^{\prime}\left|\nabla u^{\epsilon}\right|^{5 / 2}\left|u_{x y y}^{\epsilon}\right|^{3 / 2} \\
& \leq(\text { by }(4.21) \text { already proven }))  \tag{4.49}\\
& \leq C(\mu)^{5 / 2}\left|u_{x y y}^{\epsilon}\right|^{3 / 2} \\
& \leq C(\mu)^{10}+\frac{1}{8}\left|u_{x y y}^{\epsilon}\right|^{2}, \quad 0 \leq t \leq T_{*} .
\end{align*}
$$

Similarly for $J_{6}^{\epsilon}$, since $u_{z}^{\epsilon}=0$ at $y= \pm \frac{\pi}{2}$, we can apply the intermediate derivative theorem to $u_{z}^{\epsilon}$, and deduce that $\left|u_{z y}^{\epsilon}\right|^{2} \leq c^{\prime}\left|u_{z}^{\epsilon}\right|\left|u_{z y y}^{\epsilon}\right|$. Hence by estimates similar as in (4.49) we have

$$
\begin{equation*}
J_{6}^{\epsilon} \leq C(\mu)^{10}+\frac{1}{8}\left|u_{z y y}^{\epsilon}\right|^{2}, \quad 0 \leq t \leq T_{*} \tag{4.50}
\end{equation*}
$$

To estimate $J_{5}^{\epsilon}$, by (4.40) we have

$$
\begin{equation*}
J_{5}^{\epsilon} \leq C(\mu)\left|u_{y y}^{\epsilon}\right|^{3}, \quad 0 \leq t \leq T_{*} . \tag{4.51}
\end{equation*}
$$

Collecting the estimates in (4.49), (4.51) and (4.50), along with (4.47) we obtain

$$
\begin{equation*}
I_{3}^{\epsilon} \leq \frac{3}{8}\left|\nabla u_{y y}^{\epsilon}\right|^{2}+C(\mu)+C(\mu)\left|u_{y y}^{\epsilon}\right|^{3}, \quad 0 \leq t \leq T_{*} \tag{4.52}
\end{equation*}
$$

Collecting the estimates in (4.45), (4.46) and (4.52), along with (4.44) we obtain

$$
\begin{gather*}
\frac{d}{d t}\left|\sqrt{1+x} u_{y y}^{\epsilon}\right|^{2}+\frac{1}{2}\left|\nabla u_{y y}^{\epsilon}\right|^{2}+2 \epsilon\left(\left|\sqrt{1+x} u_{y y x x}^{\epsilon}\right|^{2}+\left|\sqrt{1+x} u_{y y y y}^{\epsilon}\right|^{2}+\left|\sqrt{1+x} u_{y y z z}^{\epsilon}\right|^{2}\right) \\
\leq c^{\prime}\left(\mu^{4}+\left|u^{\epsilon}\right|^{4}+C(\mu)\left|\nabla u_{y}^{\epsilon}\right|^{3 / 2}+C(\mu)\left|u_{y y}^{\epsilon}\right|+c+1\right)\left|u_{y y}^{\epsilon}\right|^{2} \\
+C(\mu)\left|\nabla u_{y}^{\epsilon}\right|^{3 / 2}+C(\mu)+\left|f_{y y}\right|^{2}, \quad 0 \leq t \leq T_{*} . \tag{4.53}
\end{gather*}
$$

In particular, setting $\eta^{\epsilon}(t)=c^{\prime}\left(\mu^{4}+\left|u^{\epsilon}\right|^{4}+C(\mu)\left|\nabla u_{y}^{\epsilon}\right|^{3 / 2}+C(\mu)\left|u_{y y}^{\epsilon}\right|+c+1\right)$, from (4.53) we infer that

$$
\begin{equation*}
\frac{d}{d t}\left|\sqrt{1+x} u_{y y}^{\epsilon}\right|^{2} \leq \eta^{\epsilon}(t)\left|\sqrt{1+x} u_{y y}^{\epsilon}\right|^{2}+C(\mu)\left|\nabla u_{y}^{\epsilon}\right|^{3 / 2}+C(\mu)+\left|f_{y y}\right|^{2}, \quad 0 \leq t \leq T_{*} \tag{4.54}
\end{equation*}
$$

Since $\left|\nabla u_{y}^{\epsilon}\right|^{3 / 2} \leq\left|\nabla u_{y}^{\epsilon}\right|^{2}+c^{\prime}$, along with (4.41) we deduce

$$
\int_{0}^{T_{*}} \eta^{\epsilon}(s) d s \leq C(\mu)
$$

We can then close the Gronwall inequality on the time interval $\left(0, T_{*}\right)$ in (4.53), and obtain

$$
\left|\sqrt{1+x} u_{y y}^{\epsilon}(t)\right| \leq C\left(\mu,\left|u_{0 y y}\right|,\left|f_{y y}\right|_{L^{2}\left(0, T ; L^{2}(\mathcal{M})\right)}\right), \quad 0 \leq t \leq T_{*},
$$

which implies

$$
\begin{equation*}
\left|u_{y y}^{\epsilon}(t)\right| \leq C(\mu), \quad 0 \leq t \leq T_{*} . \tag{4.55}
\end{equation*}
$$

By (4.55) and (4.44) we obtain

$$
\begin{gather*}
\int_{0}^{T_{*}}\left|\nabla u_{y y}^{\epsilon}(s)\right|^{2} d s \leq C(\mu),  \tag{4.56}\\
\epsilon \int_{0}^{T_{*}}\left[u_{y y}^{\epsilon}\right]_{2}^{2} d s \leq C(\mu), \quad 0 \leq t \leq T_{*} . \tag{4.57}
\end{gather*}
$$

Similarly we can obtain the same kind of estimates for $u_{z z}^{\epsilon}, \nabla u_{z z}^{\epsilon}$ and $\epsilon\left[u_{z z}^{\epsilon}\right]_{2}^{2}$.
Combining all the previous local bounds, we obtain (4.19)-(4.25). Hence we have completed the proof of Proposition 4.1.1.

### 4.1.3 A Singular Perturbation Argument

We are now ready to show the local estimates for $u_{x x}^{\epsilon}$ and $u^{\epsilon} u_{x}^{\epsilon}$ by singular perturbation.

Proposition 4.1.2. Under the same assumptions as in Proposition 4.1.1, we have

$$
\begin{align*}
& u_{x x}^{\epsilon} \text { is bounded independently of } \epsilon \text { in } L^{2}\left(0, T_{*}, L^{2}(\mathcal{M})\right) \text {, }  \tag{4.58}\\
& u^{\epsilon} u_{x}^{\epsilon} \text { is bounded independently of } \epsilon \text { in } L^{2}\left(0, T_{*} ; L^{2}(\mathcal{M})\right) . \tag{4.59}
\end{align*}
$$

Remark 4.1.1. Note that by (5.35) and (4.23) we deduce that

$$
\begin{equation*}
u^{\epsilon} \text { is bounded independently of } \epsilon \text { in } L^{2}\left(0, T_{*}, \Xi\right) . \tag{4.60}
\end{equation*}
$$

Remark 4.1.2. We know that

$$
\begin{aligned}
\int_{\mathcal{M}}\left(u^{\epsilon} u_{x}^{\epsilon}\right)^{3 / 2} d \mathcal{M} & \leq\left(\int_{\mathcal{M}}\left(u^{\epsilon}\right)^{6} d \mathcal{M}\right)^{1 / 4}\left(\int_{\mathcal{M}}\left(u_{x}^{\epsilon}\right)^{2} d \mathcal{M}\right)^{3 / 4} \\
& =\left|u^{\epsilon}\right|_{L^{6}(\mathcal{M})}^{3 / 2}\left|u_{x}^{\epsilon}\right|^{3 / 2} \\
& \leq\left(\text { by } H^{1}(\mathcal{M}) \subset L^{6}(\mathcal{M}) \text { in } 3 D\right) \\
& \lesssim\left|\nabla u^{\epsilon}\right|^{3}
\end{aligned}
$$

Hence

$$
\sup _{t \in\left(0, T_{*}\right)}\left|u^{\epsilon} u_{x}^{\epsilon}(t)\right|_{L^{3 / 2}(\mathcal{M})} \lesssim \sup _{t \in\left(0, T_{*}\right)}\left|\nabla u^{\epsilon}(t)\right|^{2} \lesssim(b y(4.21)) \lesssim C(\mu)^{2}, \text { a.e.t }
$$

which implies that

$$
\begin{gathered}
u^{\epsilon} u_{x}^{\epsilon} \text { is bounded independently of } \epsilon \text { in } L^{\infty}\left(0, T_{*} ; L^{3 / 2}(\mathcal{M})\right), \\
\text { and hence in } L^{3 / 2}\left(I_{x} ; L^{3 / 2}\left(\left(0, T_{*}\right) \times I_{x^{\perp}}\right)\right)
\end{gathered}
$$

Thus we can apply Lemma 7.2.1 in the Appendix with $p=3 / 2$ and $Y=L^{3 / 2}\left(\left(0, T_{*}\right) \times I_{x^{\perp}}\right)$, and obtain

$$
\begin{equation*}
u_{x x}^{\epsilon} \text { is bounded independently of } \epsilon \text { in } L^{\infty}\left(I_{x} ; L^{3 / 2}\left(\left(0, T_{*}\right) \times I_{x^{\perp}}\right)\right) . \tag{4.61}
\end{equation*}
$$

However, to obtain more useful estimates as in (5.35) and (4.59), we need to use the following proof which provides a stronger result.

Proof of Proposition 5.2.2. We rewrite the regularized equation (4.4) as follows:

$$
\left\{\begin{array}{l}
u_{x x x}^{\epsilon}+u^{\epsilon} u_{x}^{\epsilon}+\epsilon u_{x x x x}^{\epsilon}=g^{\epsilon}  \tag{4.62}\\
u^{\epsilon}(0)=u^{\epsilon}(1)=u_{x}^{\epsilon}(1)=u_{x x}^{\epsilon}(0)=0
\end{array}\right.
$$

where $g^{\epsilon}:=-u_{t}^{\epsilon}-\Delta^{\perp} u_{x}^{\epsilon}-c u_{x}^{\epsilon}-\epsilon u_{y y y y}^{\epsilon}-\epsilon u_{z z z z}^{\epsilon}+f$. Hence by (4.19), (4.24) and (4.25), we know that each term in $g^{\epsilon}$ is bounded independently of $\epsilon$ in $L^{2}\left(0, T_{*}, L^{2}(\mathcal{M})\right)$, and thus

$$
\begin{equation*}
g^{\epsilon} \text { is bounded independently of } \epsilon \text { in } L^{2}\left(0, T_{*}, L^{2}(\mathcal{M})\right) \tag{4.63}
\end{equation*}
$$

Multiplying (4.62) by $x$ and integrating in $x$ from 0 to 1 , we find

- $\int_{0}^{1} x u_{x x x} d x=-\int_{0}^{1} u_{x x} d x+\left.u_{x x} x\right|_{x=0} ^{x=1}=\left.u_{x}\right|_{x=0}+\left.u_{x x}\right|_{x=1}$,
- $\int_{0}^{1} x u u_{x} d x=\int_{0}^{1} \frac{\partial}{\partial x}\left(\frac{u^{2}}{2}\right) d x=-\frac{1}{2} \int_{0}^{1} u^{2} d x$,
$\bullet \epsilon \int_{0}^{1} x u_{x x x x} d x=-\epsilon \int_{0}^{1} u_{x x x} d x+\left.\epsilon u_{x x x} x\right|_{x=0} ^{x=1}=-\left.\epsilon u_{x x}\right|_{x=1}+\left.\epsilon u_{x x x}\right|_{x=1}$.
Hence

$$
\begin{equation*}
\left.u_{x}^{\epsilon}\right|_{x=0}+\left.u_{x x}^{\epsilon}\right|_{x=1}-\frac{1}{2} \int_{0}^{1}\left(u^{\epsilon}\right)^{2} d x-\left.\epsilon u_{x x}^{\epsilon}\right|_{x=1}+\left.\epsilon u_{x x x}^{\epsilon}\right|_{x=1}=\int_{0}^{1} g^{\epsilon} x d x . \tag{4.64}
\end{equation*}
$$

Integrating (4.62) in $x$ from $\tilde{x}$ to 1 , we obtain

$$
\begin{aligned}
& \text { - } \int_{\tilde{x}}^{1} u_{x x x} d x=\left.u_{x x}\right|_{x=1}-u_{x x} \\
& \text { - } \int_{\tilde{x}}^{1} u u_{x} d x=-\frac{1}{2} u^{2}, \\
& \text { - } \epsilon \int_{\tilde{x}}^{1} u_{x x x x} d x=\left.\epsilon u_{x x x}\right|_{x=1}-\epsilon u_{x x x}
\end{aligned}
$$

Hence

$$
\begin{equation*}
\left.u_{x x}^{\epsilon}\right|_{x=1}-u_{x x}^{\epsilon}-\frac{1}{2}\left(u^{\epsilon}\right)^{2}+\left.\epsilon u_{x x x}^{\epsilon}\right|_{x=1}-\epsilon u_{x x x}^{\epsilon}=\int_{\tilde{x}}^{1} g^{\epsilon} d x \tag{4.65}
\end{equation*}
$$

Then (4.64) and (4.65) imply

$$
\left.u_{x}^{\epsilon}\right|_{x=0}-\frac{1}{2} \int_{0}^{1}\left(u^{\epsilon}\right)^{2} d x-\left.\epsilon u_{x x}^{\epsilon}\right|_{x=1}+u_{x x}^{\epsilon}+\frac{1}{2}\left(u^{\epsilon}\right)^{2}+\epsilon u_{x x x}^{\epsilon}=\int_{0}^{1} g^{\epsilon} x d x-\int_{\tilde{x}}^{1} g^{\epsilon} d x
$$

which we rewrite as

$$
\begin{equation*}
u_{x x}^{\epsilon}+\epsilon u_{x x x}^{\epsilon}=\left.\epsilon u_{x x}^{\epsilon}\right|_{x=1}+h^{\epsilon}, \tag{4.66}
\end{equation*}
$$

where

$$
\begin{equation*}
h^{\epsilon}=-\left.u_{x}^{\epsilon}\right|_{x=0}+\frac{1}{2} \int_{0}^{1}\left(u^{\epsilon}\right)^{2} d x-\frac{1}{2}\left(u^{\epsilon}\right)^{2}+\int_{0}^{1} g^{\epsilon} x d x-\int_{\tilde{x}}^{1} g^{\epsilon} d x . \tag{4.67}
\end{equation*}
$$

Now we estimate the term $\left(u^{\epsilon}\right)^{2}$ in (4.67). Since

$$
\left|\left(u^{\epsilon}\right)^{2}\right|^{2} \leq\left|u^{\epsilon}\right|_{L^{4}(\mathcal{M})}^{4} \lesssim\left(\text { by } H^{3 / 4}(\mathcal{M}) \subset L^{4}(\mathcal{M}) \text { in } 3 \mathrm{D}\right) \lesssim\left|\nabla u^{\epsilon}\right|^{3}\left|u^{\epsilon}\right|
$$

we have

$$
\int_{0}^{T_{*}}\left|\left(u^{\epsilon}\right)^{2}\right|^{2} d s \lesssim \int_{0}^{T_{*}}\left|\nabla u^{\epsilon}\right|^{3}\left|u^{\epsilon}\right| d s \leq(\text { by }(4.21)) \lesssim C(\mu)^{4} T_{*}
$$

Thus

$$
\begin{equation*}
\left(u^{\epsilon}\right)^{2} \text { is bounded independently of } \epsilon \text { in } L^{2}\left(0, T_{*} ; L^{2}(\mathcal{M})\right) . \tag{4.68}
\end{equation*}
$$

Applying (4.7) ${ }_{4}$, (4.63) and (4.68) to (4.67) we find

$$
\begin{equation*}
h^{\epsilon} \text { is bounded independently of } \epsilon \text { in } L^{2}\left(0, T_{*}, L^{2}(\mathcal{M})\right) \tag{4.69}
\end{equation*}
$$

Multiplying (4.66) by $u_{x x}^{\epsilon}$, integrating in $x$ from 0 to 1 , we obtain

$$
\begin{aligned}
& \text { - } \epsilon \int_{0}^{1} u_{x x x} u_{x x} d x=\left.\frac{\epsilon}{2} u_{x x}^{2}\right|_{x=1} \\
& \text { - }\left.\epsilon \int_{0}^{1} u_{x x}\right|_{x=1} u_{x x} d x=\left.\epsilon u_{x x}\right|_{x=1} \int_{0}^{1} u_{x x} d x=-\left.\left.\epsilon u_{x x}\right|_{x=1} u_{x}\right|_{x=0}
\end{aligned}
$$

hence we arrive at

$$
\begin{aligned}
\int_{0}^{1}\left(u_{x x}^{\epsilon}\right)^{2} d x+\left.\frac{\epsilon}{2}\left(u_{x x}^{\epsilon}\right)^{2}\right|_{x=1} & =-\left.\left.\epsilon u_{x x}^{\epsilon}\right|_{x=1} u_{x}^{\epsilon}\right|_{x=0}+\int_{0}^{1} u_{x x}^{\epsilon} h^{\epsilon} d x \\
& \leq \frac{\epsilon}{4}\left(\left.u_{x x}^{\epsilon}\right|_{x=1}\right)^{2}+c^{\prime} \epsilon\left(\left.u_{x}^{\epsilon}\right|_{x=0}\right)^{2}+\frac{1}{2}\left|u_{x x}^{\epsilon}\right|_{L^{2}\left(I_{x}\right)}^{2}+\frac{1}{2}\left|h^{\epsilon}\right|_{L^{2}\left(I_{x}\right)}^{2}
\end{aligned}
$$

Thus

$$
\begin{equation*}
\frac{1}{2} \int_{0}^{1}\left(u_{x x}^{\epsilon}\right)^{2} d x+\frac{\epsilon}{4}\left(\left.u_{x x}^{\epsilon}\right|_{x=1}\right)^{2} \leq c^{\prime} \epsilon\left(\left.u_{x}^{\epsilon}\right|_{x=0}\right)^{2}+\frac{1}{2}\left|h^{\epsilon}\right|_{L^{2}\left(I_{x}\right)}^{2} \tag{4.70}
\end{equation*}
$$

We integrate both sides of (4.70) in $I_{x^{\perp}}$ and then in time from 0 to $T_{*} ;$ by (4.69) and (4.7) ${ }_{4}$ we obtain (5.35). As in Remark 4.1.1, we thus have (4.60).

Now since

$$
\begin{aligned}
\left|u^{\epsilon} u_{x}^{\epsilon}\right|^{2} & \leq\left|u^{\epsilon}\right|_{L^{4}(\mathcal{M})}^{2}\left|u_{x}^{\epsilon}\right|_{L^{4}(\mathcal{M})}^{2} \\
& \lesssim\left(\text { by } H^{3 / 4}(\mathcal{M}) \subset L^{4}(\mathcal{M}) \text { in } 3 \mathrm{D}\right) \\
& \lesssim\left|u^{\epsilon}\right|^{1 / 2}\left|\nabla u^{\epsilon}\right|^{3 / 2}\left|u_{x}^{\epsilon}\right|^{1 / 2}\left[u^{\epsilon}\right]_{2}^{3 / 2} \\
& \lesssim\left|u^{\epsilon}\right|^{2}\left|\nabla u^{\epsilon}\right|^{4}+\left[u^{\epsilon}\right]_{2}^{2}
\end{aligned}
$$

hence we obtain

$$
\int_{0}^{T_{*}}\left|u^{\epsilon} u_{x}^{\epsilon}\right|^{2} d s \lesssim \int_{0}^{T_{*}}\left|u^{\epsilon}\right|^{2}\left|\nabla u^{\epsilon}\right|^{4} d s+\int_{0}^{T_{*}}[u]_{2}^{2} d s
$$

This together with (4.21) and (4.60) implies (4.59).

### 4.2 Passage to the Limit

Using a compactness argument, we can pass to the limit in (4.4). Hence we obtain (1.1), with a function $u \in \mathcal{C}^{1}\left(\left[0, T_{*}\right] ; L^{2}(\mathcal{M})\right) \cap L^{2}\left(0, T ; H_{0}^{1}(\mathcal{M})\right)$. Then we rewrite (1.1) as

$$
\begin{equation*}
u_{x x x}=-u_{t}-\Delta^{\perp} u_{x}-c u_{x}-u u_{x}-f . \tag{4.71}
\end{equation*}
$$

From (4.19), (4.24) and (4.59), we infer that each term in the right-hand-side of (4.71) belongs to $L^{2}\left(0, T_{*} ; L^{2}(\mathcal{M})\right)$, and hence

$$
\begin{equation*}
u_{x x x} \in L^{2}\left(0, T_{*} ; L^{2}(\mathcal{M})\right) \tag{4.72}
\end{equation*}
$$

Now we are ready to state the main result: the local existence of strong solutions.

Theorem 4.2.1. The assumptions are the same as in Proposition 4.1.1, that is (4.5), (4.6), (4.8) and (4.13)-(4.17). We suppose also that the following compatibility conditions hold:

$$
\begin{gather*}
u_{0}=0 \text { on } \partial \mathcal{M},\left.u_{0 x}\right|_{x=1}=0,\left.u_{0 y y}\right|_{y= \pm \frac{\pi}{2}}=\left.u_{0 z z}\right|_{z= \pm \frac{\pi}{2}}=0  \tag{4.73}\\
u_{t 0}=0 \text { on } \partial \mathcal{M},\left.\frac{\partial u_{t 0}}{\partial x}\right|_{x=1}=0,\left.\frac{\partial^{2} u_{t 0}}{\partial y^{2}}\right|_{y= \pm \frac{\pi}{2}}=\left.\frac{\partial^{2} u_{t 0}}{\partial z^{2}}\right|_{z= \pm \frac{\pi}{2}}=0 \tag{4.74}
\end{gather*}
$$

where $u_{t 0}=-\Delta u_{0 x}-u_{0} u_{0 x}-c u_{0 x}+f(0)$. Then there exists a local strong solution to (1.1)(2.4) on some time interval $\left[0, T_{*}\right), T_{*}>0$ depending only on the data as in Proposition 4.1.1, such that

$$
\begin{gather*}
\nabla u, u_{y y}, u_{z z}, u_{t} \in L^{\infty}\left(0, T_{*} ; L^{2}(\mathcal{M})\right),  \tag{4.75}\\
u \in L^{2}\left(0, T_{*} ; D(A) \cap \Xi \cap H^{3}\left(I_{x} ; L^{2}\left(I_{x^{\perp}}\right)\right) \cap H^{3}\left(I_{x^{\perp}} ; L^{2}\left(I_{x}\right)\right)\right), \tag{4.76}
\end{gather*}
$$

$$
\begin{equation*}
u_{t} \in L^{2}\left(0, T_{*} ; H^{1}(\mathcal{M})\right) . \tag{4.77}
\end{equation*}
$$

Moreover, we have for every $t \in\left(0, T_{*}\right)$,

$$
\begin{equation*}
\left.u_{y y}(t)\right|_{y= \pm \frac{\pi}{2}}=\left.u_{z z}(t)\right|_{z= \pm \frac{\pi}{2}}=0 . \tag{4.78}
\end{equation*}
$$

Remark 4.2.1. We have proven that all the spatial derivatives of the third order of $u$ are in $L^{2}\left(0, T_{*} ; L^{2}(\mathcal{M})\right)$, except for $u_{x x y}$ and $u_{x x z}$.

Proof. We rewrite (1.1) as

$$
\begin{equation*}
A u=-u_{t}-u u_{x}-f ; \tag{4.79}
\end{equation*}
$$

from (4.19) and (4.59) we know that each term on the right-hand side of (4.79) belongs to $L^{2}\left(0, T_{*} ; L^{2}(\mathcal{M})\right)$. Hence $A u$ belongs to the same space. We also know that $u_{x}\left(1, x^{\perp}, t\right)=0$, $t \in[0, T]$ as prove in Proposition 2.3.1. Hence we obtain that $u \in L^{2}\left(0, T_{*} ; D(A)\right)$. This together with (4.3), we deduce that $u \in L^{2}\left(0, T_{*} ; \Xi\right)$.

By (4.22), we know that $u_{y y y}, u_{z z z}$ both belong to $L^{2}\left(0, T_{*} ; L^{2}(\mathcal{M})\right)$. Hence we can apply the trace theorem and pass to the limit on the boundary conditions in (3.4) to obtain (4.78).

The other results can be deduced directly from (4.19)-(4.24) and (4.72).

Remark 4.2.2. As for the periodic case, that is, (1.1) and the boundary and initial conditions (2.2), (2.3) and (2.5), the results are exactly the same as in the Dirichlet case discussed above. The reasoning is totally the same and therefore we skip it.

## Chapter 5

## Global Existence of Strong Solutions in $3 D$

We now establish the global existence of strong solutions in $3 D$. First we need to assume different boundary conditions at $x$ boundaries, that is, we suppose

$$
\begin{gather*}
u\left(0, x^{\perp}, t\right)=u\left(1, x^{\perp}, t\right)  \tag{5.1}\\
u_{x}\left(0, x^{\perp}, t\right)=u_{x}\left(1, x^{\perp}, t\right), \quad u_{x x}\left(0, x^{\perp}, t\right)=u_{x x}\left(1, x^{\perp}, t\right) \tag{5.2}
\end{gather*}
$$

For the boundary conditions in the $y$ and $z$ directions, we will choose the same boundary conditions as before, that is, either the Dirichlet boundary conditions in (2.4) or the periodic boundary conditions in (2.5).

Similarly, we will focus on the initial and boundary value problem (1.1), (5.1), (5.2) and (2.3) supplemented with the boundary condition (2.4), that is, the Dirichlet case on the $x^{\perp}$ boundaries, and we will make some remarks on the extension to the periodic boundary condition case.

We recall the notations $|\cdot|$ and $(\cdot, \cdot)$ for the norm and the inner product of $L^{2}(\mathcal{M})$, and by $[\cdot]_{2}$ the following seminorm which will be useful in the sequel:

$$
\begin{equation*}
\left(\int_{\mathcal{M}} u_{x x}^{2}+u_{y y}^{2}+u_{y y}^{2} d \mathcal{M}\right)^{1 / 2}=:[u]_{2}, \quad u \in H^{2}(\mathcal{M}) \tag{5.3}
\end{equation*}
$$

To establish the existence of strong solutions in dimensions 2 and 3, we use the parabolic regularization as in Chapter 3, but with different boundary conditions. For the sake of simplicity we only treat the more complicated case when $d=2$.

### 5.1 Parabolic Regularization

To begin with, we recall the parabolic regularization (4.4) in Section 4.1 supplemented with the boundary conditions (5.1), (5.2) and (2.4) and the additional boundary conditions

$$
\left\{\begin{array}{l}
\frac{\partial u^{\epsilon}}{\partial t}+\Delta \frac{\partial u^{\epsilon}}{\partial x}+c \frac{\partial u^{\epsilon}}{\partial x}+u^{\epsilon} \frac{\partial u^{\epsilon}}{\partial x}+\epsilon L u^{\epsilon}=f  \tag{5.4}\\
u^{\epsilon}(0)=u_{0}
\end{array}\right.
$$

where

$$
L u^{\epsilon}:=\frac{\partial^{4} u^{\epsilon}}{\partial x^{4}}+\frac{\partial^{4} u^{\epsilon}}{\partial y^{4}}+\frac{\partial^{4} u^{\epsilon}}{\partial z^{4}},
$$

and

$$
\begin{gather*}
u_{x x x}^{\epsilon}\left(0, x^{\perp}, t\right)=u_{x x x}^{\epsilon}\left(1, x^{\perp}, t\right),  \tag{5.5}\\
u_{y y}^{\epsilon}=0 \text { at } y= \pm \frac{\pi}{2}, u_{z z}^{\epsilon}=0 \text { at } z= \pm \frac{\pi}{2} . \tag{5.6}
\end{gather*}
$$

Note that from (5.2) and (5.5) we infer

$$
\begin{equation*}
u_{x^{j}}^{\epsilon}\left(0, x^{\perp}, t\right)=u_{x^{j}}^{\epsilon}\left(1, x^{\perp}, t\right), \quad j=1,2,3 . \tag{5.7}
\end{equation*}
$$

We also note that since $\left.u_{y y}^{\epsilon}\right|_{x=0} ^{x=1}=\left.u_{z z}^{\epsilon}\right|_{x=0} ^{x=1}=0,(5.7)$ is equivalent to

$$
\begin{equation*}
\left.\Delta u^{\epsilon}\right|_{x=0} ^{x=1}=0 . \tag{5.8}
\end{equation*}
$$

### 5.2 Estimates Independent of $\epsilon$

We establish the estimates independent of $\epsilon$ for various norms of the solutions.

### 5.2.1 $\quad L^{2}$ Estimate Independent of $\epsilon$

We first show a bound independent of $\epsilon$ for $u^{\epsilon}$ in $L^{\infty}\left(0, T ; L^{2}(\mathcal{M})\right)$.

Lemma 5.2.1. We assume that

$$
\begin{equation*}
u_{0} \in L^{2}(\mathcal{M}), \tag{5.9}
\end{equation*}
$$

$$
\begin{equation*}
f \in L^{2}\left(0, T ; L^{2}(\mathcal{M})\right) \tag{5.10}
\end{equation*}
$$

Then for every $T>0$ the following estimates independent of $\epsilon$ hold:

$$
\begin{gather*}
u^{\epsilon} \text { is bounded in } L^{\infty}\left(0, T ; L^{2}(\mathcal{M})\right) \text {, }  \tag{5.11}\\
\sqrt{\epsilon} u^{\epsilon} \text { is bounded in } L^{2}\left(0, T ; H^{2}(\mathcal{M})\right) . \tag{5.12}
\end{gather*}
$$

Proof. As in Section 3.1, we multiply (5.4) with $u$, integrate over $\mathcal{M}$ and integrate by parts, dropping the superscript $\epsilon$ for the moment we find:

$$
\text { - } \begin{aligned}
\int_{\mathcal{M}} \Delta u_{x} u d \mathcal{M}+\int_{\mathcal{M}} c u_{x} u d \mathcal{M} & =(\text { thanks to }(5.1)) \\
& =-\int_{\mathcal{M}} \nabla u_{x} \nabla u d \mathcal{M} \\
& =-\left.\frac{1}{2} \int_{I_{x \perp}}(\nabla u)^{2}\right|_{x=0} ^{x=1} d x^{\perp} \\
& =(\text { thanks to }(5.1) \text { and }(5.7)) \\
& =0,
\end{aligned}
$$

- $\int_{\mathcal{M}} u u_{x} u d \mathcal{M}=\int_{\mathcal{M}} \frac{\partial}{\partial x}\left(\frac{u^{3}}{3}\right) d \mathcal{M}=($ thanks to $(5.1))=0$,
- $\epsilon \int_{\mathcal{M}} u_{x x x x} u d \mathcal{M}=($ thanks to (5.1) and (5.7))

$$
\begin{aligned}
& =-\epsilon \int_{\mathcal{M}} u_{x x x} u_{x} d \mathcal{M} \\
& =(\text { thanks to }(5.7)) \\
& =\epsilon \int_{\mathcal{M}} u_{x x}^{2} d \mathcal{M}
\end{aligned}
$$

- $\epsilon \int_{\mathcal{M}}\left(u_{x x x x}+u_{y y y y}+u_{z z z z}\right) u d \mathcal{M}=\epsilon \int_{\mathcal{M}} u_{x x}^{2}+u_{y y}^{2}+u_{y y}^{2} d \mathcal{M}$

$$
=(\text { thanks to }(5.3))
$$

$$
=\epsilon[u]_{2}^{2},
$$

- $\int_{\mathcal{M}} f u d \mathcal{M} \leq \frac{1}{2}|f|^{2}+\frac{1}{2}|u|^{2}$.

Hence we find

$$
\frac{d}{d t}\left|u^{\epsilon}(t)\right|^{2}+2 \epsilon\left[u^{\epsilon}\right]_{2}^{2} \leq|f|^{2}+\left|u^{\epsilon}\right|^{2}
$$

Using the Gronwall lemma we classically infer

$$
\begin{equation*}
\sup _{t \in(0, T)}\left|u^{\epsilon}(t)\right|^{2}+\epsilon \int_{0}^{T}\left[u^{\epsilon}\right]_{2}^{2} d t \leq \text { const }:=\mu_{1} \tag{5.14}
\end{equation*}
$$

where $\mu_{i}$ indicates a constant depending only on the data $u_{0}$, $f$, etc, whereas $C^{\prime}$ below is an absolute constant. These constants may be different at each occurrence. Let us admit for the moment the following:

## Lemma 5.2.2.

$$
\begin{equation*}
\left|u^{\epsilon}\right|_{H^{2}(\mathcal{M})}^{2} \leq C^{\prime}\left(\left[u^{\epsilon}\right]_{2}^{2}+\left|u^{\epsilon}\right|^{2}\right) \tag{5.15}
\end{equation*}
$$

By the previous lemma, we have

$$
\begin{aligned}
\epsilon \int_{0}^{T}\left|u^{\epsilon}\right|_{H^{2}(\mathcal{M})}^{2} d t & \leq C^{\prime}\left(\epsilon \int_{0}^{T}\left[u^{\epsilon}\right]_{2}^{2} d t+\epsilon \int_{0}^{T}\left|u^{\epsilon}\right|^{2} d t\right) \\
& \leq C^{\prime}\left(\epsilon \int_{0}^{T}\left[u^{\epsilon}\right]_{2}^{2} d t+\epsilon T \sup _{t \in(0, T)}\left|u^{\epsilon}(t)\right|^{2}\right) \\
& \leq(\text { thanks to }(5.14)) \\
& \leq \text { const }:=\mu_{2}
\end{aligned}
$$

which implies (5.12). Thus Lemma 5.2 .1 is proven once we have proven Lemma (5.2.2).

Proof of Lemma 5.2.2. We first observe that using the generalized Poincaré inequality (see [44]) we have

$$
\begin{equation*}
\left|u_{x}^{\epsilon}-\int_{0}^{1} u_{x}^{\epsilon} d x\right|_{L^{2}\left(I_{x}\right)} \leq C^{\prime}\left|u_{x x}^{\epsilon}\right|_{L^{2}\left(I_{x}\right)} \tag{5.16}
\end{equation*}
$$

Thanks to (5.1), we have $\int_{0}^{1} u_{x}^{\epsilon} d x=\left.u^{\epsilon}\right|_{x=0} ^{x=1}=0$, and hence (5.16) implies

$$
\left|u_{x}^{\epsilon}\right|_{L^{2}\left(I_{x}\right)} \leq C^{\prime}\left|u_{x x}^{\epsilon}\right|_{L^{2}\left(I_{x}\right)}
$$

Squaring both sides and integrating both sides on $I_{x^{\perp}}$, we find

$$
\begin{equation*}
\left|u_{x}^{\epsilon}\right| \leq C^{\prime}\left|u_{x x}^{\epsilon}\right| . \tag{5.17}
\end{equation*}
$$

Similarly we can show that $\left|u_{y}^{\epsilon}\right| \leq C^{\prime}\left|u_{y y}^{\epsilon}\right|$ and $\left|u_{z}^{\epsilon}\right| \leq C^{\prime}\left|u_{z z}^{\epsilon}\right|$, which implies

$$
\begin{equation*}
\left|\nabla u^{\epsilon}\right| \leq C^{\prime}\left[u^{\epsilon}\right]_{2} . \tag{5.18}
\end{equation*}
$$

Next we see that, for smooth functions

$$
\begin{align*}
\left|u_{x y}^{\epsilon}\right|^{2} & =(\text { thanks to (5.1) and (5.7)) } \\
& =-\int_{\mathcal{M}} u_{y}^{\epsilon} u_{x x y}^{\epsilon} d \mathcal{M} \\
& =(\text { thanks to (2.4)) }  \tag{5.19}\\
& =\int_{\mathcal{M}} u_{y y}^{\epsilon} u_{x x}^{\epsilon} d \mathcal{M} \\
& \leq\left|u_{x x}^{\epsilon}\right|^{2}+\left|u_{y y}^{\epsilon}\right|^{2} \leq\left[u^{\epsilon}\right]_{2}^{2} .
\end{align*}
$$

Similarly we can prove that $\left|u_{x z}^{\epsilon}\right| \leq\left[u^{\epsilon}\right]_{2}$ and $\left|u_{z y}^{\epsilon}\right| \leq\left[u^{\epsilon}\right]_{2}$, and hence

$$
\begin{equation*}
\left|u_{x y}^{\epsilon}\right|^{2}+\left|u_{x z}^{\epsilon}\right|^{2}+\left|u_{y z}^{\epsilon}\right|^{2} \leq C^{\prime}\left[u^{\epsilon}\right]_{2}^{2} . \tag{5.20}
\end{equation*}
$$

Then inequality (5.19) and (5.20) extend by continuity to all $H^{2}$ function periodic in $x$ and satisfying (2.4) and (5.6). Finally from (5.20) and (5.18) we deduce (5.15).

### 5.2.2 $H^{1}$ Estimate Independent of $\epsilon$

Now we establish the key observation, a bound independent of $\epsilon$ for $\nabla u^{\epsilon}$ in $L^{\infty}\left(0, T ; L^{2}(\mathcal{M})\right)$.

Proposition 5.2.1. Under the same assumptions as in Lemma 5.2.1, we further suppose that

$$
\begin{gather*}
u_{0} \in H^{1}(\mathcal{M}) \cap L^{3}(\mathcal{M})  \tag{5.21}\\
f \in L^{2}\left(0, T ; H^{2}\left(I_{x} ; H^{2} \cap H_{0}^{1}\left(I_{x^{\perp}}\right)\right)\right) \cap L^{2}\left(0, T ; L^{\infty}(\mathcal{M})\right), \tag{5.22}
\end{gather*}
$$

and $f$ and $f_{x}$ assume the periodic boundary conditions on $x=0$, Then for every $T>0$, the following estimates independent of $\epsilon$ hold:

$$
\begin{gather*}
u^{\epsilon} \text { is bounded in } L^{\infty}\left(0, T ; H^{1}(\mathcal{M})\right),  \tag{5.23}\\
\sqrt{\epsilon} \nabla u_{x x}^{\epsilon}, \sqrt{\epsilon} \nabla u_{y y}^{\epsilon}, \sqrt{\epsilon} \nabla u_{z z}^{\epsilon} \text { are bounded in } L^{2}\left(0, T ; L^{2}(\mathcal{M})\right) . \tag{5.24}
\end{gather*}
$$

Proof. We multiply (5.4) with $-\Delta u^{\epsilon}-\frac{1}{2}\left(u^{\epsilon}\right)^{2}$, integrate over $\mathcal{M}$ and integrate by parts. Firstly we show the calculation details of the multiplication by $\Delta u^{\epsilon}$, integration over $\mathcal{M}$ and integration by parts (dropping the super index of $\epsilon$ for the moment):

$$
\begin{aligned}
\int_{\mathcal{M}} u_{t} \Delta u d \mathcal{M} & =-\int_{\mathcal{M}} \nabla u_{t} \nabla u d \mathcal{M}+\int_{\partial \mathcal{M}} u_{t} \frac{\partial u}{\partial n} d \partial \mathcal{M} \\
& =(\text { thanks to }(5.1) \text { and }(5.7))=-\int_{\mathcal{M}} \nabla u_{t} \nabla u d \mathcal{M} \\
& =-\frac{1}{2} \frac{d}{d t}|\nabla u|^{2}
\end{aligned}
$$

- $\int_{\mathcal{M}} \Delta u_{x} \Delta u d \mathcal{M}=\left.\frac{1}{2} \int_{I_{x^{\perp}}}(\Delta u)^{2}\right|_{x=0} ^{x=1} d I_{x^{\perp}}=($ thanks to $(5.8))=0$,
- $\int_{\mathcal{M}} u_{x} \Delta u d \mathcal{M}=\int_{\mathcal{M}} u_{x} u_{x x}+u_{x} \Delta^{\perp} u d \mathcal{M}=($ thanks to $(5.1))$
$=\int_{\mathcal{M}} \frac{\partial}{\partial x}\left(\frac{\left(u_{x}\right)^{2}}{2}\right) d \mathcal{M}-\int_{\mathcal{M}} \nabla^{\perp} u_{x} \nabla^{\perp} u d \mathcal{M}$

$$
=(\text { thanks to }(5.7) \text { and }(5.1))=0,
$$

$\bullet \int_{\mathcal{M}} u_{x x x x} u_{x x} d \mathcal{M}=(\operatorname{thanks}$ to $(5.7))=-\int_{\mathcal{M}} u_{x x x}^{2} d \mathcal{M}$,

- $\int_{\mathcal{M}} u_{x x x x} u_{y y} d \mathcal{M}=\left(\right.$ thanks to (5.1)-(2.4) and (5.7)) $=-\int_{\mathcal{M}} u_{x x y}^{2} d \mathcal{M}$,
- $\int_{\mathcal{M}} u_{y y y y} \Delta u d \mathcal{M}=($ thanks to $(2.4)$ and $(5.6))=-\int_{\mathcal{M}} u_{y y y} \Delta u_{y} d \mathcal{M}$ $=($ thanks to $(5.6))=\int_{\mathcal{M}} u_{y y} \Delta u_{y y} d \mathcal{M}$ $=-\int_{\mathcal{M}}\left(\nabla u_{y y}\right)^{2} d \mathcal{M}$,
- $\int_{\mathcal{M}} f \Delta u d \mathcal{M}=($ thanks to $(5.22))=\int_{\mathcal{M}} \Delta f u d \mathcal{M}$,

Hence we find after changing the sign,

$$
\begin{equation*}
\frac{1}{2} \frac{d}{d t}\left|\nabla u^{\epsilon}\right|^{2}-\int_{\mathcal{M}} u^{\epsilon} u_{x}^{\epsilon} \Delta u^{\epsilon} d \mathcal{M}+\epsilon\left[\nabla u^{\epsilon}\right]_{2}^{2}=-\int_{\mathcal{M}} \Delta f u^{\epsilon} d \mathcal{M} \tag{5.25}
\end{equation*}
$$

Next we show the calculation details of the multiplication by $\left(u^{\epsilon}\right)^{2}$, integrating over $\mathcal{M}$
and integrating by parts:

$$
\begin{gathered}
\bullet \int_{\mathcal{M}} u_{t} u^{2} d \mathcal{M}=\int_{\mathcal{M}} \frac{\partial}{\partial t}\left(\frac{u^{3}}{3}\right) d \mathcal{M}=\frac{1}{3} \frac{d}{d t}\left(\int_{\mathcal{M}} u^{3} d \mathcal{M}\right) \\
\bullet \int_{\mathcal{M}} \Delta u_{x} u^{2} d \mathcal{M}=-2 \int_{\mathcal{M}} \Delta u u u_{x} d \mathcal{M}+\left.\int_{I_{x^{\perp}}} \Delta u u^{2}\right|_{x=0} ^{x=1} d I_{x^{\perp}} \\
=(\text { thanks to (5.8) and (5.1)) } \\
=-2 \int_{\mathcal{M}} \Delta u u u_{x} d \mathcal{M}, \\
\bullet \int_{\mathcal{M}} u_{x} u^{2} d \mathcal{M}=\int_{\mathcal{M}} \frac{\partial}{\partial x}\left(\frac{u^{3}}{3}\right) d \mathcal{M}=\left.\frac{1}{3} \int_{I_{x \perp}} u^{3}\right|_{x=0} ^{x=1} d I_{x \perp}=(\text { by }(5.1))=0, \\
\bullet \int_{\mathcal{M}} u u_{x} u^{2} \mathcal{M}=\int_{\mathcal{M}} \frac{\partial}{\partial x}\left(\frac{u^{4}}{4}\right) d \mathcal{M}=\left.\frac{1}{4} \int_{I_{x \perp}} u^{4}\right|_{x=0} ^{x=1} d I_{x^{\perp}}=(\text { by }(5.1))=0, \\
\bullet \int_{\mathcal{M}} u_{x x x x} u^{2} d \mathcal{M}=(\text { thanks to }(5.1) \text { and }(5.7))=-2 \int_{\mathcal{M}} u_{x x x} u_{x} u d \mathcal{M}, \\
\bullet \int_{\mathcal{M}} u_{y y y y} u^{2} d \mathcal{M}=(\operatorname{thanks} \text { to }(2.4))=-2 \int_{\mathcal{M}} u_{y y y} u_{y} u d \mathcal{M}
\end{gathered}
$$

Hence we find

$$
\begin{align*}
& \frac{1}{3} \frac{d}{d t}\left(\int_{\mathcal{M}}\left(u^{\epsilon}\right)^{3} d \mathcal{M}\right)-2 \int_{\mathcal{M}} \Delta u^{\epsilon} u^{\epsilon} u_{x}^{\epsilon} d \mathcal{M}  \tag{5.26}\\
= & 2 \epsilon \int_{\mathcal{M}} u_{x x x}^{\epsilon} u_{x}^{\epsilon} u^{\epsilon}+u_{y y y}^{\epsilon} u_{y}^{\epsilon} u^{\epsilon}+u_{z z z}^{\epsilon} u_{z}^{\epsilon} u^{\epsilon} d \mathcal{M}+\int_{\mathcal{M}} f\left(u^{\epsilon}\right)^{2} d \mathcal{M}
\end{align*}
$$

Adding (5.25) to (5.26) multiplied by $-1 / 2$, we see that the term $\int_{\mathcal{M}} \Delta u^{\epsilon} u^{\epsilon} u_{x}^{\epsilon} d \mathcal{M}$ get canceled, which yields

$$
\begin{aligned}
\frac{1}{2} \frac{d}{d t}\left|\nabla u^{\epsilon}\right|^{2}+\epsilon\left[\nabla u^{\epsilon}\right]_{2}^{2}= & \frac{1}{6} \frac{d}{d t}\left(\int_{\mathcal{M}}\left(u^{\epsilon}\right)^{3} d \mathcal{M}\right) \\
& -\epsilon \int_{\mathcal{M}} u_{x x x}^{\epsilon} u_{x}^{\epsilon} u^{\epsilon}+u_{y y y}^{\epsilon} u_{y}^{\epsilon} u^{\epsilon}+u_{z z z}^{\epsilon} u_{z}^{\epsilon} u^{\epsilon} d \mathcal{M} \\
& -\int_{\mathcal{M}} \Delta f u^{\epsilon} d \mathcal{M}-\frac{1}{2} \int_{\mathcal{M}} f\left(u^{\epsilon}\right)^{2} d \mathcal{M}
\end{aligned}
$$

Integrating both sides in time from 0 to $t$, we obtain for every $t \in(0, T)$,

$$
\begin{align*}
& \frac{1}{2}\left|\nabla u^{\epsilon}(t)\right|^{2}+\epsilon \int_{0}^{t}\left[\nabla u^{\epsilon}\right]_{2}^{2} d s \\
= & \frac{1}{6} \int_{\mathcal{M}}\left(u^{\epsilon}(t)\right)^{3} d \mathcal{M}+\kappa_{0}  \tag{5.27}\\
& -\epsilon \int_{0}^{t} \int_{\mathcal{M}} u_{x x x}^{\epsilon} u_{x}^{\epsilon} u^{\epsilon}+u_{y y y}^{\epsilon} u_{y}^{\epsilon} u^{\epsilon}+u_{z z z}^{\epsilon} u_{z}^{\epsilon} u^{\epsilon} d \mathcal{M} d s \\
& -\int_{0}^{t} \int_{\mathcal{M}} \Delta f u^{\epsilon} d \mathcal{M} d s-\frac{1}{2} \int_{0}^{t} \int_{\mathcal{M}} f\left(u^{\epsilon}\right)^{2} d \mathcal{M} d s,
\end{align*}
$$

where

$$
\kappa_{0}:=\frac{1}{2}\left|\nabla u_{0}\right|^{2}-\frac{1}{6} \int_{\mathcal{M}} u_{0}^{3} d \mathcal{M}
$$

We estimate each term on the right-hand-side of (5.27); we will use here the interpolation space $H^{1 / 2}(\mathcal{M})$ as defined in [31] where it is shown that $H^{1 / 2}(\mathcal{M}) \subset L^{3}(\mathcal{M})$ in dimension 3 with a continuous embedding. Dropping the superscript $\epsilon$ for the moment we then find:

$$
\begin{align*}
& \left|\frac{1}{6} \int_{\mathcal{M}} u^{3}(t) d \mathcal{M}\right| \leq \frac{1}{6}|u(t)|_{L^{3}(\mathcal{M})}^{3} \\
& \leq C^{\prime}|u(t)|_{H^{1 / 2}(\mathcal{M})}^{3} \\
& \leq C^{\prime}|u(t)|^{3 / 2}|\nabla u(t)|^{3 / 2} \\
& \leq C^{\prime}|u(t)|^{6}+\frac{1}{4}|\nabla u(t)|^{2}, \\
& \epsilon\left|\int_{\mathcal{M}} u_{x x x} u_{x} u d \mathcal{M}\right| \leq \epsilon\left|u_{x x x}\right|\left|u_{x} u\right| \\
& \leq C^{\prime} \epsilon\left|u_{x} u\right|^{2}+\frac{\epsilon}{10}\left|u_{x x x}\right|^{2} \\
& \leq C^{\prime} \epsilon|u|_{L^{4}(\mathcal{M})}^{2}\left|u_{x}\right|_{L^{4}(\mathcal{M})}^{2}+\frac{\epsilon}{10}\left|u_{x x x}\right|^{2}  \tag{5.28}\\
& \leq\left(\text { by } H^{3 / 4}(\mathcal{M}) \subset L^{4}(\mathcal{M}) \text { in } 3 \mathrm{D}\right) \\
& \leq C^{\prime} \epsilon|u|^{1 / 2}|\nabla u|^{3 / 2}\left|u_{x}\right|^{1 / 2}\left|u_{x}\right|_{H^{1}(\mathcal{M})}^{3 / 2}+\frac{\epsilon}{10}\left|u_{x x x}\right|^{2} \\
& \leq C^{\prime} \epsilon|u|^{1 / 2}|\nabla u|^{2}|u|_{H^{2}(\mathcal{M})}^{3 / 2}+\frac{\epsilon}{10}\left|u_{x x x}\right|^{2}, \\
& \epsilon\left|\int_{\mathcal{M}} u_{y y y} x u_{y} u d \mathcal{M}\right| \leq \text { (by similar estimates as above) } \\
& \leq C^{\prime} \epsilon|u|^{1 / 2}|\nabla u|^{2}|u|_{H^{2}(\mathcal{M})}^{3 / 2}+\frac{\epsilon}{10}\left|u_{y y y}\right|^{2},
\end{align*}
$$

$$
\begin{aligned}
& \epsilon\left|\int_{\mathcal{M}} u_{z z z} x u_{z} u d \mathcal{M}\right| \leq \text { (by similar estimates as above) } \\
& \leq C^{\prime} \epsilon|u|^{1 / 2}|\nabla u|^{2}|u|_{H^{2}(\mathcal{M})}^{3 / 2}+\frac{\epsilon}{10}\left|u_{z z z}\right|^{2} \\
&\left|\int_{\mathcal{M}} \Delta f u d \mathcal{M}\right| \leq|\Delta f|^{2}+|u|^{2} \\
&\left|\int_{\mathcal{M}} f u^{2} d \mathcal{M}\right| \leq|f|_{L^{\infty}(\mathcal{M})}|u|^{2} \leq|f|_{L^{\infty(\mathcal{M})}}^{2}+|u|^{4}
\end{aligned}
$$

Collecting the above estimates, along with (5.27) we observe that the terms with third-order derivatives in the RHS of (5.28) and the following two inequalities can be canceled by a term on the LHS of (5.27). Thus (5.27) now yields

$$
\begin{align*}
\frac{1}{4}\left|\nabla u^{\epsilon}(t)\right|^{2}+\frac{\epsilon}{10} \int_{0}^{t}\left[\nabla u^{\epsilon}\right]_{2}^{2} d s \leq & \int_{0}^{t}\left(1+C^{\prime} \epsilon\left|u^{\epsilon}\right|^{1 / 2}\left|u^{\epsilon}\right|_{H^{2}(\mathcal{M})}^{3 / 2}\right)\left|\nabla u^{\epsilon}(s)\right|^{2} d s \\
& +C^{\prime}\left|u^{\epsilon}(t)\right|^{6}+\kappa_{0}+\int_{0}^{t}|\Delta f|^{2} d s \\
& +\int_{0}^{t}\left|u^{\epsilon}\right|^{2}+\left|u^{\epsilon}\right|^{4} d s+\int_{0}^{t}|f|_{L^{\infty}(\mathcal{M})}^{2} d s \\
\leq & (\text { thanks to }(5.14))  \tag{5.29}\\
\leq & \int_{0}^{t}\left(1+C^{\prime} \epsilon \mu_{1}^{1 / 4}\left|u^{\epsilon}\right|_{H^{2}(\mathcal{M})}^{3 / 2}\right)\left|\nabla u^{\epsilon}(s)\right|^{2} d s \\
& +C^{\prime} \mu_{1}^{3}+\kappa_{0}+|f|_{L^{2}\left(0, T ; H_{0}^{2}(\mathcal{M})\right)}^{2} \\
& +\left(\mu_{1}+\mu_{1}^{2}\right) T+|f|_{L^{2}\left(0, T ; L^{\infty}(\mathcal{M})\right)}^{2}
\end{align*}
$$

In particular, setting $\sigma^{\epsilon}(t):=1+C^{\prime} \epsilon \mu_{1}^{1 / 4}\left|u^{\epsilon}\right|_{H^{2}(\mathcal{M})}^{3 / 2}$, from (5.29) we deduce

$$
\begin{align*}
\frac{1}{4}\left|\nabla u^{\epsilon}(t)\right|^{2}+\frac{\epsilon}{10} \int_{0}^{t}\left[\nabla u^{\epsilon}\right]_{2}^{2} d s \leq & \int_{0}^{t} \sigma^{\epsilon}(s)\left|\nabla u^{\epsilon}(s)\right|^{2} d s \\
& +C^{\prime} \mu_{1}^{3}+\kappa_{0}+|f|_{L^{2}\left(0, T ; H_{0}^{2}(\mathcal{M})\right)}^{2}  \tag{5.30}\\
& +\left(\mu_{1}+\mu_{1}^{2}\right) T+|f|_{L^{2}\left(0, T ; L^{\infty}(\mathcal{M})\right)}^{2}
\end{align*}
$$

Since $\left|u^{\epsilon}\right|_{H^{2}(\mathcal{M})}^{3 / 2} \leq\left|u^{\epsilon}\right|_{H^{2}(\mathcal{M})}^{2}+C^{\prime}$, we find

$$
\begin{aligned}
\int_{0}^{T} \sigma^{\epsilon}(s) d s & \leq T+C^{\prime} \epsilon \mu_{1}^{1 / 4} \int_{0}^{T}\left(\left|u^{\epsilon}\right|_{H^{2}(\mathcal{M})}^{2}+C^{\prime}\right) d s \\
& \leq \text { (thanks to }(5.12) \text { ) } \\
& \leq \text { const }:=\mu_{3} .
\end{aligned}
$$

We can then apply the Gronwall inequality to (5.30) to obtain

$$
\begin{equation*}
\sup _{t \in(0, T)}\left|\nabla u^{\epsilon}(t)\right|^{2}+\frac{\epsilon}{10} \int_{0}^{T}\left[\nabla u^{\epsilon}\right]_{2}^{2} d s \leq \text { const }:=\mu_{4} . \tag{5.31}
\end{equation*}
$$

This together with (5.11) implies (5.23) and (5.24).

### 5.2.3 Estimates Independent of $\epsilon$ for $u_{x x x}^{\epsilon}$ and $u^{\epsilon} u_{x}^{\epsilon}$

For the sake of the passage to the limit on the boundary conditions and the compactness argument, we now derive bounds independent of $\epsilon$ for $u_{x x x}^{\epsilon}$ and $u^{\epsilon} u_{x}^{\epsilon}$. In particular, to obtain the estimates for $u_{x x x}^{\epsilon}$, we first deduce a bound independent of $\epsilon$ for $\epsilon u_{x x x x}^{\epsilon}$ in $L^{2}\left(0, T ; L^{2}(\mathcal{M})\right)$.

Proposition 5.2.2. Under the same assumptions as in Proposition 5.2.1, we further suppose that

$$
\begin{gather*}
u_{0 x x} \in L^{2}(\mathcal{M}),  \tag{5.32}\\
f_{x x x} \in L^{2}\left(0, T ; L^{2}(\mathcal{M})\right), \tag{5.33}
\end{gather*}
$$

and $f_{x x}$ assume the periodic boundary condition on $x=0,1$. Then we have the following bounds independent of $\epsilon$,

$$
\begin{gather*}
\epsilon\left[u_{x x}\right]_{2} \text { is bounded in } L^{2}\left(0, T ; L^{2}(\mathcal{M})\right),  \tag{5.34}\\
u^{\epsilon} u_{x}^{\epsilon} \text { is bounded in } L^{\infty}\left(0, T ; L^{3 / 2}(\mathcal{M})\right)  \tag{5.35}\\
u_{x x x}^{\epsilon} \text { is bounded in } L^{3 / 2}\left(I_{x} ; H_{t}^{-1}\left(0, T ; H^{-4}\left(I_{x^{\perp}}\right)\right)\right), \tag{5.36}
\end{gather*}
$$

Proof. For notational simplicity, we will drop the super index $\epsilon$ in the calculations. Multiplying (5.4) by $u_{x x x x}^{\epsilon}$, integrating over $\mathcal{M}$ and integrating by parts we find:

- $\int_{\mathcal{M}} u_{t} u_{x x x x} d \mathcal{M}=\left(\right.$ thanks to (5.1) and (5.7)) $=\frac{1}{2} \frac{d}{d t}\left|u_{x x}\right|^{2}$,
- $\int_{\mathcal{M}} \Delta u_{x} u_{x x x x} d \mathcal{M}=($ thanks to $(5.1),(5.7)$ and $(2.4))=0$,
$\bullet \int_{\mathcal{M}} u_{x} u_{x x x x} d \mathcal{M}=($ thanks to $(5.1),(5.7)$ and $(2.4))=0$,
$\bullet \int_{\mathcal{M}} u u_{x} u_{x x x x} d \mathcal{M}=-\int_{\mathcal{M}} u_{x}^{2} u_{x x x} d \mathcal{M}-\int_{\mathcal{M}} u u_{x x} u_{x x x} d \mathcal{M}=\frac{5}{2} \int_{\mathcal{M}} u_{x} u_{x x}^{2} d \mathcal{M}$,
$\bullet \int_{\mathcal{M}} u_{y y y y} u_{x x x x} d \mathcal{M}=\left(\right.$ thanks to (5.1), (5.7) and (2.4)) $=\int_{\mathcal{M}} u_{x x y y}^{2} d \mathcal{M}$,
- $\int_{\mathcal{M}} u_{z z z z} u_{x x x x} d \mathcal{M}=\int_{\mathcal{M}} u_{x x z z}^{2} d \mathcal{M}$,
$\cdot \int_{\mathcal{M}} f u_{x x x x} d \mathcal{M}=-\int_{\mathcal{M}} f_{x x x} u_{x} d \mathcal{M} \leq\left|f_{x x x}\right|^{2}+\left|u_{x}\right|^{2}$.
Hence we find

$$
\frac{1}{2} \frac{d}{d t}\left|u_{x x}^{\epsilon}\right|^{2}+\epsilon\left[u_{x x}^{\epsilon}\right]_{2}^{2} \leq \frac{5}{2} \int_{\mathcal{M}} u_{x}^{\epsilon}\left(u_{x x}^{\epsilon}\right)^{2} d \mathcal{M}+\left|f_{x x x}\right|^{2}+\left|u_{x}^{\epsilon}\right|^{2}
$$

Multiplying both sides by $\epsilon$ we obtain

$$
\begin{equation*}
\frac{\epsilon}{2} \frac{d}{d t}\left|u_{x x}^{\epsilon}\right|^{2}+\epsilon^{2}\left[u_{x x}^{\epsilon}\right]_{2}^{2} \leq \frac{5 \epsilon}{2} \int_{\mathcal{M}} u_{x}^{\epsilon}\left(u_{x x}^{\epsilon}\right)^{2} d \mathcal{M}+\epsilon\left|f_{x x x}\right|^{2}+\epsilon\left|u_{x}^{\epsilon}\right|^{2} \tag{5.37}
\end{equation*}
$$

We estimate the first term on the right-hand side of (5.37) and find

$$
\begin{aligned}
\epsilon\left|\int_{\mathcal{M}} u_{x} u_{x x}^{2} d \mathcal{M}\right| & \leq \epsilon\left|u_{x}\right|\left|u_{x x}\right|_{L^{4}(\mathcal{M})}^{2} \\
& \leq C^{\prime} \epsilon\left|u_{x}\right|\left|u_{x x}\right|^{1 / 2}\left|\nabla u_{x x}\right|^{3 / 2} \\
& \leq\left(\text { the intermediate derivative theorem }\left|u_{x x}\right|^{2} \leq\left|u_{x}\right|\left|u_{x x x}\right|\right) \\
& \leq C^{\prime} \epsilon\left|u_{x}\right|^{5 / 4}\left|u_{x x x}\right|^{1 / 4}\left|\nabla u_{x x}\right|^{3 / 2} \\
& \leq C^{\prime} \epsilon\left|u_{x}\right|^{5 / 4}\left|\nabla u_{x x}\right|^{7 / 4} \\
& \leq(\text { thanks to }(5.31)) \\
& \leq C^{\prime} \epsilon \mu_{4}^{5 / 8}\left|\nabla u_{x x}\right|^{7 / 4}
\end{aligned}
$$

This along with (5.37) implies

$$
\frac{\epsilon}{2} \frac{d}{d t}\left|u_{x x}^{\epsilon}\right|^{2}+\epsilon^{2}\left[u_{x x}^{\epsilon}\right]_{2}^{2} \leq C^{\prime} \epsilon \mu_{4}^{5 / 8}\left|\nabla u_{x x}^{\epsilon}\right|^{7 / 4}+\epsilon\left|f_{x x x}\right|^{2}+\epsilon \mu_{4} .
$$

Integrating both sides in $t$ from 0 to $T$, we find

$$
\begin{equation*}
\epsilon^{2} \int_{0}^{T}\left[u_{x x}^{\epsilon}\right]_{2}^{2} d t \leq \frac{\epsilon}{2}\left|u_{0 x x}\right|^{2}+C^{\prime} \mu_{4}^{5 / 8} \int_{0}^{T} \epsilon\left|\nabla u_{x x}^{\epsilon}\right|^{7 / 4} d t+\epsilon\left|f_{x x x}\right|_{L^{2}\left(0, T ; L^{2}(\mathcal{M})\right)}^{2}+\epsilon \mu_{4} T . \tag{5.38}
\end{equation*}
$$

By (5.24) we see that $\int_{0}^{T} \epsilon\left|\nabla u_{x x}^{\epsilon}\right|^{7 / 4} d t \leq C^{\prime} \int_{0}^{T} \epsilon\left(\left|\nabla u_{x x}^{\epsilon}\right|^{2}+1\right) d t \leq$ const $:=\mu_{6}$. This along with (5.38) implies (5.34).

Now since

$$
\int_{\mathcal{M}}\left(u u_{x}\right)^{3 / 2} d \mathcal{M} \leq C^{\prime}|u|_{L^{6}(\mathcal{M})}^{3 / 2}\left|u_{x}\right|^{3 / 2} \leq\left(H^{1}(\mathcal{M}) \subset L^{6}(\mathcal{M}) \text { in } 3 D\right) \leq C^{\prime}|u|_{H^{1}}^{3},
$$

this along with (5.23) implies (5.35), and hence

$$
\begin{equation*}
u^{\epsilon} u_{x}^{\epsilon} \text { is bounded in } L^{3 / 2}\left(I_{x} ; L^{3 / 2}\left((0, T) \times I_{x^{\perp}}\right)\right) . \tag{5.39}
\end{equation*}
$$

Finally rewriting (5.4) we find

$$
\begin{equation*}
u_{x x x}^{\epsilon}=-u_{t}^{\epsilon}-\Delta^{\perp} u_{x}^{\epsilon}-c u_{x}^{\epsilon}-u^{\epsilon} u_{x}^{\epsilon}-\epsilon u_{x x x x}^{\epsilon}-\epsilon u_{y y y y}^{\epsilon}-\epsilon u_{z z z z}^{\epsilon} . \tag{5.40}
\end{equation*}
$$

Thanks to (5.34), we see that $\epsilon u_{x x x x}^{\epsilon}$ remains bounded in $L^{2}\left(0, T ; L^{2}(\mathcal{M})\right)$. Moreover since $u^{\epsilon}$ remains bounded in $L^{\infty}\left(0, T ; H^{1}(\mathcal{M})\right)$, we find that each term on the right-hand side of (5.40) except for $u^{\epsilon} u_{x}^{\epsilon}$ remains bounded at least in the space $L^{2}\left(I_{x} ; H_{t}^{-1}\left(0, T ; H^{-4}\left(I_{x^{\perp}}\right)\right)\right)$. This together with (5.39) implies that each term on the right-hand side of (5.40) remains bounded at least in $L^{3 / 2}\left(I_{x} ; H_{t}^{-1}\left(0, T ; H^{-4}\left(I_{x \perp}\right)\right)\right)$. Thus we obtain (5.36) from (5.40).

### 5.3 The Main Result

Using a compactness argument, we can pass to the limit in (5.4) and obtain (1.1), with a function $u \in \mathcal{C}\left([0, T] ; H^{1}(\mathcal{M})\right)$. Moreover, from (5.36) we infer that $u_{x x x}^{\epsilon}$ converges weakly in
the space $L^{3 / 2}\left(I_{x} ; H_{t}^{-1}\left(0, T ; H^{-4}\left(I_{x^{\perp}}\right)\right)\right)$, hence by the trace theorem and Mazur's theorem, we deduce that $u_{x^{j}}^{\epsilon}\left(0, x^{\perp}, t\right)$ and $u_{x^{j}}^{\epsilon}\left(1, x^{\perp}, t\right)$ converge weakly in $H_{t}^{-1}\left(0, T ; H^{-4}\left(I_{x^{\perp}}\right)\right), j=$ 1, 2. Thus from (5.7) we obtain (5.2).

Now we are ready to state the main result of the article by collecting all the previous estimates.

Theorem 5.3.1. The assumptions are the same as in Proposition 5.2.2, that is, (5.9), (5.10), (5.21), (5.22), (5.32), (5.33), and $f$ and $f_{x^{j}}$ assume the periodic boundary conditions on $x=0,1, j=1,2$. Then the initial and boundary value problem for the $Z K$ equation, that is, (1.1), (5.1), (5.2), (2.3) and (2.4), possesses at least a solution u:

$$
\begin{equation*}
u \in \mathcal{C}\left([0, T] ; H^{1}(\mathcal{M})\right) \cap W^{3,3 / 2}\left(I_{x} ; H_{t}^{-1}\left(0, T ; H^{-4}\left(I_{x^{\perp}}\right)\right)\right) . \tag{5.41}
\end{equation*}
$$

Remark 5.3.1. We can obtain stronger regularity for $\bar{u}\left(x^{\perp}, t\right):=\int_{0}^{1} u\left(x, x^{\perp}, t\right) d x$. Integrating (1.1) in $x$ from 0 to 1 , we find by (5.1) and (5.2)

$$
\begin{equation*}
\frac{\partial \bar{u}}{\partial t}=\bar{f} . \tag{5.42}
\end{equation*}
$$

Thus $u=\bar{u}+v$, where $\bar{u}$ satisfies (5.42), and $v$ satisfies $\bar{v}=0$ and (5.41).

### 5.4 Discussions about the Uniqueness of Solutions

Let $u$ and $v$ be two solutions of (1.1), (5.1), (5.2), (2.3), and (2.4) and let $w=u-v$. Letting $\bar{w}\left(x^{\perp}, t\right):=\int_{0}^{1} u\left(x, x^{\perp}, t\right) d x$, we see that $\frac{\partial \bar{w}}{\partial t}=0$ and hence

$$
\begin{equation*}
\bar{w}(t)=0, \quad \forall t \in[0, T] . \tag{5.43}
\end{equation*}
$$

However, it is not clear if we can further prove that $w(t)=0, \forall t \in[0, T]$. Firstly, the ideas in the proof of existence can not be extended to prove the uniqueness because the structure of the nonlinear term is changed. Secondly, the methods in Chapter 3 are not applicable due to the lack of assumptions on the boundary condition $u_{x}$ at $x=1$. For the
same reason, the proof of the local existence in Chapter 4 fails as well, which prevents us from using the methods in [7].

To conclude, the uniqueness of solutions in both dimensions 2 and 3 are still open due to the partially hyperbolic feature of this model.

Remark 5.4.1. As for the periodic case, that is, (1.1) and the boundary and initial conditions (5.1), (5.2), (2.5) and (2.3), the results are the same as in the Dirichlet case. We skip the very similar reasoning.

## Chapter 6

## Stochastic ZK Equation

We consider the stochastic ZK equation with multiplicative noise

$$
\begin{equation*}
d u+\left(\Delta u_{x}+c u_{x}+u u_{x}\right) d t=f d t+\sigma(u) d W(t) \tag{6.1}
\end{equation*}
$$

evolving in a rectangular or parallelepiped domain. We assume that $f$ is a deterministic function, and the white noise driven stochastic term $\sigma(u) d W(t)$ is in general state dependent.

The boundary conditions are the same as in Chapter 3, that is, we assume (2.2)-(2.5).
Again for the simplicity of the presentation, we will mostly study the Dirichlet case (6.1), (2.2)-(2.4). We will just make some remarks concerning the closely related space periodic case when (2.4) is replaced by (2.5).

### 6.1 Stochastic Framework

In order to define the term $\sigma(u) d W(t)$ in (6.1), we recall some basic notions and notations of stochastic analysis from [11]. For further details and background, see e.g. [37], [18], [17], [2] and [9].

To begin with we fix a stochastic basis

$$
\begin{equation*}
\mathcal{S}:=\left(\Omega, \mathcal{F},\left\{\mathcal{F}_{t}\right\}_{t \geq 0}, \mathbb{P},\left\{W_{k}\right\}_{k \geq 1}\right), \tag{6.2}
\end{equation*}
$$

that is a filtered probability space with $\left\{W_{k}\right\}_{k \geq 1}$ a sequence of independent standard onedimensional Brownian motions relative to $\left\{\mathcal{F}_{t}\right\}_{t \geq 0}$. In order to avoid unnecessary complications below we may assume that $\mathcal{F}_{t}$ is complete and right continuous (see [9]).

We fix a separable Hilbert space $\mathfrak{U}$ with an associated orthonormal basis $\left\{e_{k}\right\}_{k \geq 1}$. We may formally define $W$ by taking $W=\sum_{k=1}^{\infty} W_{k} e_{k}$. As such $W$ is said to be a 'cylindrical Brownian motion' evolving over $\mathfrak{U}$.

We next recall some basic definitions and properties of spaces of Hilbert-Schmidt operators. For this purpose we suppose that $X$ is any separable Hilbert space with the associated norm and inner product written as $|\cdot|_{X},(\cdot, \cdot)_{X}$. We denote by

$$
L_{2}(\mathfrak{U}, X)=\left\{R \in L(\mathfrak{U}, X): \sum_{k}\left|R e_{k}\right|_{X}^{2}<\infty\right\}
$$

the space of Hilbert-Schmidt operators from $\mathfrak{U}$ to $X$. We know that the definition of $L_{2}(\mathfrak{U}, X)$ is independent of the choice of the orthonormal basis $\left\{e_{k}\right\}_{k \geq 1}$ in $X$. By endowing this space with the inner product $\langle R, T\rangle_{L_{2}(\mathfrak{U}, X)}=\sum_{k}\left\langle R e_{k}, T e_{k}\right\rangle_{X}$, we may consider $L_{2}(\mathfrak{U}, X)$ as itself being a Hilbert space. Again this scalar product can be shown to be independent of the orthonormal basis $\left\{e_{k}\right\}_{k \geq 1}$.

We also define the auxiliary space $\mathfrak{U}_{0} \supset \mathfrak{U}$ via

$$
\mathfrak{U}_{0}:=\left\{v=\sum_{k \geq 0} a_{k} e_{k}: \sum_{k} \frac{a_{k}^{2}}{k^{2}}<\infty\right\}
$$

endowed with the norm $|v|_{\mathfrak{L}_{0}}^{2}:=\sum_{k} a_{k}^{2} / k^{2}, v=\sum_{k} a_{k} e_{k}$. Note that the embedding of $\mathfrak{U} \subset \mathfrak{U}_{0}$ is Hilbert-Schmidt. Moreover, using standard martingale arguments combined with the fact that each $W_{k}$ is almost surely continuous (see [9]) we obtain that, for almost every $\omega \in \Omega, W(\omega) \in \mathcal{C}\left([0, T], \mathfrak{U}_{0}\right)$.

Given an $X$-valued predictable process $\Psi \in L^{2}\left(\Omega ; L^{2}\left((0, T), L_{2}(\mathfrak{U}, X)\right)\right.$, one may define the Itō stochastic integral

$$
M_{t}:=\int_{0}^{t} \Psi d W=\sum_{k} \int_{0}^{t} \Psi_{k} d W_{k}
$$

as an element in $\mathcal{M}_{X}^{2}$, that is the space of all $X$-valued square integrable martingales. In the sequel we will use the Burkholder-Davis-Gundy inequality which takes the form

$$
\begin{equation*}
\mathbb{E}\left(\sup _{0 \leq s \leq T}\left|\int_{0}^{s} \Psi d W(t)\right|_{X}^{r}\right) \leq c_{1} \mathbb{E}\left[\left(\int_{0}^{T}\|\Psi\|_{L_{2}(\mathfrak{U}, X)}^{2} d t\right)^{r / 2}\right], \tag{6.3}
\end{equation*}
$$

valid for any $r \geq 1$. Here $c_{1}$ is an absolute constant depending only on $r$.

Conditions Imposed on $\sigma, f$ and $u_{0}$. Given any pair of Banach spaces $\mathcal{X}_{1}$ and $\mathcal{X}_{2}$, we denote by $\operatorname{Bnd}_{u}\left(\mathcal{X}_{1}, \mathcal{X}_{2}\right)$, the collections of all continuous mappings

$$
\begin{equation*}
\Psi: \mathcal{X}_{1} \rightarrow \mathcal{X}_{2}, \tag{6.4}
\end{equation*}
$$

such that

$$
\begin{equation*}
\|\Psi(u)\| \mathcal{X}_{2} \leq c_{B}\left(1+\|u\|_{\mathcal{X}_{1}}\right), \quad u \in \mathcal{X}_{1}, \tag{6.5}
\end{equation*}
$$

for some constant $c_{B}$. In addition, if

$$
\begin{equation*}
\|\Psi(u)-\Psi(v)\|_{\mathcal{X}_{2}} \leq c_{U}\|u-v\|_{\mathcal{X}_{1}}, \quad \forall u, v \in \mathcal{X}_{1}, \tag{6.6}
\end{equation*}
$$

for some constant $c_{U}$, we say that $\Psi \in \operatorname{Lip}_{u}\left(\mathcal{X}_{1}, \mathcal{X}_{2}\right)$. In the sequel we will consider time dependent families of such mappings $\Psi=\Psi(t)$ and require that (6.5) and (6.6) hold for a.e. $t$ with the same constants $c_{B}, c_{U}$ for all $t$ 's under consideration.

We shall assume throughout the work that

$$
\begin{equation*}
\sigma:[0, \infty) \times L^{2}(\mathcal{M}) \rightarrow L_{2}\left(\mathfrak{U}, L^{2}(\mathcal{M})\right) \tag{6.7}
\end{equation*}
$$

Here $\mathfrak{U}$ and $L_{2}\left(\mathfrak{U}, L^{2}(\mathcal{M})\right)$ are as introduced above. Moreover we assume that for a.e. $t$,

$$
\begin{equation*}
\sigma(t) \in \operatorname{Bnd}_{u}\left(L^{2}(\mathcal{M}), L_{2}\left(\mathfrak{U}, L^{2}(\mathcal{M})\right)\right) \cap B n d_{u}\left(\Xi_{1}, L_{2}\left(\mathfrak{U}, \Xi_{1}\right)\right), \tag{6.8}
\end{equation*}
$$

and

$$
\begin{equation*}
\sigma(t) \in \operatorname{Lip}_{u}\left(L^{2}(\mathcal{M}), L_{2}\left(\mathfrak{U}, L^{2}(\mathcal{M})\right)\right), \tag{6.9}
\end{equation*}
$$

where

$$
\begin{equation*}
\Xi_{1}:=\left\{u \in H^{2}(\mathcal{M}) \cap H_{0}^{1}(\mathcal{M}),\left.u_{x}\right|_{x=1}=0\right\} \tag{6.10}
\end{equation*}
$$

When proving pathwise uniqueness of martingale solutions and the existence of pathwise solutions in Section 6.3.2, we will additionally suppose that for a.e. $t$,

$$
\begin{equation*}
\sigma(t) \in \operatorname{Lip}\left(L^{2}(\mathcal{M}), L_{2}\left(\mathfrak{U}, \Xi_{1}\right)\right) \tag{6.11}
\end{equation*}
$$

Furthermore in the sequel $\sigma$ is a measurable function of $t$ and all the corresponding norms of $\sigma(t)$ are essentially (a.e.) bounded in time.

Finally we state the assumptions for the initial condition $u_{0}$ and for $f$. On the one hand, in Section 3.1, where we consider only the case of martingale solutions, since the stochastic basis is an unknown of the problem, we will only be able to specify $u_{0}$ as an initial probability measure $\mu_{u_{0}}$ on the space $L^{2}(\mathcal{M})$ such that

$$
\begin{equation*}
\int_{L^{2}(\mathcal{M})}|u|_{L^{2}(\mathcal{M})}^{6} d \mu_{u_{0}}(u)<\infty \tag{6.12}
\end{equation*}
$$

and we assume that $f$ is deterministic,

$$
\begin{equation*}
f=f\left(x, x^{\perp}, t\right) \in L^{6}\left(0, T ; L^{2}(\mathcal{M})\right) \tag{6.13}
\end{equation*}
$$

On the other hand, for pathwise uniqueness and the existence of pathwise solutions in Section 6.3.2, where the stochastic basis $\mathcal{S}$ is fixed in advance we assume that, relative to this basis, $u_{0}$ is an $L^{2}(\mathcal{M})$-valued random variable such that

$$
\begin{equation*}
u_{0} \in L^{7}\left(\Omega ; L^{2}(\mathcal{M})\right) \text { and } u_{0} \text { is } \mathcal{F}_{0} \text { measurable, } \tag{6.14}
\end{equation*}
$$

and $f$ is deterministic,

$$
\begin{equation*}
f=f\left(x, x^{\perp}, t\right) \in L^{7}\left(0, T ; L^{2}(\mathcal{M})\right) \tag{6.15}
\end{equation*}
$$

### 6.2 Regularized Stochastic ZK Equation

As indicated above we consider the Dirichlet case, i.e. (6.1), (2.2)-(2.4). The domain is $\mathcal{M}=I_{x} \times(-\pi / 2, \pi / 2)^{d}$, in $\mathbb{R}^{d+1}$ with $d=1$ or 2 . In order to study this system, we will use a parabolic regularization of equation (6.1), as in the previous chapters. That is, for $\epsilon>0$ "small", we consider the stochastic parabolic equation of the 4 -th order in space:

$$
\left\{\begin{array}{l}
d u^{\epsilon}+\left[\Delta u_{x}^{\epsilon}+c u_{x}^{\epsilon}+u^{\epsilon} u_{x}^{\epsilon}+\epsilon\left(\frac{\partial^{4} u^{\epsilon}}{\partial x^{4}}+\frac{\partial^{4} u^{\epsilon}}{\partial y^{4}}+\frac{\partial^{4} u^{\epsilon}}{\partial z^{4}}\right)\right] d t=f^{\epsilon} d t+\sigma\left(u^{\epsilon}\right) d W(t)  \tag{6.16}\\
u^{\epsilon}(0)=u_{0}^{\epsilon}
\end{array}\right.
$$

supplemented with the boundary conditions (2.2), (2.4) and the additional boundary conditions

$$
\begin{gather*}
\left.u_{y y}^{\epsilon}\right|_{y= \pm \frac{\pi}{2}}=\left.u_{z z}^{\epsilon}\right|_{z= \pm \frac{\pi}{2}}=0  \tag{6.17}\\
\left.u_{x x}^{\epsilon}\right|_{x=0}=0 \tag{6.18}
\end{gather*}
$$

In the case of martingale solutions in Section 3.1, observing that the space $L^{2}\left(\Omega ; \Xi_{1}\right) \cap$ $L^{22 / 3}\left(\Omega ; L^{2}(\mathcal{M})\right)$ is dense in $L^{6}\left(\Omega ; L^{2}(\mathcal{M})\right)$, we can use e.g. the Fourier series to construct an approximate family $\left\{u_{0}^{\epsilon}\right\}_{\epsilon>0}$ which is $\mathcal{F}_{0}$ measurable, such that, as $\epsilon \rightarrow 0$ :

$$
\begin{gather*}
u_{0}^{\epsilon} \in L^{2}\left(\Omega ; \Xi_{1}\right) \cap L^{22 / 3}\left(\Omega ; L^{2}(\mathcal{M})\right),  \tag{6.19}\\
u_{0}^{\epsilon} \rightarrow u_{0} \text { in } L^{6}\left(\Omega ; L^{2}(\mathcal{M})\right) . \tag{6.20}
\end{gather*}
$$

Similarly there exists a family of deterministic functions $\left\{f^{\epsilon}\right\}_{\epsilon>0}$ such that as $\epsilon \rightarrow 0$ :

$$
\begin{gather*}
f^{\epsilon} \in L^{22 / 3}\left(0, T ; L^{2}(\mathcal{M})\right)  \tag{6.21}\\
f^{\epsilon} \rightarrow f \text { in } L^{6}\left(0, T ; L^{2}(\mathcal{M})\right) \tag{6.22}
\end{gather*}
$$

In the case of pathwise solutions in Section 6.3.2, in the same way we can deduce the existence of the approximate families $\left\{u_{0}^{\epsilon}\right\}_{\epsilon>0}$ and $\left\{f^{\epsilon}\right\}_{\epsilon>0}$ satisfying (6.19) and (6.21) respectively, and such that as $\epsilon \rightarrow 0$ :

$$
\begin{equation*}
u_{0}^{\epsilon} \rightarrow u_{0} \text { in } L^{7}\left(\Omega ; L^{2}(\mathcal{M})\right), \tag{6.23}
\end{equation*}
$$

$$
\begin{equation*}
f^{\epsilon} \rightarrow f \text { in } L^{7}\left(0, T ; L^{2}(\mathcal{M})\right) \tag{6.24}
\end{equation*}
$$

For notational convenience, as in Chapter 3, we recast (6.16) in the form

$$
\left\{\begin{array}{l}
d u^{\epsilon}=\left(-A u^{\epsilon}-B\left(u^{\epsilon}\right)-\epsilon L u^{\epsilon}+f^{\epsilon}\right) d t+\sigma\left(u^{\epsilon}\right) d W(t)  \tag{6.25}\\
u^{\epsilon}(0)=u_{0}^{\epsilon}
\end{array}\right.
$$

where

$$
\begin{array}{ll}
A u=\Delta u_{x}+c u_{x}, & \forall u \in D(A), \\
B(u, v)=u v_{x} \in H^{-1}(\mathcal{M}), & \forall u \in L^{2}(\mathcal{M}), v \in H^{1}(\mathcal{M}),  \tag{6.26}\\
L u=u_{x x x x}+u_{y y y y}+u_{z z z z}, & \forall u \in H^{4}(\mathcal{M}) .
\end{array}
$$

with $D(A)=\left\{u \in L^{2}(\mathcal{M}): A u \in L^{2}(\mathcal{M}), u=0\right.$ on $\partial \mathcal{M}, u_{x}=0$ at $\left.x=1\right\}$. We recall Theorem 2.2.1, which shows that if $u \in L^{2}(\mathcal{M})$ and $A u \in L^{2}(\mathcal{M})$ then the traces of $u$ on $\partial \mathcal{M}$ and of $u_{x}$ at $x=1$ make sense.

Remark 6.2.1. As mentioned in the Introduction, although we can rewrite (6.1) as

$$
\begin{equation*}
d u+(A u+B(u)) d t=f d t+\sigma(u) d W(t) \tag{6.27}
\end{equation*}
$$

which is similar to the equation studied in [11], the models are actually different. Indeed, the operator $A$ does not satisfy the assumptions in [11]; for example, $A$ is not symmetric. In fact, for the adjoint $A^{*}$ and its domain $D\left(A^{*}\right)$, we have

$$
\begin{align*}
D\left(A^{*}\right) & =\left\{\bar{u} \in L^{2}(\mathcal{M}): A \bar{u} \in L^{2}(\mathcal{M}), \bar{u}=0 \text { on } \partial \mathcal{M}, \bar{u}_{x}=0 \text { at } x=0\right\},  \tag{6.28}\\
A^{*} \bar{u} & =-\left(\Delta \bar{u}_{x}+c \bar{u}_{x}\right), \quad \bar{u} \in D\left(A^{*}\right)
\end{align*}
$$

For more details see Section 2.3.2.

### 6.2.1 Definition of Solutions

We first introduce the necessary operators and functional spaces. We will denote by $(\cdot, \cdot)$ and $|\cdot|$ the inner product and the norm of $L^{2}(\mathcal{M})$. The space $\Xi_{1}$ defined in $(6.10)$ is endowed
with the scalar product and norm $[\cdot, \cdot]_{2},[\cdot]_{2}$ :

$$
\begin{gather*}
{[u, v]_{2}=\left(u_{x x}, v_{x x}\right)+\left(u_{y y}, v_{y y}\right)+\left(u_{z z}, v_{z z}\right)} \\
{[u]_{2}^{2}=\left|u_{x x}\right|^{2}+\left|u_{y y}\right|^{2}+\left|u_{z z}\right|^{2}} \tag{6.29}
\end{gather*}
$$

which make it a Hilbert space. Note that since $|\Delta u|+|u|$ is a norm on $H_{0}^{1} \cap H^{2}$ equivalent to the $H^{2}$-norm, $[\cdot]_{2}$ is a norm on $\Xi_{1}$ equivalent to the $H^{2}$-norm. Thanks to the Riesz theorem, we can associate to the scalar product $[\cdot, \cdot]_{2}$ the isomorphism $\mathcal{L}$ from $\Xi_{1}$ onto $\Xi_{1}{ }^{\prime}$, where $\mathcal{L}$ denotes the abstract operator corresponding to the differential operator $L$. Then considering the Gelfand triple $\Xi_{1} \subset H:=L^{2}(\mathcal{M}) \subset \Xi_{1}{ }^{\prime}$, we introduce $\mathcal{L}^{-1}(H)$ the domain of $\mathcal{L}$ in $H$, which is the space

$$
\begin{equation*}
\Xi_{2}=\left\{u \in \Xi_{1} \cap H^{4}(\mathcal{M}),\left.u_{y y}\right|_{y= \pm \frac{\pi}{2}}=\left.u_{z z}\right|_{z= \pm \frac{\pi}{2}}=\left.u_{x x}\right|_{x=0}=0\right\} \tag{6.30}
\end{equation*}
$$

The operator $\mathcal{L}^{-1}$ is self adjoint and compact in $H$. It possesses an orthonormal set of eigenvectors which is complete in $H$, and which we denote by $\left\{\phi_{i}\right\}_{i \geq 1}$. Note that all the $\phi_{i}$ belong to $\Xi_{2}$ which is the domain of $\mathcal{L}$ in $H$. Hence we have

$$
(\mathcal{L} u, v)=[u, v]_{2}, u \in \Xi_{2}, v \in \Xi_{1}
$$

We now introduce the following definitions.

Definition 6.2.1. (Global martingale solutions for the regularized $Z K$ equation) Fix an $\epsilon>0$. For the case of martingale solutions, we only specify the measure $\mu_{u_{0}^{\epsilon}}$ to be the probability measure of $u_{0}^{\epsilon}$ on $\Xi_{1}$ which satisfies

$$
\begin{gather*}
\int_{L^{2}(\mathcal{M})}|u|^{22 / 3} d \mu_{u_{0}^{\epsilon}}(u)<\infty  \tag{6.31}\\
\int_{\Xi_{1}}|u|^{2} d \mu_{u_{0}^{\epsilon}}(u)<\infty \tag{6.32}
\end{gather*}
$$

and $f^{\epsilon}$ and $\sigma$ satisfy (6.21), (6.8) and (6.9) respectively.

A pair $\left(\tilde{\mathcal{S}}, \tilde{u}^{\epsilon}\right)$ is a global martingale solution to the regularized stochastic $Z K$ equation (6.16)-(6.18), (2.2) and (2.4) (in the Dirichlet case), if $\tilde{\mathcal{S}}=\left(\tilde{\Omega}, \tilde{\mathcal{F}},\left\{\tilde{\mathcal{F}}_{t}\right\}_{t \geq 0}, \tilde{\mathbb{P}},\left\{\tilde{W}^{k}\right\}_{k \geq 1}\right)$ is a stochastic basis, and $\tilde{u}^{\epsilon}(\cdot): \tilde{\Omega} \times[0, \infty) \rightarrow \Xi_{1}$ is an $\left\{\tilde{\mathcal{F}}_{t}\right\}$ adapted process such that:

$$
\begin{equation*}
\tilde{u}^{\epsilon} \in L^{22 / 3}\left(\tilde{\Omega} ; L^{\infty}\left(0, T ; L^{2}(\mathcal{M})\right)\right) \cap L^{2}\left(\tilde{\Omega} ; L^{\infty}\left([0, T] ; \Xi_{1}\right) \cap L^{2}\left(0, T ; \Xi_{2}\right)\right), \tag{6.33}
\end{equation*}
$$

and

$$
\begin{equation*}
\left.\tilde{u}^{\epsilon}(\cdot, \omega) \in \mathcal{C}\left([0, T] ; L_{w}^{2}(\mathcal{M})\right)\right) \tilde{\mathbb{P}}-\text { a.s. } \tag{6.34}
\end{equation*}
$$

where $L_{w}^{2}(\mathcal{M})$ is $L^{2}(\mathcal{M})$ equipped with the weak topology, and the law of $\tilde{u}^{\epsilon}(0)$ is $\mu_{u_{0}^{\epsilon}}$, defined as above, i.e. $\mu_{u_{0}^{\epsilon}}(E)=\tilde{\mathbb{P}}\left(\tilde{u}^{\epsilon}(0) \in E\right)$, for all Borel subsets $E$ of $\Xi_{1}$, and finally $\tilde{u}^{\epsilon}$ almost surely satisfies

$$
\begin{equation*}
\tilde{u}^{\epsilon}(t)+\int_{0}^{t}\left(A \tilde{u}^{\epsilon}+B\left(\tilde{u}^{\epsilon}\right)+\epsilon L \tilde{u}^{\epsilon}-f^{\epsilon}\right) d s=\tilde{u}^{\epsilon}(0)+\int_{0}^{t} \sigma\left(\tilde{u}^{\epsilon}\right) d \tilde{W} \tag{6.35}
\end{equation*}
$$

as an equation in $L^{2}(\mathcal{M})$ for every $0 \leq t \leq T$.

Definition 6.2.2. (Global pathwise solutions for the regularized $Z K$ equation; Uniqueness)
Let $\mathcal{S}:=\left(\Omega, \mathcal{F},\left\{\mathcal{F}_{t}\right\}_{t \geq 0}, \mathbb{P},\left\{W^{k}\right\}_{k \geq 1}\right)$ be a fixed stochastic basis and assume that $u_{0}^{\epsilon}, \sigma$ and $f^{\epsilon}$ satisfy (6.19), (6.8), (6.9) and (6.21).
(i) For any fixed $\epsilon>0$, a random process $u^{\epsilon}$ is a global pathwise solution to (6.16)(6.18), (2.2) and (2.4) if $u^{\epsilon}$ is an $\mathcal{F}_{t}$ adapted process in $L^{2}(\mathcal{M})$ so that (relative to the fixed-given-basis $\mathcal{S}$ ) (6.33)-(6.35) hold.
(ii) Global pathwise solutions of (6.16)-(6.18), (2.2) and (2.4) are said to be global (pathwise) unique if given any pair of pathwise solutions $u^{\epsilon}, v^{\epsilon}$ which coincide at $t=0$ on a subset $\Omega_{0}$ of $\Omega, \Omega_{0}=\left\{u^{\epsilon}(0)=v^{\epsilon}(0)\right\}$, then

$$
\begin{equation*}
\mathbb{P}\left\{\boldsymbol{1}_{\Omega_{0}}\left(u^{\epsilon}(t)=v^{\epsilon}(t)\right)\right\}=1,0 \leq t \leq T \tag{6.36}
\end{equation*}
$$

In the sequel, we will prove that there exists a unique global pathwise solution $u^{\epsilon}$ to (6.16)-(6.18), (2.2) and (2.4), which is sufficiently regular for the calculations in Section 3.1
to be fully legitimate without any need of further regularization. The existence of such a solution is basically classical (see e.g. [9], [17], [18] and [11]) for a parabolic problem like this, but we will make partly explicit the construction of $u^{\epsilon}$ because we need to see how the estimates depend or not on $\epsilon$.

### 6.2.2 Pathwise Solutions in Dimensions 2 and 3

With the above definitions, we can state the main result of section 6.2:

Theorem 6.2.1. When $d=1,2$, suppose that, relative to a fixed given stochastic basis $\mathcal{S}, u_{0}^{\epsilon}$ satisfies (6.19), and that $f^{\epsilon}$ and $\sigma$ satisfy (6.21), (6.8) and (6.9), with $\epsilon>0$ fixed arbitrary. Then there exists a unique global pathwise solution $u^{\epsilon}$ which satisfies (6.16) and the boundary conditions (2.2), (2.4), (6.17) and (6.18).

To prove this theorem, we first use a Galerkin scheme to derive the estimates indicating a compactness argument based on fractional Sobolev spaces and tightness properties of the truncated sequence. Then by the Skorokhod embedding theorem (see Theorem 2.4 in [9], also [3] and [26]) we can pass to the limit in the Galerkin truncation and hence obtain the global existence of martingale solutions. Finally we deduce the existence of global pathwise solutions using pathwise uniqueness of martingale solutions and the GyöngyKrylov Theorem (Theorem 7.5 .1 of the Appendix). Here we will only present in details the derivation of the estimates, which will be utilized in the subsequent investigations of the stochastic ZK equation in Section 6.3.1.

We start the proof of Theorem 6.2 .1 by introducing the Galerkin system. We define $P^{n}$ as the orthogonal projector from $L^{2}(\mathcal{M})$ onto $H^{n}$, the space spanned by the first $n$ eigenfunctions of $\mathcal{L}, \phi_{1}, \ldots, \phi_{n}$. We consider the Galerkin system as follows

$$
\left\{\begin{array}{l}
d u^{n}+\left(A^{n} u^{n}+B^{n}\left(u^{n}\right)\right) d t+\epsilon L u^{n} d t=f^{n} d t+\sigma^{n}\left(u^{n}\right) d W(t)  \tag{6.37}\\
u^{n}(0)=P_{n} u_{0}
\end{array}\right.
$$

where $u^{n}$ maps $\Omega \times[0, T]$ into $H^{n}, A^{n} u^{n}:=P^{n} A u^{n}, B^{n}\left(u^{n}\right):=P^{n} B\left(u^{n}\right)$, and $\sigma^{n}\left(u^{n}\right):=$ $P^{n}\left(\sigma\left(u^{n}\right)\right)$. In (6.37), $\epsilon$ being fixed, we write for simplicity $u^{n}$ for $u^{\epsilon, n}$ and $f^{n}$ for $f^{\epsilon, n}$.

Equation (6.37) is equivalent to a system of $n$ stochastic differential equations for the components of $u^{n}$ and it is a classical result that there exists a unique regular pathwise solution $u^{n}=u^{\epsilon, n}$ such that

$$
\begin{equation*}
u^{n} \in L^{2}\left(\Omega ; \mathcal{C}\left(0, T ; H^{n}\right)\right) \tag{6.38}
\end{equation*}
$$

## Estimates Independent of $\epsilon$ and $n$

We first derive the following estimates on $u^{\epsilon, n}$ independent of $\epsilon$ and $n$.

Lemma 6.2.1. With the same assumptions as in Theorem 6.2.1, if $u_{0}^{\epsilon}$ and $f^{\epsilon}$ satisfy (6.20) and (6.22) respectively, then the following estimates hold for $u^{n}=u^{\epsilon, n}$ independently of $\epsilon$ and $n$ :

$$
\begin{gather*}
\left.u_{x}^{\epsilon, n}\right|_{x=0} \text { remains bounded in } L^{2}\left(\Omega ; L^{2}\left(0, T ; L^{2}\left(I_{x^{\perp}}\right)\right)\right),  \tag{6.39}\\
\sqrt{\epsilon} u^{\epsilon, n} \text { remains bounded in } L^{2}\left(\Omega ; L^{2}\left(0, T ; \Xi_{1}\right)\right),  \tag{6.40}\\
u^{\epsilon, n} \text { remains bounded in } L^{6}\left(\Omega ; L^{\infty}\left(0, T ; L^{2}(\mathcal{M})\right)\right) . \tag{6.41}
\end{gather*}
$$

If we further assume that (6.23) and (6.24) hold, then

$$
\begin{equation*}
u^{\epsilon, n} \text { remains bounded in } L^{7}\left(\Omega ; L^{\infty}\left(0, T ; L^{2}(\mathcal{M})\right)\right) \text {, } \tag{6.42}
\end{equation*}
$$

with the bounds in (6.39)-(6.42) independent of both $\epsilon$ and $n$.

Proof. We start by applying the Ito formula to (6.37). This yields

$$
\begin{equation*}
d\left|u^{n}\right|^{2}=2\left(u^{n}, \mathcal{N}^{n}\left(u^{n}\right)\right) d t+2\left(u^{n}, \sigma^{n}\left(u^{n}\right) d W(t)\right)+\left\|\sigma^{n}\left(u^{n}\right)\right\|_{L_{2}\left(\mathfrak{U}, L^{2}(\mathcal{M})\right)}^{2} d t \tag{6.43}
\end{equation*}
$$

where $\mathcal{N}^{n}\left(u^{n}\right):=-A^{n} u^{n}-B^{n}\left(u^{n}\right)-\epsilon L u^{n}+f^{n}$, and

$$
\begin{align*}
\left(u^{n}, \mathcal{N}^{n}\left(u^{n}\right)\right) & =-\left(u^{n}, A^{n} u^{n}\right)-\left(u^{n}, B^{n}\left(u^{n}\right)\right)-\epsilon\left(u^{n}, L u^{n}\right)+\left(u^{n}, f^{n}\right)  \tag{6.44}\\
& =-\left(u^{n}, A u^{n}\right)-\left(u^{n}, B\left(u^{n}\right)\right)-\epsilon\left(u^{n}, L u^{n}\right)+\left(u^{n}, f^{n}\right)
\end{align*}
$$

To compute the right-hand side of (6.44) we remember that by (6.38), for every $t, u^{n}(t) \in$ $H^{n}=\operatorname{span}\left(\phi_{1}, \ldots, \phi_{n}\right) \in \Xi_{2}$ a.s., since all the $\phi_{i}$ belong to $\Xi_{2}$. Hence in particular $u^{n}(t)$ satisfies the boundary conditions in (6.30). We drop the super index $n$ for the moment and perform the following calculations a.s. exactly as in Chapter 3, then we find

$$
\begin{align*}
& d\left|u^{n}\right|^{2}+\left(\left.\left|u_{x}^{n}\right|_{x=0}\right|_{L^{2}\left(I_{x} \perp\right.} ^{2}+2 \epsilon\left[u^{n}\right]_{2}^{2}\right) d t  \tag{6.45}\\
& \quad=2\left(f^{n}, u^{n}\right) d t+\left\|\sigma^{n}\left(u^{n}\right)\right\|_{L_{2}\left(\mathfrak{U}, L^{2}(\mathcal{M})\right)}^{2} d t+2\left(u^{n}, \sigma^{n}\left(u^{n}\right) d W(t)\right) .
\end{align*}
$$

Integrating both sides from 0 to $s$ with $0 \leq s \leq r \leq T$, taking the supremum over [ $0, r$ ], we have

$$
\begin{align*}
\sup _{0 \leq s \leq r}\left|u^{n}(s)\right|^{2} & \left.+\int_{0}^{r}\left(\left.\left|u_{x}^{n}\right|_{x=0}\right|_{L^{2}\left(I_{x} \perp\right.}\right)+2 \epsilon\left[u^{n}\right]_{2}^{2}\right) d t \\
\leq & \left|u_{0}^{n}\right|^{2}+2 \int_{0}^{r}\left|\left(f^{n}, u^{n}\right)\right| d t+\int_{0}^{r}| | \sigma^{n}\left(u^{n}\right) \|_{L_{2}\left(\Perp, L^{2}(\mathcal{M})\right)}^{2} d t  \tag{6.46}\\
& +2 \sup _{0 \leq s \leq r}\left|\int_{0}^{s}\left(u^{n}, \sigma^{n}\left(u^{n}\right) d W(t)\right)\right|
\end{align*}
$$

Raising both sides to the power $p / 2$ for $p \geq 2$, then taking expectations, we obtain with the Minkowski inequality and Fubini's Theorem

$$
\begin{align*}
\mathbb{E} \sup _{0 \leq s \leq r}\left|u^{n}(s)\right|^{p} \lesssim & \mathbb{E}\left|u_{0}^{n}\right|^{p}+2 \mathbb{E} \int_{0}^{r}\left|\left(f^{n}, u^{n}\right)\right|^{p / 2} d t \\
& +\mathbb{E} \int_{0}^{r} \|\left.\sigma^{n}\left(u^{n}\right)\right|_{L_{2}\left(\mathfrak{U}, L^{2}(\mathcal{M})\right)} ^{p} d t  \tag{6.47}\\
& +2 \mathbb{E}\left(\sup _{0 \leq s \leq r}\left|\int_{0}^{s}\left(u^{n}, \sigma^{n}\left(u^{n}\right) d W(t)\right)\right|\right)^{p / 2},
\end{align*}
$$

where $\lesssim$ means $\leq$ up to an absolute multiplicative constant. Here and below $c^{\prime}$ indicates an absolute constant, whereas $\eta, \kappa$, and the $\kappa_{i}$ indicate constants depending on the data $u_{0}, f$, etc. These constants may be different at each occurrence. We estimate the terms on the right-hand side of (6.47) a.s. and for a.e. $t$ :

$$
\begin{aligned}
& \left|\left(f^{n}, u^{n}\right)\right|^{p / 2} \leq\left|f^{n}\right|^{p / 2}\left|u^{n}\right|^{p / 2} \leq\left|u^{n}\right|^{p}+\left|f^{n}\right|^{p}, \\
& \left\|\sigma^{n}\left(u^{n}\right)\right\|_{L_{2}\left(\mathfrak{U}, L^{2}(\mathcal{M})\right)}^{p} \leq \text { by }(6.8) \leq c_{B}^{p}\left(\left|u^{n}\right|+c^{\prime}\right)^{p} \lesssim\left|u^{n}\right|^{p}+c^{\prime} ;
\end{aligned}
$$

for the stochastic term, we use the Burkholder-Davis-Gundy inequality (see (6.3)) and (6.8)

$$
\begin{aligned}
& \mathbb{E}\left(\sup _{0 \leq s \leq r}\left|\int_{0}^{s}\left(u^{n}, \sigma^{n}\left(u^{n}\right) d W(t)\right)\right|\right)^{p / 2} \\
& \leq \mathbb{E} \sup _{0 \leq s \leq r}\left|\int_{0}^{s}\left(u^{n}, \sigma^{n}\left(u^{n}\right) d W(t)\right)\right|^{p / 2} \\
& \leq c_{1} \mathbb{E}\left[\left(\int_{0}^{r}\left|u^{n}\right|^{2}\left\|\sigma^{n}\left(u^{n}\right)\right\|_{L_{2}\left(\mathfrak{U}, L^{2}(\mathcal{M})\right)}^{2} d t\right)^{p / 4}\right] \\
& \lesssim \mathbb{E}\left[\left(\sup _{0 \leq s \leq r}\left|u^{n}\right|^{2} \int_{0}^{r} 1+\left|u^{n}\right|^{2} d t\right)^{p / 4}\right] \\
& \leq \frac{1}{2} \mathbb{E} \sup _{0 \leq s \leq r}\left|u^{n}\right|^{p}+c^{\prime} \mathbb{E} \int_{0}^{r}\left|u^{n}\right|^{p} d t+c^{\prime} .
\end{aligned}
$$

Applying the above estimates to (6.47), we obtain

$$
\begin{equation*}
\frac{1}{2} \mathbb{E} \sup _{0 \leq s \leq r}\left|u^{n}(s)\right|^{p} \leq \mathbb{E}\left|u_{0}^{n}\right|^{p}+c^{\prime} \mathbb{E} \int_{0}^{r}\left|u^{n}(t)\right|^{p} d t+\mathbb{E} \int_{0}^{r}\left|f^{n}(t)\right|^{p} d t+c^{\prime} .^{1} \tag{6.48}
\end{equation*}
$$

Since $\mathbb{E} \int_{0}^{r}\left|u^{n}(t)\right|^{p} d t \leq \int_{0}^{r} \mathbb{E} \sup _{0 \leq l \leq t}\left|u^{n}(l)\right|^{p} d t$, setting $\mathbb{E} \sup _{0 \leq s \leq r}\left|u^{n}(s)\right|^{p}=: U(r)$, with (6.48) we deduce

$$
U(r) \leq U(0)+c^{\prime} \int_{0}^{r} U(t) d t+\int_{0}^{r} \mathbb{E}\left|f^{n}(t)\right|^{p} d t+c^{\prime}
$$

for every $0 \leq r \leq T$. Hence applying the (deterministic) Gronwall lemma, we obtain for $p \geq 2$,

$$
\begin{equation*}
\mathbb{E} \sup _{0 \leq r \leq T}\left|u^{n}(r)\right|^{p} \lesssim \mathbb{E}\left|u_{0}^{n}\right|^{p}+\mathbb{E} \int_{0}^{T}\left|f^{n}(t)\right|^{p} d t+c^{\prime} \tag{6.49}
\end{equation*}
$$

Letting $p=6$, thanks to (6.20) and (6.22), we deduce that

$$
\begin{equation*}
\mathbb{E} \sup _{0 \leq r \leq T}\left|u^{n}(r)\right|^{6} \leq \kappa_{1}, \tag{6.50}
\end{equation*}
$$

for a constant $\kappa_{1}$ depending only on $u_{0}, f, T$ and $\sigma$, and independent of $\epsilon$ and $n$; this implies (6.41). Similarly, setting $p=7$ in (6.49), we infer (6.42) from (6.23) and (6.24). Finally, setting $p=2$ in (6.48), along with (6.46) we obtain (6.39) and (6.40).

[^1]
## Estimates Dependent on $\epsilon$

We now derive estimates independent of $n$ only, that is, valid for fixed $\epsilon$.

Lemma 6.2.2. With the same assumptions as in Theorem 6.2.1, the following estimates hold for $u^{n}=u^{\epsilon, n}$, as $n \rightarrow \infty$ and $\epsilon>0$ remains fixed:

$$
\begin{gather*}
u^{\epsilon, n} \text { remains bounded in } L^{22 / 3}\left(\Omega ; L^{\infty}\left(0, T ; L^{2}(\mathcal{M})\right)\right),  \tag{6.51}\\
u^{\epsilon, n} \text { remains bounded in } L^{2}\left(\Omega ; L^{\infty}\left(0, T ; \Xi_{1}\right)\right),  \tag{6.52}\\
u^{\epsilon, n} \text { remains bounded in } L^{2}\left(\Omega ; L^{2}\left(0, T ; \Xi_{2}\right)\right) \text {. } \tag{6.53}
\end{gather*}
$$

Proof. Setting $p=22 / 3$ in (6.49), we infer (6.51) from (6.19) and (6.21).
Returning to (6.37), we apply the Itō formula to (6.37) and obtain an evolution equation for the $\Xi_{1}$ norm:

$$
\begin{equation*}
d\left[u^{n}\right]_{2}^{2}=2\left(L u^{n}, \mathcal{N}\left(u^{n}\right)\right) d t+2\left(L u^{n}, \sigma^{n}\left(u^{n}\right) d W(t)\right)+\left\|\sigma^{n}\left(u^{n}\right)\right\|_{L_{2}\left(\mathfrak{U}, \Xi_{1}\right)}^{2} d t, \tag{6.54}
\end{equation*}
$$

where $\mathcal{N}^{n}\left(u^{n}\right)$ has been defined before. Similar to (6.44) we have a.s. and for a.e. $t$ :

$$
\begin{equation*}
\left(L u^{n}, \mathcal{N}^{n}\left(u^{n}\right)\right)=-\left(L u^{n}, A u^{n}\right)-\left(L u^{n}, B\left(u^{n}\right)\right)-\epsilon\left|L u^{n}\right|^{2}+\left(L u^{n}, f^{n}\right) . \tag{6.55}
\end{equation*}
$$

By (6.54) and (6.55) we deduce

$$
\begin{align*}
d\left[u^{n}\right]_{2}^{2}+\epsilon\left|L u^{n}\right|^{2} d t= & -2\left(L u^{n}, A u^{n}\right) d t-2\left(L u^{n}, B\left(u^{n}\right)\right) d t+2\left(L u^{n}, f^{n}\right) d t  \tag{6.56}\\
& +2\left(L u^{n}, \sigma^{n}\left(u^{n}\right) d W(t)\right)+\left\|\sigma^{n}\left(u^{n}\right)\right\|_{L_{2}\left(\mathfrak{U}, \Xi_{1}\right)}^{2} d t .
\end{align*}
$$

Integrating both sides from 0 to $s$ with $0 \leq s \leq T$, taking the supremum over $[0, T]$, then taking expectations, we arrive at

$$
\begin{align*}
& \mathbb{E} \sup _{0 \leq s \leq T}\left[u^{n}\right]_{2}^{2}+\epsilon \mathbb{E} \int_{0}^{T}\left|L u^{n}\right|^{2} d t \\
& \leq \mathbb{E}\left|u_{0}^{n}\right|^{2}+2 \mathbb{E} \int_{0}^{T}\left|\left(L u^{n}, A u^{n}\right)\right| d t+2 \mathbb{E} \int_{0}^{T}\left|\left(L u^{n}, B\left(u^{n}\right)\right)\right| d t+2 \mathbb{E} \int_{0}^{T}\left|\left(L u^{n}, f^{n}\right)\right| d t \\
& \quad+2 \mathbb{E} \sup _{0 \leq s \leq T} \int_{0}^{s}\left(L u^{n}, \sigma^{n}\left(u^{n}\right) d W(t)\right)+\mathbb{E} \int_{0}^{T}\left\|\sigma^{n}\left(u^{n}\right)\right\|_{L_{2}\left(\Perp, \Xi_{1}\right)}^{2} d t . \tag{6.57}
\end{align*}
$$

We estimate a.s. each term on the right-hand side of (6.57); we emphasize that the estimates depend on $\epsilon$ but not on $n$ or on $\omega \in \Omega$ :

$$
\begin{aligned}
\left|\left(L u^{n}, A u^{n}\right)\right| & \leq\left|L u^{n}\right|\left|u^{n}\right|_{H^{3}(\mathcal{M})} \leq\left|L u^{n}\right|\left|u^{n}\right|_{H^{2}}^{1 / 4}\left|u^{n}\right|_{H^{4}}^{3 / 4} \\
& \leq\left|L u^{n}\right|^{7 / 4}\left[u^{n}\right]_{2}^{1 / 4} \leq \frac{\epsilon}{4}\left|L u^{n}\right|^{2}+\eta(\epsilon)\left[u^{n}\right]_{2}^{2},
\end{aligned}
$$

where $\eta(\epsilon)$ depends on $\epsilon$. For the term $\left|\left(L u^{n}, B\left(u^{n}\right)\right)\right|$, we first estimate a.s. $\left|B\left(u^{n}\right)\right|$ in dimension three:

$$
\begin{align*}
\left|u^{n} u_{x}^{n}\right| \leq & \left|u^{n}\right|_{H_{0}^{1}(\mathcal{M})}^{3 / 2}\left|u^{n}\right|_{H^{2}(\mathcal{M})}^{1 / 2} \\
& \leq(\text { by interpolation in dimension three },  \tag{6.58}\\
& \left.\quad \text { and }\left|u^{n}\right|_{H^{2}(\mathcal{M})} \lesssim\left|u^{n}\right|^{1 / 2}\left|u^{n}\right|_{H^{4}(\mathcal{M})}^{1 / 2}\right) \\
& \lesssim\left|u^{n}\right|^{9 / 8}\left|u^{n}\right|_{H^{4}(\mathcal{M})}^{3 / 8}\left|u^{n}\right|^{1 / 4}\left|u^{n}\right|_{H^{4}(\mathcal{M})}^{1 / 4} \\
& \lesssim\left|u^{n}\right|^{11 / 8}\left|L u^{n}\right|^{5 / 8} .
\end{align*}
$$

$$
\leq\left(\text { by interpolation in dimension three, }\left|u^{n}\right|_{H_{0}^{1}(\mathcal{M})} \lesssim\left|u^{n}\right|^{3 / 4}\left|u^{n}\right|_{H^{4}(\mathcal{M})}^{1 / 4},\right.
$$

Hence

$$
\left|\left(L u^{n}, B\left(u^{n}\right)\right)\right| \leq\left|B\left(u^{n}\right)\right|\left|L u^{n}\right| \leq(\text { by }(6.58)) \lesssim\left|u^{n}\right|^{11 / 8}\left|L u^{n}\right|^{13 / 8} \lesssim \frac{\epsilon}{4}\left|L u^{n}\right|^{2}+\eta(\epsilon)\left|u^{n}\right|^{22 / 3}
$$

where $\eta(\epsilon)$ depends on $\epsilon$.
For the stochastic term, we have
$\mathbb{E} \sup _{0 \leq s \leq T}\left|\int_{0}^{s}\left(L u^{n}, \sigma^{n}\left(u^{n}\right) d W(t)\right)\right| \leq$ (by the Burkholder-Davis-Gundy inequality (6.3))

$$
\begin{aligned}
& \leq c_{1} \mathbb{E}\left[\left(\left.\int_{0}^{T}\left|L u^{n}\right|^{2}| | \sigma^{n}\left(u^{n}\right)\right|_{L_{2}\left(\mu, L^{2}(\mathcal{M})\right)} ^{2} d t\right)^{1 / 2}\right] \\
& \leq c_{1} c_{B}^{2} \mathbb{E}\left[\left(\int_{0}^{T}\left|L u^{n}\right|^{2}\left(1+\left|u^{n}\right|^{2}\right) d t\right)^{1 / 2}\right] \\
& \leq \eta(\epsilon) \mathbb{E} \sup _{0 \leq s \leq T}\left|u^{n}\right|^{2}+\frac{\epsilon}{4} \mathbb{E} \int_{0}^{T}\left|L u^{n}\right|^{2} d t+\eta(\epsilon),
\end{aligned}
$$

where $\eta(\epsilon)$ depends on $\epsilon$.
For the term $\mathbb{E} \int_{0}^{T}\left\|\sigma^{n}\left(u^{n}\right)\right\|_{L_{2}\left(\mathfrak{U}, \Xi_{1}\right)}^{2} d t$, we infer from (6.8) that

$$
\mathbb{E} \int_{0}^{T}\left\|\sigma^{n}\left(u^{n}\right)\right\|_{L_{2}\left(\mu, \Xi_{1}\right)}^{2} d t \lesssim \mathbb{E} \int_{0}^{T}\left(1+\left[u^{n}\right]_{2}^{2}\right) d t .
$$

Collecting all the above estimates, along with (6.57) we deduce

$$
\begin{align*}
& \frac{1}{2} \mathbb{E} \sup _{0 \leq s \leq T}\left[u^{n}(s)\right]_{2}^{2}+\frac{\epsilon}{4} \mathbb{E} \int_{0}^{T}\left|L u^{n}\right|^{2} d t \\
& \leq \mathbb{E}\left[u_{0}^{n}\right]_{2}^{2}+\eta(\epsilon) \mathbb{E} \int_{0}^{T}\left[u^{n}(t)\right]_{2}^{2} d t+\eta(\epsilon) \mathbb{E} \int_{0}^{T}\left|u^{n}(t)\right|^{22 / 3} d t  \tag{6.59}\\
& \\
& \quad+\eta(\epsilon) \mathbb{E} \sup _{0 \leq s \leq T}\left|u^{n}\right|^{2}+\eta(\epsilon) \mathbb{E} \int_{0}^{T}\left|f^{n}(t)\right|^{2} d t+\eta(\epsilon) .
\end{align*}
$$

Hence we can apply (6.51) and (6.40) to (6.59), and we obtain (6.52) and (6.53). Thus we have completed the proof of Lemma 6.2.2.

## Estimates in Fractional Sobolev Spaces.

We will apply the compactness result based on fractional Sobolev spaces in Lemma 7.3.1 (of the Appendix) with

$$
\begin{equation*}
\mathcal{Y}:=L^{2}\left(0, T ; H_{0}^{1}(\mathcal{M})\right) \cap W^{\alpha, 2}\left(0, T ; \Xi_{2}^{\prime}\right), \quad 0<\alpha<\frac{1}{2} \tag{6.60}
\end{equation*}
$$

where $\Xi_{2}^{\prime}$ is the dual of $\Xi_{2}$ relative to $L^{2}(\mathcal{M})$. For that purpose we will need the following estimates on fractional derivatives of $u^{\epsilon, n}$.

Lemma 6.2.3. With the same assumptions as in Theorem 6.2.1, we have

$$
\begin{gather*}
\mathbb{E}\left|u^{\epsilon, n}\right| \mathcal{Y} \leq \kappa_{2}(\epsilon),  \tag{6.61}\\
\mathbb{E}\left|u^{\epsilon, n}(t)-\int_{0}^{t} \sigma^{n}\left(u^{\epsilon, n}\right) d W(s)\right|_{H^{1}\left(0, T ; \Xi_{2}^{\prime}\right)}^{2} \leq \kappa_{3},  \tag{6.62}\\
\mathbb{E}\left|\int_{0}^{t} \sigma\left(u^{\epsilon, n}\right) d W(s)\right|_{W^{\alpha, 6}\left(0, T ; L^{2}(\mathcal{M})\right)}^{2} \leq \kappa_{4}, \quad \forall \alpha<\frac{1}{2}, \tag{6.63}
\end{gather*}
$$

where $\kappa_{2}(\epsilon)$ is independent of $n$ (but may depend on $\epsilon$ and other data), while $\kappa_{3}$ and $\kappa_{4}$ depend only on $u_{0}, f, T$ and $\sigma$, and are independent of $\epsilon$ and $n$.

Proof. We can rewrite (6.37) as

$$
\begin{align*}
u^{n}(t)= & u_{0}^{n}-\int_{0}^{t} A^{n} u^{n} d s-\int_{0}^{t} B^{n}\left(u^{n}\right) d s \\
& -\epsilon \int_{0}^{t} L u^{n} d s+\int_{0}^{t} f^{n} d s+\int_{0}^{t} \sigma^{n}\left(u^{n}\right) d W(s)  \tag{6.64}\\
:= & J_{1}^{n}+J_{2}^{n}+J_{3}^{n}+J_{4}^{n}+J_{5}^{n}+J_{6}^{n}
\end{align*}
$$

For $J_{2}^{n}$, fixing $u^{\sharp} \in D\left(A^{*}\right)$ we have a.s. and for a.e. $t$

$$
\left|\left(A^{n} u^{n}, u^{\sharp}\right)\right|=\left|\left(u^{n}, A^{*} P^{n} u^{\sharp}\right)\right| \leq\left|u^{n}\right|\left|P^{n} u^{\sharp}\right|_{D\left(A^{*}\right)} \leq\left(\text { since } \Xi_{2} \subseteq D\left(A^{*}\right)\right) \leq\left|u^{n}\right|\left|u^{\sharp}\right| \Xi_{2} .
$$

Hence

$$
\begin{equation*}
\left|A^{n} u^{n}\right|_{\Xi_{2}^{\prime}} \lesssim\left|u^{n}\right| \tag{6.65}
\end{equation*}
$$

With (6.65) and (6.41) we obtain

$$
\begin{equation*}
\mathbb{E}\left|J_{2}^{n}\right|_{W^{1,6}\left(0, T ; \Xi_{2}^{\prime}\right)}^{6} \text { is bounded independently of } n \text { and } \epsilon . \tag{6.66}
\end{equation*}
$$

For $J_{3}^{n}$, firstly we observe that $\forall u^{\sharp} \in \Xi_{2}$ (dropping the super index $n$ for the moment),

$$
\begin{align*}
\left|\left(B(u), u^{\sharp}\right)\right| & =\left|\int_{\mathcal{M}} \frac{\partial}{\partial x}\left(\frac{u^{2}}{2}\right) u^{\sharp} d \mathcal{M}\right|=\frac{1}{2}\left|\int_{\mathcal{M}} u^{2} u_{x}^{\sharp} d \mathcal{M}\right| \\
& \leq \frac{1}{2}|u|^{2}\left|u_{x}^{\sharp}\right| L^{\infty}(\mathcal{M}) \\
& \leq\left(\text { with } H^{3}(\mathcal{M}) \subset L^{\infty}(\mathcal{M})\right. \text { in dimension 3) }  \tag{6.67}\\
& \lesssim|u|^{2}\left|u_{x}^{\sharp}\right|_{H^{3}(\mathcal{M})} \\
& \lesssim|u|^{2}\left|u^{\sharp}\right| \Xi_{2} ;
\end{align*}
$$

hence

$$
\begin{equation*}
\left|\left(B^{n}\left(u^{n}\right), u^{\sharp}\right)\right|=\left|\left(B\left(u^{n}\right), P^{n} u^{\sharp}\right)\right| \lesssim\left|u^{n}\right|^{2}\left|P^{n} u^{\sharp}\right| \Xi_{2} \leq\left|u^{n}\right|^{2}\left|u^{\sharp}\right| \Xi_{2}, \tag{6.68}
\end{equation*}
$$

which implies that $\left|B^{n}\left(u^{n}\right)\right|_{\Xi_{2}^{\prime}} \lesssim\left|u^{n}\right|^{2}$. This along with (6.41) implies that

$$
\begin{equation*}
\mathbb{E}\left|B^{n}\left(u^{n}\right)\right|_{L^{2}\left(0, T ; \Xi_{2}^{\prime}\right)}^{2} \text { is bounded independently of } n \text { and } \epsilon, \tag{6.69}
\end{equation*}
$$

and hence

$$
\begin{equation*}
\mathbb{E}\left|J_{3}^{n}\right|_{H^{1}\left(0, T ; \Xi_{2}^{\prime}\right)}^{2} \text { is bounded independently of } n \text { and } \epsilon \text {. } \tag{6.70}
\end{equation*}
$$

For $J_{4}^{n}$, we have, $\forall u^{\sharp} \in \Xi_{2},\left|\left(L u^{n}, u^{\sharp}\right)\right|=\left|\left(u^{n}, L u^{\sharp}\right)\right| \leq\left|u^{n}\right|\left|L u^{\sharp}\right|$. Hence $\left|L u^{n}\right|_{\Xi_{2}^{\prime}} \lesssim$ $\left|u^{n}\right|$. Thus

$$
\mathbb{E} \int_{0}^{T}\left|L u^{n}\right|_{\Xi_{2}^{\prime}}^{2} d t \leq 2 \mathbb{E} \int_{0}^{T}\left|u^{n}\right|_{2}^{2} d t
$$

Multiplying both sides by $\epsilon^{2}$, we obtain with (6.41)

$$
\begin{equation*}
\mathbb{E}\left|J_{4}^{n}\right|_{H^{1}\left(0, T ; \Xi_{2}^{\prime}\right)}^{2} \text { is bounded independently of } n \text { and } \epsilon \tag{6.71}
\end{equation*}
$$

For $J_{6}^{n}$, Lemma 7.4.2 implies that, $\forall \alpha<\frac{1}{2}$,

$$
\begin{aligned}
\mathbb{E}\left|\int_{0}^{t} \sigma^{n}\left(u^{n}(s)\right) d W(s)\right|_{W^{\alpha, 6}\left(0, T ; L^{2}(\mathcal{M})\right)}^{6} & \lesssim \mathbb{E} \int_{0}^{t}\left|\sigma^{n}\left(u^{n}(s)\right)\right|_{L_{2}\left(\mathfrak{U}, L^{2}(\mathcal{M})\right)}^{6} d s \\
& \lesssim \mathbb{E} \int_{0}^{t}\left|\sigma\left(u^{n}(s)\right)\right|_{L_{2}\left(\mathfrak{U}, L^{2}(\mathcal{M})\right)}^{6} d s \\
& \leq(\operatorname{by}(6.8)) \\
& \leq c^{\prime} c_{B}^{6} \mathbb{E} \int_{0}^{t}\left(1+\left|u^{n}\right|\right)^{6} d s .
\end{aligned}
$$

This together with (6.41) implies that

$$
\begin{equation*}
\mathbb{E}\left|J_{6}^{n}\right|_{W^{\alpha, 6}\left(0, T ; L^{2}(\mathcal{M})\right)}^{2} \text { is bounded independently of } n \text { and } \epsilon, \quad \forall \alpha<\frac{1}{2} \tag{6.72}
\end{equation*}
$$

Hence we obtain (6.63). Collecting the estimates (6.66) and (6.70)-(6.72), we obtain

$$
\begin{equation*}
\mathbb{E}\left|u^{n}\right|_{W^{\alpha, 2}\left(0, T ; \Xi_{2}^{\prime}\right)} \text { is bounded independently of } n \text { and } \epsilon, \quad \alpha<\frac{1}{2} \tag{6.73}
\end{equation*}
$$

By (6.52) we deduce

$$
\begin{equation*}
\mathbb{E}\left|u^{n}\right|_{L^{2}\left(0, T ; H_{0}^{1}(\mathcal{M})\right)} \text { is bounded independently of } n \tag{6.74}
\end{equation*}
$$

but the bounds may depend on $\epsilon$. From (6.73) and (6.74) we obtain (6.61).
Observing from (6.64) that $u^{n}(t)-\int_{0}^{t} \sigma^{n}\left(u^{n}\right) d W(s)=J_{1}^{n}+J_{2}^{n}+J_{3}^{n}+J_{4}^{n}+J_{5}^{n}$, and applying (6.66), (6.70) and (6.71), we obtain (6.62) as desired.

Remark 6.2.2. See Lemma 6.3.3 below for a variant of the proof of Lemma 6.2.3 leading to the analogue of bounds in (6.61)-(6.63) but independent of $\epsilon$. Note however that the proof in Lemma 6.3.3 for $u^{\epsilon}$ can not be applied here to $u^{\epsilon, n}$, because multiplication by $\sqrt{1+x}$ does not commute with $P^{n}$, which prevents us from deducing for now the estimates derived from (6.84) below.

Proof of Theorem 6.2.1. The rest of the proof of Theorem 6.2.1 is classical (see e.g. [18] and [11]). Applying Lemma 7.3.1 (of the Appendix) and Chebychev's inequality to the estimates (6.61)-(6.63), we can use the same technic as that for the proof of Lemma 4.1 in [11] to derive the compactness and tightness properties of the sequences $\left(u^{\epsilon, n}(t), W(t)\right)$ in $n$ for fixed $\epsilon$. Then we apply the Skorokhod embedding theorem to construct some subsequence $\left\{\left(u^{\epsilon, n_{k}}(t), W(t)\right)\right\}$ that converges strongly as $n_{k} \rightarrow \infty$, upon shifting the underlying probability basis. Then we pass to the limit on the Galerkin truncation (6.37) as $n_{k} \rightarrow \infty(\epsilon$ fixed). Note that we do not need to worry about passing to the limit on the boundary conditions, because they are all well-defined (and conserved) thanks to (6.53). Thus, we have established the existence of martingale solutions to the regularized stochastic ZK equation (6.16)-(6.18), (2.2) and (2.4) in the sense of Definition 6.2.1.

As for the pathwise solutions, we first prove the pathwise uniqueness of martingale solutions, and then by the Gyöngy-Krylov Theorem we obtain the global existence of pathwise solutions in the sense of Definition 6.2.2.

To conclude, we have completed the proof of Theorem 6.2.1.

We will develop these steps below in more details in the more complicated case when $\epsilon \rightarrow 0$.

### 6.3 Passage to the Limit as $\epsilon \rightarrow 0$

We now aim to study the stochastic solutions to the ZK equation basically by passing to the limit as $\epsilon \rightarrow 0$ in (6.16) and the boundary conditions (2.2), (2.4), (6.17) and (6.18).

Definition of solutions of the stochastic $Z K$ equation. The definition of the martingale and pathwise solutions for the stochastic ZK equation are essentially the same as that for the regularized equation, with the necessary changes in the assumptions, equations and the function spaces.

Definition 6.3.1. (Global Martingale Solutions) Let $\mu_{u_{0}}$ be the probability measure of $u_{0}$ given as in (6.12) on $L^{2}(\mathcal{M})$ and assume that (6.8), (6.9) and (6.13) hold.

A global martingale solution to the stochastic ZK equation (6.1), (2.2)-(2.4) (in the Dirichlet case) is defined as in Definition 6.2.1 as a pair $(\tilde{\mathcal{S}}, \tilde{u})$, such that

$$
\begin{gather*}
\tilde{u} \in L^{6}\left(\tilde{\Omega} ; L^{\infty}\left(0, T ; L^{2}(\mathcal{M})\right)\right) \cap L^{2}\left(\tilde{\Omega} ; L^{2}\left(0, T ; H_{0}^{1}(\mathcal{M})\right)\right),  \tag{6.75}\\
\left.\tilde{u}(\cdot, \omega) \in \mathcal{C}\left([0, T] ; L_{w}^{2}(\mathcal{M})\right)\right) \tilde{\mathbb{P}}-\text { a.s. }, \tag{6.76}
\end{gather*}
$$

and $\tilde{u}$ satisfying almost surely

$$
\begin{equation*}
\tilde{u}(t)+\int_{0}^{t}\left(\Delta \tilde{u}_{x}+c \tilde{u}_{x}+\tilde{u} \tilde{u}_{x}\right) d s=\tilde{u}(0)+\int_{0}^{t} f d s+\int_{0}^{t} \sigma(\tilde{u}) d \tilde{W}(s) ; \tag{6.77}
\end{equation*}
$$

the equality in (6.77) is understood in the sense of distributions on $\mathcal{D}(\mathcal{M})$ for every $t \in[0, T]$.
Moreover $\tilde{u}$ vanishes on $\partial \mathcal{M}\left(\right.$ since $\tilde{u} \in L^{2}\left(\tilde{\Omega} ; L^{2}\left(0, T ; H_{0}^{1}(\mathcal{M})\right)\right)$ ) and $\left.\tilde{u}_{x}\right|_{x=1}=0$. For the latter, we observe that according to Lemma 6.3 .5 below, $\left.\tilde{u}_{x}\right|_{x=1}=0$ makes sense in a suitable space for any $\tilde{u}$ satisfying (6.75) and (6.77).

Definition 6.3.2. (Global Pathwise Solutions; Uniqueness)
Let $\mathcal{S}:=\left(\Omega, \mathcal{F},\left\{\mathcal{F}_{t}\right\}_{t \geq 0}, \mathbb{P},\left\{W^{k}\right\}_{k \geq 1}\right)$ be a fixed stochastic basis and suppose that $u_{0}$ is an $L^{2}(\mathcal{M})$-valued random variable (relative to $\mathcal{S}$ ) satisfying (6.14). We suppose that $\sigma$ and $f$ satisfy (6.8), (6.9), (6.11) and (6.15).
(i) A global pathwise solution $u$ of (6.1) and (2.2)-(2.4) is defined as in Definition 6.2.2 with (6.33)-(6.35) replaced by (6.75)-(6.77). Also note that $u$ vanishes on $\partial \mathcal{M}$ (because $u$ $\in L^{2}\left(\Omega ; L^{2}\left((0, T) ; H_{0}^{1}(\mathcal{M})\right)\right)$ and $\left.u_{x}\right|_{x=1}=0$ which makes sense for the same reasons as for the martingale solution.
(ii) Global pathwise uniqueness is defined in the same way as in Definition 6.2.2.

The strategy is the same as that in the case of the regularized stochastic ZK equation in Section 6.2.2: we first derive the global existence of martingale solutions, then prove
the pathwise uniqueness of martingale solutions and hence deduce the existence of global pathwise solutions.

### 6.3.1 Martingale Solutions in Dimensions 2 and 3

All the subsequent proofs are valid for $d=1$ or 2 , except for (6.81) and (6.83), and for the uniqueness in Section 6.3.2, which are only valid for $d=1$ (space dimension two).

Theorem 6.3.1. When $d=1$ or 2 , suppose that $\mu_{0}$ satisfies (6.12), that $\sigma$ and $f$ maintain (6.8), (6.9) and (6.13). Then there exists a global martingale solution ( $\tilde{\mathcal{S}}, \tilde{u})$ of (6.1) and (2.2)-(2.4) in the sense of Definition 6.3.1.

Furthermore, when $d=1$, and if additionally $f$ and $\sigma$ satisfy (6.15) and (6.11), then the martingale solution is pathwise unique (see Proposition 6.3 .3 below).

To prove Theorem 6.3.1, similar to the case of the regularized stochastic ZK equation, we first derive the estimates leading to weak convergence, then using the Skorokhod embedding theorem we upgrade the weak convergence into the strong convergence, with the probability basis shifted. Special measures will be taken to pass to the limit in the boundary conditions.

## Estimates and Developments Independent of $\epsilon$.

We begin the proof of Theorem 6.3 .1 by deriving the estimates on $u^{\epsilon}$ valid as $\epsilon \rightarrow 0$. We observe that we can prove the estimates in (6.39)-(6.42) under the new assumptions in Theorem 6.3.1.

Lemma 6.3.1. With the assumptions of Theorem 6.3.1, when $d=1,2$, we have the following estimates valid as $\epsilon \rightarrow 0$ :

$$
\begin{gather*}
\left.u_{x}^{\epsilon}\right|_{x=0} \text { remains bounded in } L^{2}\left(\Omega ; L^{2}\left(0, T ; L^{2}\left(I_{x^{\perp}}\right)\right)\right),  \tag{6.78}\\
\sqrt{\epsilon} u^{\epsilon} \text { remains bounded in } L^{2}\left(\Omega ; L^{2}\left(0, T ; \Xi_{1}\right)\right), \tag{6.79}
\end{gather*}
$$

$$
\begin{equation*}
u^{\epsilon} \text { remains bounded in } L^{6}\left(\Omega ; L^{\infty}\left(0, T ; L^{2}(\mathcal{M})\right)\right) \tag{6.80}
\end{equation*}
$$

If we additionally assume that $u_{0}$ and $f$ satisfy (6.14) and (6.15), then we have

$$
\begin{equation*}
u^{\epsilon} \text { remains bounded in } L^{7}\left(\Omega ; L^{\infty}\left(0, T ; L^{2}(\mathcal{M})\right)\right) \tag{6.81}
\end{equation*}
$$

Proof. The estimates follow from (6.39)-(6.41) (or (6.42)) by passing to the lower limit first in $n$ and then in $\epsilon$ using the lower semicontinuity of the norms; indeed e.g. to show (6.80), with (6.41) we obtain $\left|u^{\epsilon}\right|_{L^{6}\left(\Omega ; L^{\infty}\left(0, T ; L^{2}(\mathcal{M})\right)\right)} \leq \liminf _{n}\left|u^{\epsilon, n}\right|_{L^{6}\left(\Omega ; L^{\infty}\left(0, T ; L^{2}(\mathcal{M})\right)\right)} \leq \kappa_{1}^{\prime}$, for a constant $\kappa_{1}^{\prime}$ independent of $\epsilon$.

Lemma 6.3.2. The assumptions are those of Theorem 6.3.1 with $d=1$ or 2 . We have the following estimates valid as $\epsilon \rightarrow 0$ :

$$
\begin{equation*}
u^{\epsilon} \text { remains bounded in } L^{2}\left(\Omega ; L^{2}\left(0, T ; H_{0}^{1}(\mathcal{M})\right)\right) \tag{6.82}
\end{equation*}
$$

If furthermore we suppose that $u_{0}$ and $f$ satisfy (6.14) and (6.15), and $d=1$, then we have

$$
\begin{equation*}
u^{\epsilon} \text { remains bounded in } L^{7 / 2}\left(\Omega ; L^{2}\left(0, T ; H_{0}^{1}(\mathcal{M})\right)\right) . \tag{6.83}
\end{equation*}
$$

Remark 6.3.1. We will use (6.81) and (6.83) only when dealing with the pathwise uniqueness (see the calculations leading to (6.156) below).

Proof of Lemma 6.3.2. The proof does not follow promptly from the estimates on $u^{\epsilon, n}$ as that of (6.78)-(6.81), but they are derived directly from the solutions $u^{\epsilon}$ of the regularized equations; this is in fact the reason for which we introduced this regularization. Note that the solutions $u^{\epsilon}$ are sufficiently regular for the following calculations to be valid.

We start by multiplying (6.25) with $\sqrt{1+x}$, to find

$$
\begin{equation*}
d\left(\sqrt{1+x} u^{\epsilon}\right)=\sqrt{1+x} \mathcal{N}\left(u^{\epsilon}\right) d t+\sqrt{1+x} \sigma\left(u^{\epsilon}\right) d W(t) \tag{6.84}
\end{equation*}
$$

where again $\mathcal{N}\left(u^{\epsilon}\right):=-A u^{\epsilon}-B\left(u^{\epsilon}\right)-\epsilon L u^{\epsilon}+f^{\epsilon}$. Applying the Itō formula to (6.84), we obtain

$$
\begin{align*}
d\left|\sqrt{1+x} u^{\epsilon}\right|^{2}= & 2\left(\sqrt{1+x} u^{\epsilon}, \sqrt{1+x} \mathcal{N}\left(u^{\epsilon}\right)\right) d t \\
& +2\left(\sqrt{1+x} u^{\epsilon}, \sqrt{1+x} \sigma\left(u^{\epsilon}\right) d W(t)\right)  \tag{6.85}\\
& +\left\|\sqrt{1+x} \sigma\left(u^{\epsilon}\right)\right\|_{L_{2}\left(\mathfrak{U}, L^{2}(\mathcal{M})\right)}^{2} d t .
\end{align*}
$$

With exactly the same calculations as in the deterministic case (see Section 3.1), performed a.s. and for a.e. $t$, we have:

$$
\begin{align*}
& 2\left(\sqrt{1+x} u^{\epsilon}, \sqrt{1+x} \mathcal{N}\left(u^{\epsilon}\right)\right) \\
& \quad=-\left|\nabla u^{\epsilon}\right|^{2}-2\left|u_{x}^{\epsilon}\right|^{2}-\left.(1-2 \epsilon)\left|u_{x}^{\epsilon}\right|_{x=0}\right|_{L^{2}\left(I_{x \perp}\right)} ^{2}  \tag{6.86}\\
& \left.\quad-2 \epsilon\left(\left|\sqrt{1+x} u_{x x}^{\epsilon}\right|^{2}+\left|\sqrt{1+x} u_{y y}^{\epsilon}\right|^{2}+\left|\sqrt{1+x} u_{z z}^{\epsilon}\right|^{2}\right)\right) \\
& \quad+2\left(f,(1+x) u^{\epsilon}\right)+\frac{2}{3} \int_{\mathcal{M}}\left(u^{\epsilon}\right)^{3} d \mathcal{M}+c\left|u^{\epsilon}\right|^{2}
\end{align*}
$$

Integrating both sides of (6.85) in $t$ from 0 to $s, 0 \leq s \leq T$, we find with (6.86) that when say $\epsilon \leq 1 / 4$,

$$
\begin{align*}
\int_{0}^{s}\left|\nabla u^{\epsilon}\right|^{2} d t \leq \mid & \left.\sqrt{1+x} u_{0}^{\epsilon}\right|^{2}+2 \int_{0}^{s}\left(f^{\epsilon},(1+x) u^{\epsilon}\right) d t+\frac{2}{3} \int_{0}^{s}\left|u^{\epsilon}\right|_{L^{3}(\mathcal{M})}^{3} d t \\
& +c \int_{0}^{s}\left|u^{\epsilon}\right|^{2} d t+\int_{0}^{s}\left\|\sqrt{1+x} \sigma\left(u^{\epsilon}\right)\right\|_{L_{2}\left(\mathfrak{U}, L^{2}(\mathcal{M})\right)}^{2} d t  \tag{6.87}\\
& +2 \int_{0}^{s}\left((1+x) u^{\epsilon}, \sigma\left(u^{\epsilon}\right) d W(t)\right)
\end{align*}
$$

For the first term on the right-hand side, using $H^{1 / 2}(\mathcal{M}) \subset L^{3}(\mathcal{M})$ in dimension three, we have $\left|u^{\epsilon}\right|_{L^{3}(\mathcal{M})}^{3} \leq c^{\prime}\left|u^{\epsilon}\right|^{3 / 2}\left|\nabla u^{\epsilon}\right|^{3 / 2} \leq \frac{1}{4}\left|\nabla u^{\epsilon}\right|^{2}+c^{\prime}\left|u^{\epsilon}\right|^{6}$; hence taking expectations on both sides of (6.87) and using Hölder's inequality, we obtain

$$
\begin{align*}
\frac{1}{2} \mathbb{E} \int_{0}^{s}\left|\nabla u^{\epsilon}\right|^{2} d t \lesssim & 2 \mathbb{E}\left|u_{0}^{\epsilon}\right|^{2}+\mathbb{E} \int_{0}^{s}\left|f^{\epsilon}\right|^{2} d t+c^{\prime} \mathbb{E} \int_{0}^{s}\left|u^{\epsilon}\right|^{6} d t+c^{\prime}  \tag{6.88}\\
& +\mathbb{E} \int_{0}^{s}\left\|\sqrt{1+x} \sigma\left(u^{\epsilon}\right)\right\|_{L_{2}\left(\mathfrak{U}, L^{2}(\mathcal{M})\right)}^{2} d t
\end{align*}
$$

Here the stochastic term vanishes. We find with (6.80) and (6.88)

$$
\begin{equation*}
\mathbb{E} \int_{0}^{T}\left|\nabla u^{\epsilon}\right|^{2} d t \leq \kappa_{5} \tag{6.89}
\end{equation*}
$$

for a constant $\kappa_{5}$ depending only on $u_{0}, f, T$ and $\sigma$, and independent of $\epsilon$; this implies (6.82).

Returning to (6.87), when $d=1$, we have

$$
\begin{align*}
\int_{0}^{s}\left|u^{\epsilon}\right|_{L^{3}(\mathcal{M})}^{3} d t & \leq\left(H^{1 / 3}(\mathcal{M}) \subset L^{3}(\mathcal{M})\right. \text { in dimension 2) } \\
& \leq \int_{0}^{s}\left|u^{\epsilon}\right|^{2}\left|\nabla u^{\epsilon}\right| d t d \mathcal{M}  \tag{6.90}\\
& \leq c^{\prime} \sup _{0 \leq t \leq s}\left|u^{\epsilon}(t)\right|^{4}+\frac{1}{3}\left(\int_{0}^{s}\left|\nabla u^{\epsilon}\right| d t\right)^{2}
\end{align*}
$$

Hence (6.87) implies

$$
\begin{gather*}
\frac{1}{2} \int_{0}^{s}\left|\nabla u^{\epsilon}\right|^{2} d t \leq 2\left|u_{0}^{\epsilon}\right|^{2}+\int_{0}^{s}\left|f^{\epsilon}\right|^{2} d t+c^{\prime} \int_{0}^{s}\left|u^{\epsilon}\right|^{2} d t+c^{\prime} \sup _{0 \leq t \leq s}\left|u^{\epsilon}(t)\right|^{4}+c^{\prime}  \tag{6.91}\\
+2 \int_{0}^{s}\left((1+x) u^{\epsilon}, \sigma\left(u^{\epsilon}\right) d W(t)\right)
\end{gather*}
$$

Taking the supremum over $[0, T]$, raising both sides to the power $7 / 4$, then taking expectations, we obtain with Minkowski's inequality and Fubini's Theorem:

$$
\begin{align*}
\frac{1}{2} \mathbb{E}\left(\int_{0}^{T}\left|\nabla u^{\epsilon}\right|^{2} d t\right)^{7 / 4} \lesssim & \mathbb{E}\left|u_{0}^{\epsilon}\right|^{7 / 2}+\mathbb{E} \int_{0}^{T}\left|f^{\epsilon}\right|^{7 / 2} d t \\
& +\mathbb{E} \int_{0}^{T}\left|u^{\epsilon}\right|^{7 / 2} d t+\mathbb{E} \sup _{0 \leq s \leq T}\left|u^{\epsilon}(s)\right|^{7}+c^{\prime}  \tag{6.92}\\
& +2 \mathbb{E}\left[\sup _{0 \leq s \leq T} \int_{0}^{s} \mid\left((1+x) u^{\epsilon}, \sigma\left(u^{\epsilon}\right) d W(t)\right)\right]^{7 / 4} .
\end{align*}
$$

For the stochastic term, we have

$$
\begin{aligned}
& \mathbb{E}\left[\sup _{0 \leq s \leq T} \int_{0}^{s}\left|\left((1+x) u^{\epsilon}, \sigma\left(u^{\epsilon}\right) d W(t)\right)\right|\right]^{7 / 4} \\
& \leq \mathbb{E} \sup _{0 \leq s \leq T}\left|\int_{0}^{s}\left((1+x) u^{\epsilon}, \sigma\left(u^{\epsilon}\right) d W(t)\right)\right|^{7 / 4}
\end{aligned}
$$

$\leq$ (by the Burkholder-Davis-Gundy inequality (6.3))

$$
\begin{aligned}
& \leq c_{1} \mathbb{E}\left[\left(\int_{0}^{T}\left|u^{\epsilon}\right|^{2}\left\|\sigma\left(u^{\epsilon}\right)\right\|_{L_{2}\left(\mathfrak{U}, L^{2}(\mathcal{M})\right)}^{2} d t\right)^{7 / 8}\right] \\
& \lesssim \mathbb{E}\left[\left(\int_{0}^{T}\left|u^{\epsilon}\right|^{4} d t\right)^{7 / 8}\right]+c^{\prime}
\end{aligned}
$$

This together with (6.92) implies

$$
\begin{gather*}
\frac{1}{2} \mathbb{E}\left(\int_{0}^{T}\left|\nabla u^{\epsilon}\right|^{2} d t\right)^{7 / 4} \lesssim \mathbb{E}\left|u_{0}^{\epsilon}\right|^{7 / 2}+\mathbb{E} \int_{0}^{T}\left|f^{\epsilon}\right|^{7 / 2} d t+\mathbb{E} \int_{0}^{T}\left|u^{\epsilon}\right|^{7 / 2} d t  \tag{6.93}\\
+\mathbb{E} \sup _{0 \leq s \leq T}\left|u^{\epsilon}(s)\right|^{7}+\mathbb{E} \int_{0}^{r}\left|u^{\epsilon}\right|^{4} d t+c^{\prime} .
\end{gather*}
$$

Hence (6.93) and (6.81) imply

$$
\begin{equation*}
\mathbb{E}\left(\int_{0}^{T}\left|\nabla u^{\epsilon}\right|^{2} d t\right)^{7 / 4} \leq \kappa_{6}, \tag{6.94}
\end{equation*}
$$

for a constant $\kappa_{6}$ depending only on $u_{0}, f, T$ and $\sigma$, and independent of $\epsilon$; this implies (6.83). The proof of Lemma 6.3.2 is complete.

Estimates in fractional Sobolev spaces.

Lemma 6.3.3. With the same assumptions as in Theorem 6.3.1 and $d=1,2$, we have

$$
\begin{gather*}
\mathbb{E}\left|u^{\epsilon}\right|_{\mathcal{Y}}^{2} \leq \kappa_{7},  \tag{6.95}\\
\mathbb{E}\left|u^{\epsilon}(t)-\int_{0}^{t} \sigma\left(u^{\epsilon}\right) d W(s)\right|_{H^{1}\left(0, T ; \Xi_{2}^{\prime}\right)}^{2} \leq \kappa_{8},  \tag{6.96}\\
\mathbb{E}\left|\int_{0}^{t} \sigma\left(u^{\epsilon}\right) d W(s)\right|_{W^{\alpha, 6}\left(0, T ; L^{2}(\mathcal{M})\right)}^{2} \leq \kappa_{9}, \quad \forall \alpha<\frac{1}{2}, \tag{6.97}
\end{gather*}
$$

where $\mathcal{Y}$ is defined as in (6.60), and $\kappa_{7}, \kappa_{8}$ and $\kappa_{9}$ are independent of $\epsilon$.
Proof. By repeating the proof of Lemma 6.2 .3 (see Remark 6.2.2), we see that we can obtain for $u^{\epsilon}$ the estimates analog to (6.61)-(6.63) independent of $\epsilon$. The only point is to derive the estimate of $\mathbb{E}\left|u^{\epsilon}\right|_{L^{2}\left(0, T ; H_{0}^{1}(\mathcal{M})\right)}$ being bounded independently of $\epsilon$ (see (6.74) correspondingly). For that we just need the estimate (6.82). Hence Lemma 6.3.3 is proven.

Compactness Arguments for $\left\{\left(u^{\epsilon}, W\right)\right\}_{\epsilon>0}$

With these estimates independent of $\epsilon$ in hand, we can establish the compactness of the family $\left(u^{\epsilon}(t), W(t)\right)$. For this purpose we consider the following phase spaces:

$$
\begin{equation*}
\mathcal{X}_{u}=L^{2}\left(0, T ; L^{2}(\mathcal{M})\right) \cap \mathcal{C}\left(0, T ; H^{-5}(\mathcal{M})\right), \quad \mathcal{X}_{W}=\mathcal{C}\left(0, T ; \mathfrak{U}_{0}\right), \quad \mathcal{X}=\mathcal{X}_{u} \times \mathcal{X}_{W} . \tag{6.98}
\end{equation*}
$$

We then define the probability laws of $u^{\epsilon}(t)$ and $W(t)$ respectively in the corresponding phase spaces:

$$
\begin{equation*}
\mu_{u}^{\epsilon}(\cdot)=\mathbb{P}\left(u^{\epsilon} \in \cdot\right), \tag{6.99}
\end{equation*}
$$

and

$$
\begin{equation*}
\mu_{W}(\cdot)=\mu_{W}^{\epsilon}(\cdot)=\mathbb{P}(W \in \cdot) . \tag{6.100}
\end{equation*}
$$

This defines a family of probability measures $\mu^{\epsilon}:=\mu_{u}^{\epsilon} \times \mu_{W}^{\epsilon}$ on the phase space $\mathcal{X}$. We now show that this family is tight in $\epsilon$. More precisely:

Lemma 6.3.4. We suppose that $d=1,2$, and the hypotheses of Theorem 6.3.1 hold. Consider the measures $\mu^{\epsilon}$ on $\mathcal{X}$ defined according to (6.99) and (6.100). Then the family $\left\{\mu^{\epsilon}\right\}_{\epsilon>0}$ is tight and therefore weakly compact over the phase space $\mathcal{X}$.

Proof. We can use the same technic as in the proof of Lemma 4.1 in [11]. The main idea is to apply Lemma 7.3.1 (of the Appendix) and Chebychev's inequality to (6.95)-(6.97).

Strong convergence as $\epsilon \rightarrow 0$. Since the family of measures $\left\{\mu^{\epsilon}\right\}$ associated with the family $\left(u^{\epsilon}(t), W(t)\right)$ is weakly compact on $\mathcal{X}$, we deduce that $\mu^{\epsilon}$ converges weakly to a probability measure $\mu$ on $\mathcal{X}$ up to a subsequence. We can apply the Skorokhod embedding theorem (see Theorem 2.4 in [9], also [3] and $[26]^{2}$ ) to deduce the strong convergence of a further subsequence, that is :

Proposition 6.3.1. Suppose that $\mu_{0}$ is a probability measure on $L^{2}(\mathcal{M})$ that satisfies (6.12). Then there exists a probability space $(\tilde{\Omega}, \tilde{\mathcal{F}}, \tilde{\mathbb{P}})$, and a subsequence $\epsilon_{k}$ of random vectors $\left(\tilde{u}^{\epsilon_{k}}, \tilde{W}^{\epsilon_{k}}\right)$ with values in $\mathcal{X}(\mathcal{X}$ defined in (6.98)) such that
(i) $\left(\tilde{u}^{\epsilon_{k}}, \tilde{W}^{\epsilon_{k}}\right)$ have the same probability distributions as $\left(u^{\epsilon_{k}}, W^{\epsilon_{k}}\right)$.

[^2](ii) $\left(\tilde{u}^{\epsilon_{k}}, \tilde{W}^{\epsilon_{k}}\right)$ converges almost surely as $\epsilon_{k} \rightarrow 0$, in the topology of $\mathcal{X}$, to an element $(\tilde{u}, \tilde{W}) \in \mathcal{X}$, i.e.
\[

$$
\begin{gather*}
\left.\tilde{u}^{\epsilon_{k}} \rightarrow \tilde{u} \text { strongly in } L^{2}\left(0, T ; L^{2}(\mathcal{M})\right)\right) \cap \mathcal{C}\left([0, T] ; H^{-5}(\mathcal{M})\right) \text { a.s., }  \tag{6.101}\\
\qquad \tilde{W}^{\epsilon_{k}} \rightarrow \tilde{W} \text { strongly in } \mathcal{C}\left([0, T] ; \mathfrak{U}_{0}\right) \text { a.s. } \tag{6.102}
\end{gather*}
$$
\]

where $(\tilde{u}, \tilde{W})$ has the probability distribution $\mu$.
(iii) $\tilde{W}^{\epsilon_{k}}$ is a cylindrical Wiener process, relative to the filtration $\tilde{\mathcal{F}}_{t}^{\epsilon_{k}}$, given by the completion of the $\sigma$-algebra generated by $\left\{\left(\tilde{u}^{\epsilon_{k}}(s), \tilde{W}^{\epsilon_{k}}(s)\right) ; s \leq t\right\}$.
(iv) For each fixed $\epsilon_{k}, \tilde{u}^{\epsilon_{k}} \in L^{2}\left(\tilde{\Omega} ; L^{2}\left(0, T ; \Xi_{2}\right)\right)$. Moreover, all the statistical estimates on $u^{\epsilon_{k}}$ are valid for $\tilde{u}^{\epsilon_{k}}$, in particular, (6.80) and (6.82) hold.
(v) Each pair ( $\left.\tilde{u}^{\epsilon_{k}}, \tilde{W}^{\epsilon_{k}}\right)$ satisfies (6.16) as an equation in $L^{2}(\mathcal{M})$ a.s., and satisfies the boundary conditions (2.2), (2.4), (6.17) and (6.18) thanks to (iv), that is, $\tilde{u}^{\epsilon_{k}}(t)$ is adapted to $\tilde{\mathcal{F}}_{t}^{\epsilon_{k}}$, and

$$
\begin{align*}
& d \tilde{u}^{\epsilon_{k}}=\left(-A \tilde{u}^{\epsilon_{k}}-B\left(\tilde{u}^{\epsilon_{k}}\right)-\epsilon_{k} L \tilde{u}^{\epsilon_{k}}+f^{\epsilon_{k}}\right) d t+\sigma\left(\tilde{u}^{\epsilon_{k}}\right) d \tilde{W}^{\epsilon_{k}}(t),\left.\quad \tilde{u}_{x}^{\epsilon_{k}}\right|_{x=1}=0,\left.\tilde{u}_{x x}^{\epsilon_{k}}\right|_{x=0}=\left.\tilde{u}_{y y}^{\epsilon_{k}}\right|_{y= \pm \frac{\pi}{2}}=\left.\tilde{u}_{z z}^{\epsilon_{k}}\right|_{z= \pm \frac{\pi}{2}}=0, \\
& \tilde{u}^{\epsilon_{k}}=0 \text { on } \partial \mathcal{M}, \quad  \tag{6.103}\\
& \tilde{u}^{\epsilon_{k}}(0)=\tilde{u}_{0}^{\epsilon_{k}} .
\end{align*}
$$

Proof. (i) and (ii) follow directly from the Skorokhod embedding theorem.
To prove (iv), we first observe that thanks to Lemma 7.6.2 (of the Appendix), the space $L^{2}\left(0, T ; \Xi_{2}\right)$ is a Borel set in the space $\mathcal{X}_{u}$, and hence the integration $\int_{L^{2}\left(0, T ; \Xi_{2}\right)}|u|^{2} d \mu_{u}^{\epsilon_{k}}(u)$ makes sense, and by (i) we have for each $\epsilon_{k}$,

$$
\mathbb{E}\left|u^{\epsilon_{k}}\right|_{L^{2}\left(0, T ; \Xi_{2}\right)}^{2}=\int_{L^{2}\left(0, T ; \Xi_{2}\right)}|u|^{2} d \mu_{u}^{\epsilon_{k}}(u)=\tilde{\mathbb{E}}\left|\tilde{u}^{\epsilon_{k}}\right|_{L^{2}\left(0, T ; \Xi_{2}\right)}^{2}<(\text { by }(6.33))<\infty
$$

In the same way we would prove that all estimates on $u^{\epsilon}$ are valid for $\tilde{u}^{\epsilon_{k}}$, particularly (6.80) and (6.82).

To prove (v), we define

$$
\begin{aligned}
& \tilde{M}^{\epsilon_{k}} \\
& :=\int_{0}^{T}\left|\tilde{u}^{\epsilon_{k}}(t)+\int_{0}^{t} A \tilde{u}^{\epsilon_{k}}+B\left(\tilde{u}^{\epsilon_{k}}\right)+\epsilon_{k} L \tilde{u}^{\epsilon_{k}}-f^{\epsilon_{k}} d s-\tilde{u}^{\epsilon_{k}}(0)-\int_{0}^{t} \sigma\left(\tilde{u}^{\epsilon_{k}}\right) d \tilde{W}^{\epsilon_{k}}(s)\right|^{2} d t ;
\end{aligned}
$$

then we can use the exact same technique in [2] to prove $\tilde{\mathbb{E}} \frac{\tilde{M}^{\epsilon_{k}}}{1+\tilde{M}^{\epsilon_{k}}}=0$. Hence we obtain (6.103).

## Passage to the Limit

Now equipped with the strong convergences in (6.101), we can consider passing to the limit on the regularized equation $(6.103)_{1}$ as $\epsilon_{k} \rightarrow 0$. Note that (6.103) $)_{1}$ is the version of (6.16) provided by the Skorokhod embedding theorem.

Thanks to (6.80) and (6.82), we deduce the existence of an element

$$
\begin{equation*}
\tilde{u} \in L^{6}\left(\tilde{\Omega} ; L^{\infty}\left(0, T ; L^{2}(\mathcal{M})\right)\right) \cap L^{2}\left(\tilde{\Omega} ; L^{2}\left(0, T ; H_{0}^{1}(\mathcal{M})\right)\right), \tag{6.104}
\end{equation*}
$$

and a subsequence still denoted as $\epsilon_{k}$ such that

$$
\begin{equation*}
\tilde{u}^{\epsilon_{k}} \rightharpoonup \tilde{u} \text { weak-star in } L^{6}\left(\tilde{\Omega} ; L^{\infty}\left(0, T ; L^{2}(\mathcal{M})\right)\right), \tag{6.105}
\end{equation*}
$$

and

$$
\begin{equation*}
\tilde{u}^{\epsilon_{k}} \rightharpoonup \tilde{u} \text { weakly in } L^{2}\left(\tilde{\Omega} ; L^{2}\left(0, T ; H_{0}^{1}(\mathcal{M})\right)\right) . \tag{6.106}
\end{equation*}
$$

Fixing $u^{\sharp} \in \Xi_{2}$, by (6.106) and (6.105) we can pass to the limit in the linear terms.

For the nonlinear term, for every $u^{\sharp} \in \Xi_{2}$, we write a.s. and for a.e. $t$ :

$$
\begin{align*}
& \mid \int_{0}^{t}\left(B\left(\tilde{u}^{\epsilon_{k}}\right)-B(\tilde{u}), u^{\sharp}\right) d s \mid \\
& \quad=\frac{1}{2}\left|\int_{0}^{t}\left(\left(\tilde{u}^{\epsilon_{k}}-\tilde{u}\right)\left(\tilde{u}^{\epsilon_{k}}+\tilde{u}\right), u_{x}^{\sharp}\right) d s\right| \\
& \quad \leq \frac{1}{2} \int_{0}^{t}\left|\tilde{u}^{\epsilon_{k}}-\tilde{u}\right|\left|\tilde{u}^{\epsilon_{k}}+\tilde{u}\right|\left|u_{x}^{\sharp}\right|_{L^{\infty}(\mathcal{M})} d s \tag{6.107}
\end{align*}
$$

$$
\leq(\text { by the same calculations as in }(6.67))
$$

$$
\leq \frac{1}{2} \int_{0}^{t}\left|\tilde{u}^{\epsilon_{k}}-\tilde{u}\right|\left|\tilde{u}^{\epsilon_{k}}+\tilde{u}\right|\left|u^{\sharp}\right| \Xi_{2} d s
$$

$$
\leq \frac{1}{2}\left|u^{\sharp}\right| \Xi_{2}\left(\int_{0}^{T}\left|\tilde{u}^{\epsilon_{k}}-\tilde{u}\right|^{2} d s\right)^{1 / 2}\left(\int_{0}^{T}\left|\tilde{u}^{\epsilon_{k}}+\tilde{u}\right|^{2} d s\right)^{1 / 2} .
$$

Thus with (6.101) and (6.80), we deduce that

$$
\begin{equation*}
\int_{0}^{t}\left(B\left(\tilde{u}^{\epsilon_{k}}\right), u^{\sharp}\right) d s \rightarrow \int_{0}^{t}\left(B(\tilde{u}), u^{\sharp}\right) d s \quad \text { for a.e. }(\tilde{\omega}, t) \in \tilde{\Omega} \times(0, T) . \tag{6.108}
\end{equation*}
$$

We next establish the convergence for the nonlinear term in the space $L^{1}(\tilde{\Omega} \times(0, T))$. We calculate as in (6.68),

$$
\mathbb{E} \int_{0}^{T}\left|\int_{0}^{t}\left(B\left(\tilde{u}^{\epsilon_{k}}\right), u^{\sharp}\right) d s\right|^{2} d t \lesssim \mathbb{E} \int_{0}^{T}\left|\tilde{u}^{\epsilon_{k}}\right|^{4}\left|u^{\sharp}\right|_{\Xi_{2}}^{2} d s \lesssim\left|u^{\sharp}\right|_{\Xi_{2}}^{2} \mathbb{E} \int_{0}^{T}\left|\tilde{u}^{\epsilon_{k}}\right|^{4} d s .
$$

Thus by (6.80), we have

$$
\left\{\int_{0}^{t}\left(B\left(\tilde{u}^{\epsilon_{k}}\right), u^{\sharp}\right) d s\right\}_{\epsilon_{k}>0} \text { is uniformly integrable for all } \epsilon_{k} \text { in } L^{1}(\tilde{\Omega} \times(0, T)) .
$$

Hence thanks to the Vitali convergence theorem, we conclude that

$$
\begin{equation*}
\int_{0}^{t}\left\langle B\left(\tilde{u}^{\epsilon_{k}}\right), u^{\sharp}\right\rangle d s \rightarrow \int_{0}^{t}\left\langle B(\tilde{u}), u^{\sharp}\right\rangle d s \quad \text { in } L^{1}(\tilde{\Omega}) \times(0, T) . \tag{6.109}
\end{equation*}
$$

For the stochastic term, by (6.101) we obtain

$$
\begin{equation*}
\left|\tilde{u}^{\epsilon_{k}}-\tilde{u}\right|^{2} \rightarrow 0, \quad \text { for a.e. }(\tilde{\omega}, t) \in \tilde{\Omega} \times(0, T) . \tag{6.110}
\end{equation*}
$$

Thus, along with (6.9) we deduce

$$
\left|\sigma\left(\tilde{u}^{\epsilon_{k}}\right)-\sigma(\tilde{u})\right|_{L_{2}(\Perp, H)} \rightarrow 0, \quad \text { for a.e. }(\tilde{\omega}, t) \in \tilde{\Omega} \times(0, T) .
$$

On the other hand, we observe that

$$
\sup _{\epsilon_{k}} \mathbb{E}\left(\int_{0}^{T}\left|\sigma\left(\tilde{u}^{\epsilon_{k}}\right)\right|_{L_{2}(\mathfrak{U}, H)}^{6} d s\right) \lesssim \sup _{\epsilon_{k}} \mathbb{E}\left(\int_{0}^{T}\left(1+\left|\tilde{u}^{\epsilon_{k}}\right|^{6}\right) d s\right),
$$

where we made use of (6.8). We therefore infer from (6.41) that $\left|\sigma\left(\tilde{u}^{\epsilon_{k}}\right)\right|_{L_{2}(\mathfrak{U}, H)}$ is uniformly integrable for $\epsilon_{k}$ in $L^{q}(\tilde{\Omega} \times(0, T))$ for any $q \in[1,6)$. With the Vitali convergence theorem we deduce that, for all such $q \in[1,6)$,

$$
\begin{equation*}
\sigma\left(\tilde{u}^{\epsilon_{k}}\right) \rightarrow \sigma(\tilde{u}) \text { in } L^{q}\left(\tilde{\Omega} ; L^{q}\left((0, T), L_{2}(\mathfrak{U}, H)\right)\right) \tag{6.111}
\end{equation*}
$$

Particularly (6.111) implies the convergence in probability of $\sigma\left(\tilde{u}^{\epsilon_{k}}\right)$ in $L^{2}\left((0, T), L_{2}(\mathfrak{U}, H)\right)$. Thus, along with the assumption (6.102), we apply Lemma 7.4.1 (of the Appendix) and deduce that

$$
\begin{equation*}
\int_{0}^{t} \sigma\left(\tilde{u}^{\epsilon_{k}}\right) d \tilde{W}^{\epsilon_{k}} \rightarrow \int_{0}^{t} \sigma(\tilde{u}) d \tilde{W}, \text { in probability in } L^{2}\left((0, T) ; L^{2}(\mathcal{M})\right) \tag{6.112}
\end{equation*}
$$

By the Vitali convergence theorem using the estimates involving (6.3) and (6.111), from (6.112) we infer a stronger convergence result:

$$
\begin{equation*}
\int_{0}^{t} \sigma\left(\tilde{u}^{\epsilon_{k}}\right) d \tilde{W}^{\epsilon_{k}} \rightarrow \int_{0}^{t} \sigma(\tilde{u}) d \tilde{W}, \text { in } L^{2}\left(\tilde{\Omega} ; L^{2}\left((0, T) ; L^{2}(\mathcal{M})\right)\right. \tag{6.113}
\end{equation*}
$$

Hence we can pass to the limit in (6.16), and obtain (6.77) as an equation in $\Xi_{2}^{\prime}$
For the initial condition, since (6.101) and (6.104) imply that $\tilde{u}^{\epsilon} \in L^{\infty}\left(0, T ; L^{2}(\mathcal{M})\right)$ $\cap \mathcal{C}\left([0, T] ; H^{-5}(\mathcal{M})\right)$ a.s., hence $\tilde{u}^{\epsilon}$ is weakly continuous with values in $L^{2}(\mathcal{M})$ a.s.; then (6.76) follows.

Having shown that the limit $\tilde{u}$ almost surely satisfies (6.77) in the sense of distributions on $\mathcal{D}(\mathcal{M})$, we want now to address the question of the boundary conditions. We need to be more careful because of the lack of regularity (see Lemma 6.3 .5 below).

Passage to the limit on the boundary conditions. Since $\tilde{u} \in L^{2}\left(0, T ; H_{0}^{1}(\mathcal{M})\right)$ a.s. (see (6.106)), we deduce that $\tilde{u}$ satisfies the Dirichlet boundary conditions. Hence there remains
to show that the boundary condition

$$
\begin{equation*}
\left.\tilde{u}_{x}\right|_{x=1}=0, \tag{6.114}
\end{equation*}
$$

is satisfied almost surely. This boundary condition is the object of Lemma 6.3 .5 below where we show that $\left.\tilde{u}_{x}\right|_{x=1}$ is well defined when $\tilde{u} \in L^{6}\left(\tilde{\Omega} ; L^{\infty}\left(0, T ; L^{2}(\mathcal{M})\right)\right) \cap$ $L^{2}\left(\tilde{\Omega} ; L^{2}\left(0, T ; H^{1}(\mathcal{M})\right)\right)$, and satisfies an equation like (6.77).

Lemma 6.3.5. We assume that $\tilde{u} \in L^{6}\left(\tilde{\Omega} ; L^{\infty}\left(0, T ; L^{2}(\mathcal{M})\right)\right) \cap L^{2}\left(\tilde{\Omega} ; L^{2}\left(0, T ; H^{1}(\mathcal{M})\right)\right)$ satisfies (6.77) almost surely in the sense of distributions on $\mathcal{D}(\mathcal{M})$, for every $0 \leq t \leq T$. Then

$$
\begin{equation*}
\tilde{u}_{x}, \tilde{u}_{x x} \in \mathcal{C}_{x}\left(I_{x} ; \mathcal{B}\right), \quad \text { where } \mathcal{B}=L^{5 / 4}\left(\tilde{\Omega} ; H^{-3}\left((0, T) \times I_{x^{\perp}}\right),\right. \tag{6.115}
\end{equation*}
$$

and, in particular,

$$
\begin{equation*}
\left.\tilde{u}_{x}\right|_{x=0,1} \text { and }\left.\tilde{u}_{x x}\right|_{x=0,1} \text {, } \tag{6.116}
\end{equation*}
$$

are well defined in $\mathcal{B}$.

Proof. If $\tilde{u}$ almost surely satisfies (6.77), then $\tilde{U}:=\int_{0}^{t} \tilde{u} d s$ satisfies

$$
\begin{equation*}
\frac{\partial \tilde{U}}{\partial t}+\Delta \frac{\partial \tilde{U}}{\partial x}+c \frac{\partial \tilde{U}}{\partial x}=F \quad \text { a.s. }, \tag{6.117}
\end{equation*}
$$

where $F:=\tilde{u}_{0}-\int_{0}^{t} B(\tilde{u}) d s+\int_{0}^{t} f d s+\int_{0}^{t} \sigma(\tilde{u}) d \tilde{W}(s)$.
For the term $\int_{0}^{t} B(\tilde{u}) d s$, we note that by (4.10) in [40],

Hence we have a.s.

$$
\begin{align*}
\left|\int_{0}^{t} B(\tilde{u}) d s\right|_{L^{5 / 4}\left(0, T ; L^{9 / 8}(\mathcal{M})\right)}^{5 / 4} & =\int_{0}^{T}|\tilde{u} \tilde{u} x|_{L^{9 / 8}(\mathcal{M})}^{5 / 4} d t \\
& \lesssim \int_{0}^{T}\left(|\tilde{u}|^{5 / 6}\right)^{6}+\left(|\nabla \tilde{u}|^{5 / 3}\right)^{6 / 5} d t  \tag{6.118}\\
& \lesssim \int_{0}^{T}|\tilde{u}|^{5}+|\nabla \tilde{u}|^{2} d t .
\end{align*}
$$

Since $\tilde{u} \in L^{6}\left(\tilde{\Omega} ; L^{\infty}\left(0, T ; L^{2}(\mathcal{M})\right)\right) \cap L^{2}\left(\tilde{\Omega} ; L^{2}\left(0, T ; H^{1}(\mathcal{M})\right)\right)$, taking expectations on both sides of (6.118) we have

$$
\tilde{\mathbb{E}}\left|\int_{0}^{t} B(\tilde{u}) d s\right|_{L^{5 / 4}\left(0, T ; L^{9 / 8}(\mathcal{M})\right)}^{5 / 4}<\infty
$$

that is

$$
\begin{align*}
& \int_{0}^{t} B(\tilde{u}) d s \text { belongs to } L^{5 / 4}\left(\tilde{\Omega} ; L^{5 / 4}\left(0, T ; L^{9 / 8}(\mathcal{M})\right)\right)  \tag{6.119}\\
& \text { and hence belongs to } L^{5 / 4}\left(I_{x} ; L^{5 / 4}\left(\tilde{\Omega} \times(0, T) \times I_{x^{\perp}}\right)\right) .
\end{align*}
$$

For the term $\int_{0}^{t} \sigma(\tilde{u}) d \tilde{W}(s)$, from (6.113) we deduce that $\int_{0}^{t} \sigma(\tilde{u}) d \tilde{W}(s)$ belongs to $L^{2}\left(\tilde{\Omega} ; L^{2}\left(0, T ; L^{2}(\mathcal{M})\right)\right.$.

Applying the above estimates, we obtain that

$$
\begin{align*}
& F \text { belongs to } L^{5 / 4}\left(\tilde{\Omega} ; L^{5 / 4}\left(0, T ; L^{9 / 8}(\mathcal{M})\right)\right)  \tag{6.120}\\
& \left.\quad \text { and hence belongs to } L^{5 / 4}\left(I_{x} ; L^{5 / 4}\left(\tilde{\Omega} \times(0, T) \times I_{x^{\perp}}\right)\right)\right)
\end{align*}
$$

Hence Lemma 7.2 .2 (of the Appendix) applies with $p=5 / 4$ and $\mathcal{E}=L^{5 / 4}\left(\tilde{\Omega} \times(0, T) \times I_{x^{\perp}}\right)$, and from (7.13) we have

$$
\begin{equation*}
\tilde{U}_{x} \text { and } \tilde{U}_{x x} \text { belong to } \mathcal{C}_{x}\left(I_{x} ; L^{5 / 4}\left(\tilde{\Omega} ; H^{-2}\left((0, T) \times\left(I_{x^{\perp}}\right)\right)\right)\right. \tag{6.121}
\end{equation*}
$$

Since $\tilde{U}_{x}(t)=\int_{0}^{t} \tilde{u}_{x} d s$, we have $\frac{d \tilde{U}_{x}(t)}{d t}=\tilde{u}_{x}(t)$; differentiation in time maps continuously $H^{-2}(0, T)$ into $H^{-3}(0, T)$ and from (6.121) we thus infer (6.115) and (6.116).

We now need to show that the boundary condition $\left.\tilde{u}_{x}^{\epsilon_{k}}\right|_{x=1}=0$, "passes to the limit" to imply (6.114). The idea is to apply Lemma 7.2 .3 (of the Appendix) to $\tilde{U}^{\epsilon_{k}}(t):=\int_{0}^{t} \tilde{u}^{\epsilon_{k}} d s$. Rewriting (6.103) in an integral form and rearranging, we obtain a.s.

$$
\begin{align*}
\tilde{u}^{\epsilon_{k}}(t)+\int_{0}^{t} \Delta \tilde{u}_{x}^{\epsilon_{k}} d s & +c \int_{0}^{t} \tilde{u}_{x}^{\epsilon_{k}} d s+\epsilon_{k} \int_{0}^{t} L \tilde{u}^{\epsilon_{k}} d s  \tag{6.122}\\
& =\tilde{u}_{0}^{\epsilon_{k}}-\int_{0}^{t} B\left(\tilde{u}^{\epsilon_{k}}\right) d s+\int_{0}^{t} f^{\epsilon_{k}} d s+\int_{0}^{t} \sigma\left(\tilde{u}^{\epsilon_{k}}\right) d \tilde{W}^{\epsilon_{k}}(s) .
\end{align*}
$$

Hence for almost every $\tilde{\omega}, \tilde{U}^{\epsilon_{k}}$ satisfies the linearized parabolic regularized equation:

$$
\left\{\begin{array}{l}
\frac{\partial \tilde{U}^{\epsilon_{k}}}{\partial t}+\Delta \frac{\partial \tilde{U}^{\epsilon_{k}}}{\partial x}+c \frac{\partial \tilde{U}^{\epsilon_{k}}}{\partial x}+\epsilon_{k} L \tilde{U}^{\epsilon_{k}}=F^{\epsilon_{k}}  \tag{6.123}\\
\left.\tilde{U}^{\epsilon_{k}}\right|_{x=0}=\left.\tilde{U}^{\epsilon_{k}}\right|_{x=1}=\left.\tilde{U}_{x}^{\epsilon_{k}}\right|_{x=1}=\left.\tilde{U}_{x x}^{\epsilon_{k}}\right|_{x=0}=0
\end{array}\right.
$$

where $F^{\epsilon_{k}}:=\tilde{u}_{0}^{\epsilon_{k}}-\int_{0}^{t} B\left(\tilde{u}^{\epsilon_{k}}\right) d s+\int_{0}^{t} f^{\epsilon_{k}} d s+\int_{0}^{t} \sigma\left(\tilde{u}^{\epsilon_{k}}\right) d \tilde{W}^{\epsilon_{k}}(s)$.
For the term $\int_{0}^{t} B\left(\tilde{u}^{\epsilon_{k}}\right) d s$, by the same calculations as those leading to (6.118), we infer from (6.80) and (6.82) that

$$
\begin{equation*}
\tilde{\mathbb{E}}\left|\int_{0}^{t} B\left(\tilde{u}^{\epsilon_{k}}\right) d s\right|_{L^{5 / 4}\left(0, T ; L^{9 / 8}(\mathcal{M})\right)}^{5 / 4} \text { is bounded independently of } \epsilon_{k} \text {. } \tag{6.124}
\end{equation*}
$$

By (6.113) we deduce that $\int_{0}^{t} \sigma\left(\tilde{u}^{\epsilon_{k}}\right) d \tilde{W}^{\epsilon_{k}}(s)$ remains bounded in $L^{2}\left(\tilde{\Omega} ; L^{2}\left((0, T) ; L^{2}(\mathcal{M})\right)\right.$. Collecting all the previous estimates we conclude that $\tilde{\mathbb{E}}\left|F^{\epsilon_{k}}\right|_{L^{5 / 4}\left(0, T ; L^{9 / 8}(\mathcal{M})\right)}^{5 / 4}$ is bounded independently of $\epsilon_{k}$, and hence

$$
F^{\epsilon_{k}} \text { is bounded independently of } \epsilon_{k} \text { in } L^{5 / 4}\left(I_{x} ; L^{5 / 4}\left(\tilde{\Omega} \times(0, T) \times I_{x^{\perp}}\right)\right) .
$$

Applying Lemma 7.2.3 (of the Appendix) with $p=5 / 4, \tilde{\mathcal{E}}=L^{5 / 4}\left(\tilde{\Omega} \times(0, T) \times I_{x^{\perp}}\right)$ and $\tilde{\mathcal{B}}=L^{2}\left(\tilde{\Omega} ; H_{t}^{-1}\left(0, T ; L^{2}\left(I_{x^{\perp}}\right)\right)\right)+L^{2}\left(\tilde{\Omega} ; L_{t}^{2}\left(0, T ; H^{-4}\left(I_{x^{\perp}}\right)\right)\right)+L^{5 / 4}\left(\tilde{\Omega} \times(0, T) \times\left(I_{x^{\perp}}\right)\right)$, we deduce that $\left.\tilde{U}_{x}^{\epsilon_{k}}\right|_{x=1}$ converges to $\left.\tilde{U}_{x}\right|_{x=1}$ weakly in $\tilde{\mathcal{B}}$. Hence

$$
\begin{equation*}
\left.\tilde{U}_{x}\right|_{x=1}(t)=0, \tag{6.125}
\end{equation*}
$$

a.s. and for a.e. $t \in(0, T)$. Since $\left.\tilde{U}_{x}\right|_{x=1}(t)=\left.\int_{0}^{t} \tilde{u}_{x}\right|_{x=1} d s$, thanks to the Lebesgue differentiation theorem, we infer from (6.125) that $\left.\tilde{u}_{x}\right|_{x=1}(t)=0$ a.s. and for a.e. $t \in(0, T)$. Thus we have finished the proof of Theorem 6.3.1.

### 6.3.2 Pathwise Solutions in Dimension 2

We aim to establish the existence of pathwise solutions when $d=1$, that is:

Theorem 6.3.2. When $d=1$, assume that, relative to a fixed stochastic basis $\mathcal{S}$, $u_{0}$ satisfies (6.14), and that $\sigma$ and $f$ satisfy (6.8), (6.9), (6.11) and (6.15) respectively. Then
there exists a unique global pathwise solution $u$ which satisfies (6.1) and (2.2)-(2.4) in the sense of Definition 6.3.2.

To prove this theorem, we first establish the pathwise uniqueness of martingale solutions and then apply the Gyöngy-Krylov Theorem (Theorem 7.5.1 of the Appendix). The difficulty lies in deducing the pathwise uniqueness due to a lack of regularity of the martingale solutions (see (6.75) and (6.76)). Adapting the idea from the deterministic case (see Chapter 3), we introduce a preliminary result concerning the existence and uniqueness of global pathwise solutions to the linearized stochastic ZK equation with additive noise. More importantly, we establish an energy inequality, which leads to a suitable estimate of the difference of the solutions for the application of the version of the stochastic Gronwall lemma given in Lemma 7.7 .2 below.

## Linearized Stochastic ZK Equation with Additive Noise ( $d=1$ )

Proposition 6.3.2. When $d=1$, let $\mathcal{S}$ be a fixed stochastic basis, that is

$$
\mathcal{S}:=\left(\Omega, \mathcal{F},\left\{\mathcal{F}_{t}\right\}_{t \geq 0}, \mathbb{P},\left\{W^{k}\right\}_{k \geq 1}\right)
$$

We consider the linearized stochastic $Z K$ equation ( $c=0$ ),

$$
\left\{\begin{array}{l}
d \mathcal{R}+\Delta \mathcal{R}_{x} d t=g d t+h d W(t)  \tag{6.126}\\
\mathcal{R}(0)=\mathcal{R}_{0}
\end{array}\right.
$$

with the boundary conditions (2.2) and (2.4) for $\mathcal{R}$. We assume that

$$
\begin{equation*}
\mathcal{R}_{0} \in L^{2}\left(\Omega ; L^{2}(\mathcal{M})\right) \tag{6.127}
\end{equation*}
$$

and $h$ and $g$ are given predictable processes relative to the stochastic basis $\mathcal{S}$, such that

$$
\begin{equation*}
g \in L^{2}\left(\Omega ; L^{4 / 3}\left(0, T ; L^{4 / 3}(\mathcal{M})\right)\right) \cap L^{2}\left(\Omega ; L^{2}\left(0, T ; \Xi_{2}^{\prime}\right)\right) \tag{6.128}
\end{equation*}
$$

and

$$
\begin{equation*}
h \in L^{2}\left(\Omega ; L^{2}\left(0, T ; L_{2}\left(\mathfrak{U}, L^{2}(\mathcal{M})\right)\right) \cap L^{2}\left(\Omega ; L^{2}\left(0, T ; L_{2}\left(\mathfrak{U}, \Xi_{1}\right)\right) .\right.\right. \tag{6.129}
\end{equation*}
$$

Then there exists a unique global pathwise solution $\mathcal{R}$ to (6.126) which satisfies (2.2) and (2.4), and such that

$$
\begin{equation*}
\mathcal{R} \in L^{2}\left(\Omega ; L^{\infty}\left(0, T ; L^{2}(\mathcal{M})\right)\right) \cap L^{2}\left(\Omega ; L^{2}\left(0, T ; H_{0}^{1}(\mathcal{M})\right)\right), \tag{6.130}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathcal{R}(\cdot, \omega) \in \mathcal{C}\left([0, T] ; L_{w}^{2}(\mathcal{M})\right) \text { a.s.. } \tag{6.131}
\end{equation*}
$$

Furthermore $\mathcal{R}$ satisfies the following energy inequality for any stopping time $\tau_{b}$ with $0 \leq$ $\tau_{b} \leq T$,

$$
\begin{align*}
& \frac{1}{2} \mathbb{E} \sup _{0 \leq s \leq \tau_{b}}|\mathcal{R}(s)|^{2}+\mathbb{E} \int_{0}^{\tau_{b}}|\nabla \mathcal{R}|^{2} d t  \tag{6.132}\\
& \quad \leq \mathbb{E}|\mathcal{R}(0)|^{2}+2 \mathbb{E} \int_{0}^{\tau_{b}}|(g,(1+x) \mathcal{R})| d t+c^{\prime} \mathbb{E} \int_{0}^{\tau_{b}}\|h\|_{L_{2}\left(\mathbb{U}, L^{2}(\mathcal{M})\right)}^{2} d t .
\end{align*}
$$

Proof. We will first show the existence of the solutions, which is similar to that of the nonlinear case, but only easier because the use of a compactness argument and the derivation of strong convergence are not necessary for the linearized model. Then we will verify the uniqueness of the solutions, which is direct since the noise is additive. More precisely, the difference of two solutions satisfies a deterministic equation depending on the parameters $\omega \in \Omega$. Finally, we will deduce the energy inequality (6.132) utilizing the duality between the spaces to which $g$ and $\mathcal{R}$ each belongs.

We start by proving the existence of pathwise solutions with application of the parabolic regularization:

$$
\left\{\begin{array}{l}
d \mathcal{R}^{\epsilon}+\left(\Delta \mathcal{R}_{x}^{\epsilon}+\epsilon L \mathcal{R}^{\epsilon}\right) d t=g^{\epsilon} d t+h d W(t)  \tag{6.133}\\
\mathcal{R}^{\epsilon}(0)=\mathcal{R}_{0}^{\epsilon}
\end{array}\right.
$$

supplemented with the boundary conditions (2.2), (2.4) and the additional boundary conditions (6.17), (6.18). As in Section 6.2 , there exist $\left\{\mathcal{R}_{0}^{\epsilon}\right\}_{\epsilon>0}$, a family of elements in the
space $L^{2}\left(\Omega ; \Xi_{1}\right) \cap L^{22 / 3}\left(\Omega ; L^{2}(\mathcal{M})\right)$ which are $\mathcal{F}_{0}$ measurable, and such that, as $\epsilon \rightarrow 0$,

$$
\begin{equation*}
\mathcal{R}_{0}^{\epsilon} \rightarrow \mathcal{R}_{0} \text { in } L^{2}\left(\Omega ; L^{2}(\mathcal{M})\right) \text { strongly; } \tag{6.134}
\end{equation*}
$$

and there exist $\left\{g^{\epsilon}\right\}_{\epsilon>0}$, a family of predictable processes relative to the stochastic basis $\mathcal{S}$, so that

$$
\begin{gather*}
g^{\epsilon} \in L^{\infty}\left(\Omega ; L^{22 / 3}\left(0, T ; L^{2}(\mathcal{M})\right)\right)  \tag{6.135}\\
g^{\epsilon} \rightarrow g \text { in } L^{2}\left(\Omega ; L^{4 / 3}\left(0, T ; L^{4 / 3}(\mathcal{M})\right)\right) \text { strongly as } \epsilon \rightarrow 0 \tag{6.136}
\end{gather*}
$$

Since (6.129) corresponds to (6.8) and (6.9), we can use a proof similar to that of Theorem 6.2 .1 to deduce the existence and uniqueness of the global pathwise solution $\mathcal{R}^{\epsilon}$ for each fixed $\epsilon$. Note that for the proof of existence, although $g^{\epsilon}$ depends on $\omega$, it will not be a problem for us; this is essentially because we can prove the existence of a pathwise solution without referring to any compactness argument.

In the sequel, we will derive the estimates independent of $\epsilon$, then pass to the limit on the parabolic regularization, where again we need to pay special attention to the boundary conditions.
(i) Preliminary estimates independent of $\epsilon$. We will prove the following bounds on $\mathcal{R}^{\epsilon}$ as $\epsilon \rightarrow 0$ :

$$
\begin{align*}
& \mathcal{R}^{\epsilon} \text { remains bounded in } L^{2}\left(\Omega ; L^{\infty}\left(0, T ; L^{2}(\mathcal{M})\right)\right),  \tag{6.137}\\
& \mathcal{R}^{\epsilon} \text { remains bounded in } L^{2}\left(\Omega ; L^{2}\left(0, T ; H_{0}^{1}(\mathcal{M})\right)\right) . \tag{6.138}
\end{align*}
$$

We start by multiplying both sides of (6.133) by $\sqrt{1+x}$ and applying the Itō formula, we find

$$
\begin{align*}
d\left|\sqrt{1+x} \mathcal{R}^{\epsilon}\right|^{2}= & 2\left(\sqrt{1+x} \mathcal{R}^{\epsilon}, \sqrt{1+x} Q\left(\mathcal{R}^{\epsilon}\right)\right) d t  \tag{6.139}\\
& +2\left(\sqrt{1+x} \mathcal{R}^{\epsilon}, \sqrt{1+x} h d W(t)\right)+\|\sqrt{1+x} h\|_{L_{2}\left(\mathfrak{U}, L^{2}(\mathcal{M})\right)}^{2} d t
\end{align*}
$$

where $Q\left(\mathcal{R}^{\epsilon}\right):=-\Delta \mathcal{R}_{x}^{\epsilon}-\epsilon L \mathcal{R}^{\epsilon}+g^{\epsilon}$.

Let some stopping times $\tau_{a}, \tau_{b}$ be given so that $0 \leq \tau_{a} \leq \tau_{b} \leq T$; we integrate (6.139) from $\tau_{a}$ to $s$ and take the supremum over $\left[\tau_{a}, \tau_{b}\right]$. After taking expected values, and by the same calculations as those leading to (6.87), we obtain that when $\epsilon \leq \frac{1}{4}$,

$$
\begin{align*}
\mathbb{E} \sup _{\tau_{a} \leq s \leq \tau_{b}}\left|\mathcal{R}^{\epsilon}(s)\right|^{2}+\mathbb{E} \int_{\tau_{a}}^{\tau_{b}}\left|\nabla \mathcal{R}^{\epsilon}\right|^{2} d t \leq & 2 \mathbb{E}\left|\mathcal{R}^{\epsilon}\left(\tau_{a}\right)\right|^{2}+2 \mathbb{E} \int_{\tau_{a}}^{\tau_{b}}\left|\left(g^{\epsilon},(1+x) \mathcal{R}^{\epsilon}\right)\right| d t \\
& +2 \mathbb{E} \sup _{\tau_{a} \leq s \leq \tau_{b}} \int_{\tau_{a}}^{s}\left((1+x) \mathcal{R}^{\epsilon}, h d W(t)\right)  \tag{6.140}\\
& +2 \mathbb{E} \int_{\tau_{a}}^{\tau_{b}}\|h\|_{L_{2}\left(\mathfrak{U}, L^{2}(\mathcal{M})\right)}^{2} d t .
\end{align*}
$$

For the stochastic term, we have

$$
\begin{aligned}
\mathbb{E} \sup _{\tau_{a} \leq s \leq \tau_{b}}\left|\int_{\tau_{a}}^{s}\left((1+x) \mathcal{R}^{\epsilon}, h d W(t)\right)\right| & \lesssim(\text { by the Burkholder-Davis-Gundy inequality }) \\
& \lesssim \mathbb{E}\left[\left(\int_{\tau_{a}}^{\tau_{b}}\left|\mathcal{R}^{\epsilon}\right|^{2}\|h\|_{L_{2}\left(\mathfrak{U}, L^{2}(\mathcal{M})\right)}^{2} d t\right)^{1 / 2}\right] \\
& \leq \frac{1}{4} \mathbb{E} \sup _{\tau_{a} \leq s \leq \tau_{b}}\left|\mathcal{R}^{\epsilon}\right|^{2}+c^{\prime} \mathbb{E} \int_{\tau_{a}}^{\tau_{b}}\|h\|_{L_{2}\left(\mathfrak{U}, L^{2}(\mathcal{M})\right)}^{2} d t .
\end{aligned}
$$

Hence (6.140) implies

$$
\begin{align*}
\frac{1}{2} \mathbb{E} \sup _{\tau_{a} \leq s \leq \tau_{b}}\left|\mathcal{R}^{\epsilon}(s)\right|^{2}+\mathbb{E} \int_{\tau_{a}}^{\tau_{b}}\left|\nabla \mathcal{R}^{\epsilon}\right|^{2} d t \leq & 2 \mathbb{E}\left|\mathcal{R}^{\epsilon}\left(\tau_{a}\right)\right|^{2} \\
& +2 \mathbb{E} \int_{\tau_{a}}^{\tau_{b}}\left|\left(g^{\epsilon},(1+x) \mathcal{R}^{\epsilon}\right)\right| d t  \tag{6.141}\\
& +c^{\prime} \mathbb{E} \int_{\tau_{a}}^{\tau_{b}}\|h\|_{L_{2}\left(\mathfrak{U}, L^{2}(\mathcal{M})\right)}^{2} d t
\end{align*}
$$

To estimate the term $\mathbb{E} \int_{\tau_{a}}^{\tau_{b}}\left|\left(g^{\epsilon},(1+x) \mathcal{R}^{\epsilon}\right)\right| d t$, we observe that a.s.

$$
\begin{aligned}
\left|\left(g^{\epsilon},(1+x) \mathcal{R}^{\epsilon}\right)\right| & \leq\left|g^{\epsilon}\right|_{L^{4 / 3}(\mathcal{M})}\left|(1+x) \mathcal{R}^{\epsilon}\right|_{L^{4}(\mathcal{M})} \\
& \leq(\text { by Sobolev embedding in dimension 2) } \\
& \leq\left|g^{\epsilon}\right|_{L^{4 / 3}(\mathcal{M})}\left|\nabla \mathcal{R}^{\epsilon}\right|^{1 / 2}\left|\mathcal{R}^{\epsilon}\right|^{1 / 2} \\
& \leq c^{\prime}\left|g^{\epsilon}\right|_{L^{4 / 3}(\mathcal{M})}^{4 / 3}\left|\mathcal{R}^{\epsilon}\right|^{2 / 3}+\frac{1}{4}\left|\nabla \mathcal{R}^{\epsilon}\right|^{2} \\
& \leq c^{\prime}\left|g^{\epsilon}\right|_{L^{4 / 3}(\mathcal{M})}^{4 / 3}\left(\left|\mathcal{R}^{\epsilon}\right|^{2}+1\right)+\frac{1}{4}\left|\nabla \mathcal{R}^{\epsilon}\right|^{2}
\end{aligned}
$$

Applying the above estimates to (6.141) we obtain

$$
\begin{align*}
\frac{1}{2} \mathbb{E} \sup _{\tau_{a} \leq s \leq \tau_{b}}\left|\mathcal{R}^{\epsilon}(s)\right|^{2}+ & \frac{1}{2} \mathbb{E} \int_{\tau_{a}}^{\tau_{b}}\left|\nabla \mathcal{R}^{\epsilon}\right|^{2} d t \\
\leq & 2 \mathbb{E}\left|\mathcal{R}^{\epsilon}\left(\tau_{a}\right)\right|^{2}+2 c^{\prime} \mathbb{E} \int_{\tau_{a}}^{\tau_{b}}\left|g^{\epsilon}\right|_{L^{4 / 3}(\mathcal{M})}^{4 / 3}\left|\mathcal{R}^{\epsilon}\right|^{2} d t  \tag{6.142}\\
& +\mathbb{E} \int_{\tau_{a}}^{\tau_{b}} 2 c^{\prime}\left|g^{\epsilon}\right|_{L^{4 / 3}(\mathcal{M})}^{4 / 3}+c^{\prime}| | h \|_{L_{2}\left(\mathfrak{U}, L^{2}(\mathcal{M})\right)}^{2} d t .
\end{align*}
$$

Thanks to (6.135) and (6.129), we can apply the stochastic Gronwall lemma (Lemma 7.7.1 below) to (6.142) to find

$$
\begin{align*}
\left.\frac{1}{2} \mathbb{E} \sup _{0 \leq s \leq T}\left|\mathcal{R}^{\epsilon}(s)\right|^{2}+\frac{1}{2} \mathbb{E} \int_{0}^{T} \right\rvert\, & \left.\nabla \mathcal{R}^{\epsilon}\right|^{2} d t \\
& \lesssim \mathbb{E}\left|\mathcal{R}_{0}^{\epsilon}\right|^{2}+\mathbb{E} \int_{0}^{T}\left|g^{\epsilon}\right|_{L^{4 / 3}(\mathcal{M})}^{4 / 3}+\|h\|_{L_{2}\left(\mathfrak{U}, L^{2}(\mathcal{M})\right)}^{2} d t \tag{6.143}
\end{align*}
$$

Thanks to (6.136), we have $\left|g^{\epsilon}\right|_{L^{2}\left(\Omega ; L^{4 / 3}\left(0, T ; L^{4 / 3}(\mathcal{M})\right)\right)} \leq|g|_{L^{2}\left(\Omega ; L^{4 / 3}\left(0, T ; L^{4 / 3}(\mathcal{M})\right)\right)}+c^{\prime}$. Hence $\mathbb{E} \int_{0}^{T}\left|g^{\epsilon}\right|_{L^{4 / 3}(\mathcal{M})}^{4 / 3} \lesssim \mathbb{E}\left[\int_{0}^{T}\left|g^{\epsilon}\right|_{L^{4 / 3}(\mathcal{M})}^{4 / 3} d t\right]^{3 / 2}+c^{\prime} \leq|g|_{L^{2}\left(\Omega ; L^{4 / 3}\left(0, T ; L^{4 / 3}(\mathcal{M})\right)\right)}^{2}+c^{\prime} ;$ thus
implies that

$$
\begin{aligned}
\frac{1}{2} \mathbb{E} \sup _{0 \leq s \leq T} & \left|\mathcal{R}^{\epsilon}(s)\right|^{2}+\frac{1}{2} \mathbb{E} \int_{0}^{T}\left|\nabla \mathcal{R}^{\epsilon}\right|^{2} d t \\
& \lesssim \mathbb{E}\left|\mathcal{R}_{0}\right|^{2}+|g|_{L^{2}\left(\Omega ; L^{4 / 3}\left(0, T ; L^{4 / 3}(\mathcal{M})\right)\right)}^{2}+c^{\prime}+\|h\|_{L_{2}\left(U, L L^{2}(\mathcal{M})\right)}^{2} d t
\end{aligned}
$$

Hence along with (6.128) and (6.129), we obtain (6.137) and (6.138).
(ii) Estimates in fractional Sobolev spaces. By the same proof as for Lemma 6.3.3, with $\mathcal{Y}$ defined as in (6.60), we derive the following estimates independent of $\epsilon$.

$$
\begin{equation*}
\mathbb{E}\left|\mathcal{R}^{\epsilon}\right|_{\mathcal{Y}}^{2}<\kappa_{8} \tag{6.144}
\end{equation*}
$$

with $\kappa_{8}$ independent of $\epsilon$. This estimate will be useful to prove the continuity in time in (6.131).
(iii) Passage to the limit as $\epsilon_{k} \rightarrow 0$. With (6.137), (6.138) and (6.144), we deduce the following weak convergences, for a subsequence $\epsilon_{k} \rightarrow 0$ :

$$
\begin{equation*}
\mathcal{R}^{\epsilon_{k}} \rightharpoonup \mathcal{R} \text { weakly in } L^{2}\left(\Omega ; L^{2}\left(0, T ; H_{0}^{1}(\mathcal{M})\right)\right) \cap L^{2}\left(\Omega ; W^{\alpha, 2}\left(0, T ; \Xi_{2}^{\prime}\right)\right), \tag{6.145}
\end{equation*}
$$

$$
\begin{equation*}
\mathcal{R}^{\epsilon_{k}} \rightharpoonup \mathcal{R} \text { weak star in } L^{2}\left(\Omega ; L^{\infty}\left(0, T ; L^{2}(\mathcal{M})\right)\right) \tag{6.146}
\end{equation*}
$$

We can thus pass to the weak limit in (6.133) and obtain

$$
\begin{equation*}
\left\langle\mathcal{R}(t), \mathcal{R}^{\sharp}\right\rangle+\int_{0}^{t}\left\langle\Delta \mathcal{R}_{x}-g, \mathcal{R}^{\sharp}\right\rangle d s=\left\langle\mathcal{R}_{0}, \mathcal{R}^{\sharp}\right\rangle+\int_{0}^{t}\left\langle h, \mathcal{R}^{\sharp}\right\rangle d W, \tag{6.147}
\end{equation*}
$$

for almost every $(\omega, t) \in \Omega \times(0, T)$ and every $\mathcal{R}^{\sharp} \in \Xi_{2}$.
To pass to the limit on the boundary conditions (2.2) and (2.4), we use the same idea as in Section 6.3.1. Firstly, we can prove an analogue of Lemma 6.3.5; that is, $\left.\mathcal{R}_{x}\right|_{x=1}$ is well defined if $\mathcal{R} \in L^{2}\left(\Omega ; L^{\infty}\left(0, T ; L^{2}(\mathcal{M})\right)\right) \cap L^{2}\left(\Omega ; L^{2}\left(0, T ; H^{1}(\mathcal{M})\right)\right)$, and satisfies an equation like (6.147). To show this, we just need to observe that thanks to (6.128), Lemma 7.2.2 applies with $p=4 / 3$ and $\mathcal{E}=L^{4 / 3}\left(\Omega \times(0, T) \times I_{x^{\perp}}\right)$. Secondly, we can pass to the limit on the boundary conditions applying Lemma 7.2 .3 (of the Appendix) with $p=4 / 3, \tilde{\mathcal{E}}=$ $L^{4 / 3}\left(\Omega \times(0, T) \times I_{x^{\perp}}\right)$ and $\tilde{\mathcal{B}}=L^{2}\left(\Omega ; H_{t}^{-1}\left(0, T ; L^{2}\left(I_{x^{\perp}}\right)\right)\right)+L^{2}\left(\Omega ; L_{t}^{2}\left(0, T ; H^{-4}\left(I_{x^{\perp}}\right)\right)\right)+$ $L^{4 / 3}\left(\Omega \times(0, T) \times\left(I_{x^{\perp}}\right)\right)$.

To prove (6.131), we infer from (6.145) that $\mathcal{R} \in W^{\alpha, 2}\left(0, T ; \Xi_{2}^{\prime}\right) \cap L^{\infty}\left(0, T ; L^{2}(\mathcal{M})\right)$ a.s., and hence $\left.\mathcal{R} \in \mathcal{C}\left(0, T ; H^{-5}(\mathcal{M})\right)\right) \cap L^{\infty}\left(0, T ; L^{2}(\mathcal{M})\right)$ a.s.. Thus $\mathcal{R}$ is weakly continuous with values in $L^{2}(\mathcal{M})$ almost surely, which implies (6.131).

To conclude, we have proven the existence of a global pathwise solution $\mathcal{R}$ which satisfies (6.126), (2.2) and (2.4).
(iv) Global pathwise uniqueness. We assume that $\mathcal{R}_{1}, \mathcal{R}_{2}$ are two solutions of (6.126); setting $\mathcal{R}=\mathcal{R}_{1}-\mathcal{R}_{2}$, we subtract the equation (6.126) for $\mathcal{R}_{1}$ from that for $\mathcal{R}_{2}$; we obtain that almost surely

$$
\left\{\begin{array}{l}
\frac{\partial \mathcal{R}}{\partial t}+\Delta \mathcal{R}_{x}=0  \tag{6.148}\\
\mathcal{R}_{0}=0
\end{array}\right.
$$

With (6.130), we have $\mathcal{R} \in L^{\infty}\left(0, T ; L^{2}(\mathcal{M})\right) \cap L^{2}\left(0, T ; H_{0}^{1}(\mathcal{M})\right)$ a.s.. Hence we can apply Lemma 3.2.1 and deduce that $\frac{d}{d t}|\mathcal{R}|^{2} \leq 0$ for a.e. $\omega \in \Omega$ and $t \geq 0$; thus $\mathcal{R}(\omega)=0$ follows
whenever $\mathcal{R}_{0}(\omega)=0$.
(v) Passage to the limit to obtain energy inequality (6.132). From (6.141), we obtain when $\tau_{a}=0$,

$$
\begin{align*}
\frac{1}{2} \mathbb{E} \sup _{0 \leq s \leq \tau_{b}}\left|\mathcal{R}^{\epsilon}(s)\right|^{2}+\mathbb{E} \int_{0}^{\tau_{b}}\left|\nabla \mathcal{R}^{\epsilon}\right|^{2} d t \leq & 2 \mathbb{E}\left|\mathcal{R}_{0}^{\epsilon}\right|^{2}+2 \mathbb{E} \int_{0}^{\tau_{b}}\left|\left(g^{\epsilon},(1+x) \mathcal{R}^{\epsilon}\right)\right| d t  \tag{6.149}\\
& +c^{\prime} \mathbb{E} \int_{0}^{\tau_{b}}\|h\|_{L_{2}\left(\mathfrak{U}, L^{2}(\mathcal{M})\right)}^{2} d t
\end{align*}
$$

We infer from (6.145) and (6.146) that for any $\tau_{b}$ with $0 \leq \tau_{b} \leq T$,

$$
\begin{gathered}
\mathcal{R}^{\epsilon_{k}} \mathbf{1}_{t \leq \tau_{b}} \rightharpoonup \mathcal{R} \mathbf{1}_{t \leq \tau_{b}} \text { weakly in } L^{2}\left(\Omega ; L^{2}\left(0, T ; H_{0}^{1}(\mathcal{M})\right)\right), \\
\mathcal{R}^{\epsilon_{k}} \mathbf{1}_{t \leq \tau_{b}} \rightharpoonup \mathcal{R} \mathbf{1}_{t \leq \tau_{b}} \text { weak star in } L^{2}\left(\Omega ; L^{\infty}\left(0, T ; L^{2}(\mathcal{M})\right)\right),
\end{gathered}
$$

and hence we can pass to the lower limit on the left-hand-side of (6.149). To pass to the limit on the term $\mathbb{E}\left|\mathcal{R}_{0}^{\epsilon}\right|^{2}$, we use (6.134).

For the term $\mathbb{E} \int_{0}^{\tau_{b}}\left|\left(g^{\epsilon},(1+x) \mathcal{R}^{\epsilon}\right)\right| d t$, we first note that in dimension 2 ,

$$
\begin{aligned}
\left(\int_{0}^{T}\left|\mathcal{R}^{\epsilon}\right|_{L^{4}(\mathcal{M})}^{4} d s\right)^{1 / 4} & \leq\left(\int_{0}^{T}\left|\mathcal{R}^{\epsilon}\right|^{2}\left|\nabla \mathcal{R}^{\epsilon}\right|^{2} d s\right)^{1 / 4} \\
& \leq \sup _{0 \leq s \leq T}\left|\mathcal{R}^{\epsilon}(s)\right|^{1 / 2}\left(\int_{0}^{T}\left|\nabla \mathcal{R}^{\epsilon}\right|^{2} d s\right)^{1 / 4} \\
& \leq 2 \sup _{0 \leq s \leq T}\left|\mathcal{R}^{\epsilon}(s)\right|+2\left(\int_{0}^{T}\left|\nabla \mathcal{R}^{\epsilon}\right|^{2} d s\right)^{1 / 2}
\end{aligned}
$$

Squaring both sides and taking the expectations we can use (6.137) and (6.138) to obtain that, as $\epsilon \rightarrow 0$,

$$
\begin{equation*}
\mathcal{R}^{\epsilon} \text { remains bounded in } L^{2}\left(\Omega ; L^{4}\left(0, T ; L^{4}(\mathcal{M})\right)\right) \tag{6.150}
\end{equation*}
$$

and hence a subsequence of $\mathcal{R}^{\epsilon}$ converges weakly in the space $L^{2}\left(\Omega ; L^{4}\left(0, T ; L^{4}(\mathcal{M})\right)\right)$, which is the dual of $L^{2}\left(\Omega ; L^{4 / 3}\left(0, T ; L^{4 / 3}(\mathcal{M})\right)\right)$. Since
$\mathbb{E} \int_{0}^{\tau_{b}}\left|\left(g^{\epsilon},(1+x) \mathcal{R}^{\epsilon}\right)\right| d t=\mathbb{E} \int_{0}^{T}\left|\mathbf{1}_{t \leq \tau_{b}}\left(g^{\epsilon},(1+x) \mathcal{R}^{\epsilon}\right)\right| d t=\mathbb{E} \int_{0}^{T}\left|\left(g^{\epsilon} \mathbf{1}_{t \leq \tau_{b}},(1+x) \mathcal{R}^{\epsilon}\right)\right| d t$, we see that with $(6.136), g^{\epsilon} \mathbf{1}_{t \leq \tau_{b}} \rightarrow g \mathbf{1}_{t \leq \tau_{b}}$ strongly in $L^{2}\left(\Omega ; L^{4 / 3}\left(0, T ; L^{4 / 3}(\mathcal{M})\right)\right)$, and hence the convergence of $\mathbb{E} \int_{0}^{\tau_{b}}\left|\left(g^{\epsilon},(1+x) \mathcal{R}^{\epsilon}\right)\right| d t$ follows.

Thus we can pass to the lower limit on the left-hand side of (6.149) and to the limit on the right-hand side of (6.149), and thus deduce (6.132). Hence we have completed the proof of Proposition 6.3.2.

## Global Pathwise Uniqueness for the Full Stochastic ZK Equation ( $d=1$ )

The following result establishes the pathwise uniqueness of martingale solutions to (6.1) and (2.2)-(2.4).

Proposition 6.3.3. When $d=1$, suppose that $(\tilde{\mathcal{S}}, \tilde{u})$ and $(\tilde{\mathcal{S}}, \tilde{v})$ are two global martingale solutions of (6.1), (2.2)-(2.4), relative to the same stochastic basis. We assume that the conditions imposed in Definition 6.3.2 hold. We define

$$
\Omega_{0}=\{\tilde{u}(0)=\tilde{v}(0)\} .
$$

Then $\tilde{u}, \tilde{v}$ are indistinguishable on $\Omega_{0}$ in the sense that

$$
\begin{equation*}
\tilde{\mathbb{P}}\left(\mathbf{1}_{\Omega_{0}}(\tilde{u}(t)=\tilde{v}(t))\right)=1, \quad \forall 0 \leq t \leq T \tag{6.151}
\end{equation*}
$$

Proof. We will mainly use (6.132) from Proposition 6.3.2 and the version of the stochastic Gronwall lemma given in Lemma 7.7.2 below. We define $\mathcal{R}=\tilde{u}-\tilde{v}$. Due to the bilinear term $B(\tilde{u})$, when attempting to estimate $\mathcal{R}$, the terms that involve only $\tilde{u}$ or $\tilde{v}$ will arise. To deal with this issue we define the stopping times

$$
\begin{align*}
\tau^{(m)} & =\inf _{t \geq 0}\left\{\sup _{s \in[0, t]}|\tilde{u}|^{2}+\int_{0}^{t}|\nabla \tilde{u}|^{2} d s+\sup _{s \in[0, t]}|\tilde{v}|^{2}+\int_{0}^{t}|\nabla \tilde{v}|^{2} d s \geq m\right\} \\
& =\sup _{t \geq 0}\left\{\sup _{s \in[0, t]}|\tilde{u}|^{2}+\int_{0}^{t}|\nabla \tilde{u}|^{2} d s+\sup _{s \in[0, t]}|\tilde{v}|^{2}+\int_{0}^{t}|\nabla \tilde{v}|^{2} d s \leq m\right\} . \tag{6.152}
\end{align*}
$$

We deduce from (6.104) that $\lim _{m \rightarrow \infty} \tau^{(m)}=\infty$. Define $\overline{\mathcal{R}}=\mathbf{1}_{\Omega_{0}} \mathcal{R}$, and the result will follow once we show that for any $m$,

$$
\begin{equation*}
\tilde{\mathbb{E}}\left(\sup _{\left[0, \tau^{(m)} \wedge T\right]}|\overline{\mathcal{R}}|^{2}\right)=0 . \tag{6.153}
\end{equation*}
$$

Subtracting the equation (6.1) for $\tilde{v}$ from that for $\tilde{u}$, multiplying both sides by $\mathbf{1}_{\Omega_{0}}$, we arrive at the following equation for $\overline{\mathcal{R}}$,

$$
\left\{\begin{array}{l}
d \overline{\mathcal{R}}+\Delta \overline{\mathcal{R}}_{x} d t=\left(-c \overline{\mathcal{R}}_{x}+\mathbf{1}_{\Omega_{0}}(B(\tilde{v})-B(\tilde{u}))\right) d t+\mathbf{1}_{\Omega_{0}}(\sigma(\tilde{u})-\sigma(\tilde{v})) d \tilde{W}(t)  \tag{6.154}\\
\overline{\mathcal{R}}(0)=0
\end{array}\right.
$$

Hence together with the stochastic basis $\tilde{\mathcal{S}}$, we can regard $\overline{\mathcal{R}}$ as a global pathwise solution to (6.154) written as (6.126) with the boundary conditions (2.2) and (2.4), where $g=-c \overline{\mathcal{R}}_{x}+\mathbf{1}_{\Omega_{0}}(B(\tilde{v})-B(\tilde{u}))$ and $h=\mathbf{1}_{\Omega_{0}}(\sigma(\tilde{u})-\sigma(\tilde{v}))$. To apply Proposition 6.3.2, now we only need to show that (6.128) and (6.129) are satisfied. We infer from (6.69) that $g \in$ $L^{2}\left(\tilde{\Omega} ; L^{2}\left(0, T ; \Xi_{2}^{\prime}\right)\right)$. To show that $g$ also belongs to the space $L^{2}\left(\tilde{\Omega} ; L^{4 / 3}\left(0, T ; L^{4 / 3}(\mathcal{M})\right)\right)$, we first note that $\mathcal{R}_{x} \in L^{2}\left(\tilde{\Omega} ; L^{2}\left((0, T) ; L^{2}(\mathcal{M})\right)\right)$. Next we estimate $B(u)$. By the Sobolev embedding theorem in dimension 2, we deduce that $|B(\tilde{u})|_{L^{4 / 3}(\mathcal{M})} \leq c^{\prime}|\tilde{u}|_{L^{4}(\mathcal{M})}\left|\tilde{u}_{x}\right| \leq$ $c^{\prime}|\tilde{u}|^{1 / 2}|\nabla \tilde{u}|^{1 / 2}\left|\tilde{u}_{x}\right|$, and hence almost surely

$$
\begin{align*}
\left(\int_{0}^{T}|B(\tilde{u})|_{L^{4 / 3}(\mathcal{M})}^{4 / 3} d t\right)^{3 / 2} & \leq c_{2}\left(\int_{0}^{T}|\tilde{u}|^{2 / 3}|\nabla \tilde{u}|^{2} d t\right)^{3 / 2} \\
& \leq c^{\prime}\left(\sup _{t \in[0, T]}|\tilde{u}|^{2 / 3} \int_{0}^{T}|\nabla \tilde{u}|^{2} d t\right)^{3 / 2}  \tag{6.155}\\
& =c^{\prime} \sup _{t \in[0, T]}|\tilde{u}|\left(\int_{0}^{T}|\nabla \tilde{u}|^{2} d t\right)^{3 / 2} \\
& \leq c^{\prime} \sup _{t \in[0, T]}|\tilde{u}|^{7}+\left(\int_{0}^{T}|\nabla \tilde{u}|^{2} d t\right)^{7 / 4}
\end{align*}
$$

Since (6.81) and (6.83) imply that $\tilde{u}$ and $\tilde{v}$ both belong to the space $L^{7}\left(\tilde{\Omega} ; L^{\infty}\left((0, T) ; H_{0}^{1}(\mathcal{M})\right)\right) \cap$ $L^{7 / 2}\left(\tilde{\Omega} ; L^{2}\left((0, T) ; H_{0}^{1}(\mathcal{M})\right)\right)$, taking expectations on both sides of $(6.155)$ we obtain

$$
\begin{equation*}
B(\tilde{u}) \text { belong to } L^{2}\left(\tilde{\Omega} ; L^{4 / 3}\left(0, T ; L^{4 / 3}(\mathcal{M})\right)\right) \tag{6.156}
\end{equation*}
$$

To conclude we infer that $g \in L^{2}\left(\tilde{\Omega} ; L^{4 / 3}\left(0, T ; L^{4 / 3}(\mathcal{M})\right)\right)$. We infer from (6.11) that

$$
\|h\|_{L_{2}\left(\mathfrak{U} ; \Xi_{1}\right)}=\|\sigma(\tilde{u})-\sigma(\tilde{v})\|_{L_{2}\left(\mathfrak{U} ; \Xi_{1}\right)} \leq c_{U}|\mathcal{R}|,
$$

which implies that $h \in L^{2}\left(\tilde{\Omega} ; L^{2}\left(0, T ; L_{2}\left(\mathfrak{U}, \Xi_{1}\right)\right)\right.$. Similarly, By (6.9) we can deduce that $h \in L^{2}\left(\tilde{\Omega} ; L^{2}\left(0, T ; L_{2}\left(\mathfrak{U}, L^{2}(\mathcal{M})\right)\right)\right.$. Thus we have proven that $h$ satisfies (6.129).

Now Proposition 6.3.2 applies, and we obtain (6.132) for any $\tau_{b}$ with $0 \leq \tau_{b} \leq \tau^{(m)} \wedge T$, $\tau^{(m)}$ defined as in (6.152) (for notation simplicity, we will write $\tau^{(m)}:=\tau^{(m)} \wedge T$ from now on). We then estimate the right-hand side of (6.132). Thanks to (6.152), we see that

$$
\begin{equation*}
\mathcal{R}\left(\cdot \wedge \tau^{(m)}\right) \in L^{\infty}\left(\tilde{\Omega} ; L^{\infty}\left((0, T) ; L^{2}(\mathcal{M})\right)\right) \cap L^{\infty}\left(\tilde{\Omega} ; L^{2}\left((0, T) ; H_{0}^{1}(\mathcal{M})\right)\right) \tag{6.157}
\end{equation*}
$$

and hence the following calculations are all legitimate for $t \in\left(0, \tau^{(m)}\right)$. We observe that a.s. and for a.e. $t$ :

$$
\begin{align*}
|(g,(1+x) \overline{\mathcal{R}})| & \left.=\mid-c\left(\overline{\mathcal{R}}_{x},(1+x) \overline{\mathcal{R}}\right)+(B(\tilde{v})-B(\tilde{u})),(1+x) \overline{\mathcal{R}}\right) \mid \\
& \left.=\left.\left|\frac{c}{2}\right| \overline{\mathcal{R}}\right|^{2}+\left(\overline{\mathcal{R}}^{2},(1+x) \tilde{u}_{x}-\frac{1}{2}\left(\tilde{v}+(1+x) \tilde{v}_{x}\right)\right) \right\rvert\, \\
& \leq\left(\text { with } \gamma(t)=\left|\tilde{u}_{x}(t)\right|+|\tilde{v}(t)|+\left|\tilde{v}_{x}(t)\right|\right) \\
& \leq \frac{c}{2}|\overline{\mathcal{R}}|^{2}+c^{\prime} \gamma(t)|\overline{\mathcal{R}}|_{L^{4}(\mathcal{M})}^{2}  \tag{6.158}\\
& \leq\left(\text { by interpolation } H^{1 / 2} \subset L^{4}\right. \text { in dimension 2) } \\
& \leq \frac{c}{2}|\overline{\mathcal{R}}|^{2}+c^{\prime} \gamma(t)|\overline{\mathcal{R}}||\nabla \overline{\mathcal{R}}| \\
& \leq \frac{1}{2}|\nabla \overline{\mathcal{R}}|^{2}+c^{\prime} \gamma^{2}(t)|\overline{\mathcal{R}}|^{2} .
\end{align*}
$$

Applying (6.158) to (6.132), with $\overline{\mathcal{R}}(0)=0$ we obtain

$$
\begin{equation*}
\frac{1}{2} \tilde{\mathbb{E}} \sup _{0 \leq s \leq \tau_{b}}|\overline{\mathcal{R}}(s)|^{2}+\frac{1}{2} \mathbb{E} \int_{0}^{\tau_{b}}|\nabla \overline{\mathcal{R}}|^{2} d t \leq c^{\prime} \tilde{\mathbb{E}} \int_{0}^{\tau_{b}} \gamma^{2}(t)|\overline{\mathcal{R}}|^{2} d t \tag{6.159}
\end{equation*}
$$

for any stopping time $\tau_{b}$ with $0 \leq \tau_{b} \leq \tau^{(m)}$. Along with (6.157), the version of the stochastic Gronwall Lemma given in Lemma 7.7.2 below applies. Hence we obtain (6.153). This completes the proof of Proposition 6.3.3.

Thanks to the pathwise uniqueness of martingale solutions, we can apply the GyöngyKrylov Theorem to prove the existence of the pathwise solutions (for more details, see [11]).

Proof of Theorem 6.3.2. We consider the families $\left(u^{\epsilon}, u^{\epsilon^{\prime}}, W\right)$, where $u^{\epsilon}$ and $u^{\epsilon^{\prime}}$ are pathwise solutions to the parabolic regularization (6.16)-(6.18), (2.2) and (2.4). Then by
(6.99) and (6.100), we can define the joint distributions of $\left(u^{\epsilon}, u^{\epsilon^{\prime}}, W\right)$ as $\nu^{\epsilon, \epsilon^{\prime}}=\mu_{u}^{\epsilon} \times \mu_{u}^{\epsilon^{\prime}} \times \mu_{W}$ on the phase space $\mathcal{X}_{u} \times \mathcal{X}_{u} \times \mathcal{X}_{W}\left(\mathcal{X}_{u}\right.$ and $\mathcal{X}_{W}$ defined in (6.98)). With the same argument as for Lemma 6.3.4, we can show that the family $\left\{\nu^{\epsilon, \epsilon^{\prime}}\right\}$ is tight in $\epsilon$ and $\epsilon^{\prime}$. By the Skorokhod embedding theorem, we deduce the existence of a family $\left(\tilde{u}^{\epsilon}, \tilde{\tilde{u}}^{\epsilon^{\prime}}, \tilde{W}\right)$ defined on a different probability space which converges almost surely to an element $(\tilde{u}, \tilde{\tilde{u}}, \tilde{W})$. By the same proof as for Proposition of 6.3 .1 , we can show that $\left(\tilde{u}^{\epsilon}, \tilde{W}\right)$ and $\left(\tilde{\tilde{u}}^{\epsilon^{\prime}}, \tilde{W}\right)$ both satisfy (i)-(v). In particular, $\left(\tilde{u}^{\epsilon}, \tilde{\tilde{u}}^{\epsilon^{\prime}}\right)$ have the same probability distributions, $\mu_{u}^{\epsilon} \times \mu_{u}^{\epsilon^{\prime}}$, as $\left(u^{\epsilon}, u^{\epsilon^{\prime}}\right)$, and the family $\left\{\mu_{u}^{\epsilon} \times \mu_{u}^{\epsilon^{\prime}}\right\}_{\epsilon, \epsilon^{\prime}>0}$ is tight and hence converges weakly to a probability measure $\mu_{1}$, defined by $\mu_{1}(\cdot)=\mathbb{P}(\tilde{u}, \tilde{\tilde{u}} \in \cdot)$. It is clear that $\tilde{u}$ and $\tilde{\tilde{u}}$ are both martingale solutions to (6.1) and (2.2)-(2.4), hence by the pathwise uniqueness (Proposition 6.3.3), $\tilde{u}=\tilde{\tilde{u}}$ a.s.. Thus

$$
\mu_{1}\left(\left\{(u, v) \in \mathcal{X}_{u} \times \mathcal{X}_{u}: u=v\right\}\right)=\mathbb{P}\left(\tilde{u}=\tilde{\tilde{u}} \text { in } \mathcal{X}_{u}\right)=1
$$

We can apply the Gyöngy-Krylov Theorem (Theorem 7.5.1 of the Appendix) and deduce that the original family $u^{\epsilon}$ defined on the initial probability space converges in probability, and hence converges almost surely up to a subsequence, to an element $u$ in the topology of $\mathcal{X}_{u}$. Thus we can pass to the limit on the regularized equation as explained in details in Section 6.3.1. To conclude we have established the existence of a pathwise solutions to (6.1), (2.2)-(2.4), and we have completed the proof of Theorem 6.3.2.

Remark 6.3.2. For the space periodic case, that is, (6.1) and the boundary and initial conditions (2.2), (2.3) and (2.5), the results will be the same with the Dirichlet case. The reasoning will be similar as in Chapter 3.

## Chapter 7

## Appendix

### 7.1 Space $\Sigma(\mathcal{M})$ and its Dual $\Sigma^{\prime}(\mathcal{M})$

To derive and justify equation (2.9) we need to introduce the concept of distributions on

$$
\begin{equation*}
\tilde{\mathcal{M}}=I_{x} \times \mathbb{R}_{y} \times \mathbb{R}_{z}, \tag{7.1}
\end{equation*}
$$

which are periodic in $y$ and $z$ (and usual distributions in $x$ ). This concept combines the concept of distributions on an open set (see [41]) with that of periodic distributions (see [41] and [19]).

We consider the space $\Sigma(\mathcal{M})$ of functions which are $\mathcal{C}^{\infty}$ in $\tilde{\mathcal{M}}$, periodic in the $y$ and $z$ directions, periodic with all the derivatives, with period $2 \pi$, and which are compactly supported in $I_{x}$. This space is equipped with the (metrizable) topology of uniform convergence on any compact set of $\tilde{\mathcal{M}}$ of the functions and all its derivatives. The dual $\Sigma^{\prime}(\mathcal{M})$ of $\Sigma(\mathcal{M})$ is the desired space of distributions. One can define derivatives on this space and perform the usual operations performed on distributions. Also, as in the case of $\mathcal{D}(\mathcal{M})$, we can show that the space spanned by $\varphi \omega_{k_{1}}(y) \omega_{k_{2}}(z)$ with $\varphi \in \mathcal{D}\left(I_{x}\right)$ is dense in $\Sigma(\mathcal{M})$, where $\left\{\omega_{k_{1}}(y)\right\}$ is an orthonormal basis of $L^{2}\left(I_{y}\right)$ and a smooth periodic functions with period $2 \pi$, and the same thing for $\left\{\omega_{k_{2}}(z)\right\}$ in $L^{2}\left(I_{z}\right)$. We will also assume below that the $\omega_{k_{1}}$ are the eigenfunctions of the operators $d^{2} / d y^{2}$ on $I_{y}$ (sine and cosine functions) which form an orthonormal basis of $L^{2}\left(I_{y}\right)$, and the $\omega_{k_{2}}$ are the eigenfunctions of the operators $d^{2} / d z^{2}$ on
$I_{z}$ which form an orthonormal basis of $L^{2}\left(I_{z}\right)$.
If a function $u$ belongs to $L^{2}(\mathcal{M})$, let $\bar{u}$ be its extension to $\tilde{\mathcal{M}}$ by periodicity in $y$ and $z$ and let

$$
\begin{equation*}
u=\sum_{k} \widehat{u}_{k}(x) \omega_{k_{1}}(y) \omega_{k_{2}}(z) \tag{7.2}
\end{equation*}
$$

be its expansion in $L^{2}\left(I_{y} \times I_{z}\right)$. This expansion being convergent in $L^{2}(\mathcal{M})$ as observed before, it also converges to $u$ in $\Sigma^{\prime}(\mathcal{M})$, which simply means that

$$
\int_{I_{x}} \int_{I_{y} \times I_{z}} u_{N}(x, y, z) \psi(x, y, z) d x d y d z
$$

converges to

$$
\int_{I_{x}} \int_{I_{y} \times I_{z}} u(x, y, z) \psi(x, y, z) d x d y d z, \forall \psi \in \Sigma(\mathcal{M})
$$

where

$$
\begin{equation*}
u_{N}(x, y, z)=\sum_{|k| \leq N} \widehat{u}_{k}(x) \omega_{k_{1}}(y) \omega_{k_{1}}(z), N \in \mathbb{N} . \tag{7.3}
\end{equation*}
$$

With these in mind we can state the following:
Lemma 7.1.1. For $u \in L^{2}(\mathcal{M})$ as in (7.2), we have

$$
\left\langle\Delta u_{x}+c u_{x}, \varphi \omega_{k_{1}}(y) \omega_{k_{2}}(z)\right\rangle=-C_{d}\left\langle\varphi^{\prime \prime \prime}-\left(\lambda_{k}-c\right) \varphi^{\prime}, \widehat{u}_{k}\right\rangle, \quad \forall \varphi \in \mathcal{D}\left(I_{x}\right),
$$

where $\lambda_{k}=\lambda_{k_{1}}+\lambda_{k_{2}}$, and $C_{d}$ is a constant depending only on the dimension.
Hence

$$
\begin{equation*}
\left\langle\Delta u_{x}+c u_{x}, \omega_{k_{1}}(y) \omega_{k_{2}}(z)\right\rangle=C_{d}\left(\widehat{u}_{k}^{\prime \prime \prime}(x)-\left(\lambda_{k}-c\right) \widehat{u}_{k}^{\prime}(x)\right), \tag{7.4}
\end{equation*}
$$

in the sense of distributions on $\mathcal{D}\left(I_{x}\right)$.

Proof. We observe that, for $\varphi \in \mathcal{D}\left(I_{x}\right), \varphi \omega_{k_{1}}(y) \omega_{k_{2}}(z) \in \Sigma(\mathcal{M})$ and then classically

$$
\begin{aligned}
\left\langle\Delta u_{x}+c u_{x}, \varphi \omega_{k_{1}} \omega_{k_{2}}\right\rangle & =-\left\langle u,(\Delta+c) \partial_{x}\left(\varphi \omega_{k_{1}} \omega_{k_{2}}\right)\right\rangle \\
& =-\left\langle u,\left(\varphi^{\prime \prime \prime}-\left(\lambda_{k}-c\right) \varphi^{\prime}\right) \omega_{k_{1}} \omega_{k_{2}}\right\rangle \\
& =-C_{d}\left\langle\widehat{u}_{k}, \varphi^{\prime \prime \prime}-\left(\lambda_{k}-c\right) \varphi^{\prime}\right\rangle \\
& =C_{d}\left\langle\widehat{u}_{k}^{\prime \prime \prime}-\left(\lambda_{k}-c\right) \widehat{u}_{k}^{\prime}, \varphi\right\rangle,
\end{aligned}
$$

and the conclusion follows.

Corollary 7.1.1. Under the hypothesis of Lemma 7.1.1, if we further assume that $\Delta u_{x}+$ $c u_{x} \in L^{2}(\mathcal{M})$, then

$$
\begin{equation*}
\widehat{u}_{k}^{\prime \prime \prime}-\left(\lambda_{k}-c\right) \widehat{u}_{k}^{\prime}=\widehat{g}_{k}, \tag{7.5}
\end{equation*}
$$

holds in $L^{2}(\mathcal{M})$, where $g:=\Delta u_{x}+c u_{x}$, and $\widehat{g}_{k}(x)$ are the Fourier coefficients of $g$ as in (7.2).

Proof. Since $g \in L^{2}(\mathcal{M}),\left\langle g, \omega_{k_{1}} \omega_{k_{2}}\right\rangle=C_{d} \widehat{g}_{k}$. Hence by (7.4), we obtain that (7.5) holds in the sense of distributions on $\mathcal{D}\left(I_{x}\right)$.

Define

$$
\begin{equation*}
Y_{k}=\widehat{u}_{k}^{\prime \prime}-\left(\lambda_{k}-c\right) \widehat{u}_{k}-\int_{0}^{x} \widehat{g}_{k}(\xi) d \xi \tag{7.6}
\end{equation*}
$$

Then (7.5) implies $Y_{k}^{\prime}=0$. Hence $Y_{k}=C(k)$ a.e., with $C(k)$ a constant independent of $x$. Thus $\widehat{u}_{k}^{\prime \prime} \in L^{2}\left(I_{x}\right)$. By the intermediate derivatives theorem, $\widehat{u}_{k}^{\prime} \in L^{2}\left(I_{x}\right)$. Hence (7.5) implies

$$
\begin{equation*}
\widehat{u}_{k}^{\prime \prime \prime} \in L^{2}\left(I_{x}\right) . \tag{7.7}
\end{equation*}
$$

Thus (7.5) holds in $L^{2}\left(I_{x}\right)$.

Remark 7.1.1. Note that we will also briefly use the space $\Sigma^{\prime}((0, T) \times \Omega)$ corresponding to distributions that are regular distributions in $x$ and $t$, and periodic in $y$ or $y$ and $z$.

### 7.2 Trace Results

The following is a slight generalization used in the article of a trace result from [40] allowing the value $p=1$.

Lemma 7.2.1. Let $Y$ be a reflexive Banach space and let $p \geq 1$. Assume that two sequences
of functions $u^{\epsilon}, g^{\epsilon} \in L_{x}^{p}\left(I_{x} ; Y\right)$ satisfy

$$
\left\{\begin{array}{l}
u_{x x x}^{\epsilon}+\epsilon u_{x x x x}^{\epsilon}=g^{\epsilon}  \tag{7.8}\\
u^{\epsilon}(0)=u^{\epsilon}(1)=u_{x}^{\epsilon}(1)=u_{x x}^{\epsilon}(0)=0
\end{array}\right.
$$

with $g^{\epsilon}$ bounded in $L_{x}^{p}\left(I_{x} ; Y\right)$ as $\epsilon \rightarrow 0$. Then $u_{x x}^{\epsilon}$ (and hence $u_{x}^{\epsilon}$, and $u^{\epsilon}$ ) is bounded in $L_{x}^{\infty}\left(I_{x} ; Y\right)$ as $\epsilon \rightarrow 0$. Furthermore, for any subsequences $u^{\epsilon} \rightarrow u$ converging (strongly or weakly) in $L_{x}^{q}\left(I_{x} ; Y\right), 1 \leq q<\infty, u_{x}^{\epsilon}(1)$ converges to $u_{x}(1)$ in $Y$ (weakly at least), and hence $u_{x}(1)=0$.

Proof. Firstly, by the same proof as in [40], we obtain

$$
\begin{equation*}
\left|u_{x x}^{\epsilon}(x)\right|_{Y} \leq c^{\prime}\left|g^{\epsilon}\right|_{L^{1}(Y)} \tag{7.9}
\end{equation*}
$$

which shows that $u_{x x}^{\epsilon}$ remains bounded in $L^{\infty}(0,1 ; Y)$ as $\epsilon \rightarrow 0$.
Secondly, we prove the weak convergence of $u_{x}^{\epsilon}(1)$. Since $u_{x x}^{\epsilon}$ is bounded in $L_{x}^{\infty}\left(I_{x} ; Y\right)$ as $\epsilon \rightarrow 0$, applying the Banach-Alaugu theorem to the reflexive Banach space $L_{x}^{r}\left(I_{x} ; Y\right), 1<$ $r<\infty$, we deduce that $u_{x x} \rightharpoonup v$ weakly in $L_{x}^{r}\left(I_{x} ; Y\right)$ for some function $v \in L_{x}^{r}\left(I_{x} ; Y\right)$. Since we know that $u^{\epsilon} \rightarrow u$ strongly or weakly in $L_{x}^{q}\left(I_{x} ; Y\right)$, it is easy to see that $v=u_{x x} \in$ $L_{x}^{q}\left(I_{x} ; Y\right)$. Hence we have

$$
\begin{equation*}
u_{x x}^{\epsilon} \rightharpoonup u_{x x} \text { weakly in } L_{x}^{q}\left(I_{x} ; Y\right) \tag{7.10}
\end{equation*}
$$

By the trace theorem and Mazur's theorem, $u_{x}(1)$ converges to $u_{x}(1)$ weakly in $Y$.

Remark 7.2.1. Note that in (7.10), q can not be $\infty$, and hence we can not pass to the limit on the boundary term $u_{x x}^{\epsilon}(0)$ based on the argument above. This is fine because we do not care about passing to the limit on this boundary term as we do not necessarily have $u_{x x}(0)=0$ in the $Z$ - $K$ equation.

The following trace result is an extension of the linear case of Lemma 3.1.1.

Lemma 7.2.2. Let $u$ be a random process defined on a probability space $(\Omega, \mathcal{F}, \mathbb{P}) . F$ is a given function such that

$$
\begin{equation*}
F \in L^{p}\left(I_{x} ; \mathcal{E}\right), \text { where } \mathcal{E}=L^{p}\left(\Omega \times(0, T) \times I_{x^{\perp}}\right), p>1 \tag{7.11}
\end{equation*}
$$

We assume that $u \in L^{2}\left(\Omega ; L^{2}\left(0, T ; H^{1}(\mathcal{M})\right)\right.$ ) satisfies almost surely the following linear equation

$$
\begin{equation*}
u_{t}+\Delta u_{x}+c u_{x}=F \tag{7.12}
\end{equation*}
$$

that is, almost surely we have

$$
u(t)+\int_{0}^{t}\left(\Delta u_{x}+c u_{x}\right) d s=u(0)+\int_{0}^{t} F d s
$$

in the sense of distributions on $\mathcal{D}(\mathcal{M})$ for every $0 \leq t \leq T$. Then

$$
\begin{equation*}
u_{x}, u_{x x} \in \mathcal{C}_{x}\left(I_{x} ; \mathcal{B}\right), \quad \mathcal{B}=L^{2}\left(\Omega ; H^{-2}\left((0, T) \times I_{x^{\perp}}\right)\right) \cap \mathcal{E} \tag{7.13}
\end{equation*}
$$

and, in particular,

$$
\begin{equation*}
\left.u_{x}\right|_{x=0,1} \text { and }\left.u_{x x}\right|_{x=0,1} \tag{7.14}
\end{equation*}
$$

are well defined in $\mathcal{B}$.

Proof. We write equation (7.12) in the form

$$
u_{x x x}=F-c u_{x}-\Delta^{\perp} u_{x}-u_{t} .
$$

Then clearly we have

$$
\begin{equation*}
u_{x x x} \in L_{x}^{p \wedge 2}\left(I_{x} ; L^{2}\left(\Omega ; H^{-2}\left((0, T) \times I_{x^{\perp}}\right)\right) \cap \mathcal{E}\right), \quad p \geq 1 \tag{7.15}
\end{equation*}
$$

which implies that (7.13) holds.
We use Lemma 7.2 .2 in the proof of Lemma 6.3 .5 with $p=5 / 4$ and $\mathcal{E}=L^{5 / 4}(\tilde{\Omega} \times(0, T) \times$ $\left.I_{x^{\perp}}\right)$, and in the proof of Proposition 6.3 .2 with $p=4 / 3$ and $\mathcal{E}=L^{4 / 3}\left(\Omega \times(0, T) \times I_{x^{\perp}}\right)$.

We are now ready to prove the following trace result generalized from the argument in Lemma 7.2.1.

Lemma 7.2.3. Let $\left\{u^{\epsilon}\right\}_{\epsilon>0}$ be a family of random processes, all defined on the same probability space $(\Omega, \mathcal{F}, \mathbb{P})$. We consider the following linearized regularized equation

$$
\left\{\begin{array}{l}
u_{t}^{\epsilon}+\Delta u_{x}^{\epsilon}+c u_{x}^{\epsilon}+\epsilon L u^{\epsilon}=F^{\epsilon}  \tag{7.16}\\
\left.u^{\epsilon}\right|_{x=0}=\left.u^{\epsilon}\right|_{x=1}=\left.u_{x}^{\epsilon}\right|_{x=1}=\left.u_{x x}^{\epsilon}\right|_{x=0}=0
\end{array}\right.
$$

where $F^{\epsilon}$ remains bounded in the reflexive Banach space $L^{p}\left(I_{x}, \tilde{\mathcal{E}}\right)$, with $\tilde{\mathcal{E}}:=L^{p}(\Omega \times(0, T) \times$ $\left.I_{x^{\perp}}\right), p>1$. We suppose that $u^{\epsilon}$ almost surely satisfies (7.16), that is, almost surely we have

$$
u^{\epsilon}(t)+\int_{0}^{t}\left(\Delta u_{x}^{\epsilon}+c u_{x}^{\epsilon}+\epsilon L u^{\epsilon}-F^{\epsilon}\right) d s=u^{\epsilon}(0)
$$

in the sense of distributions on $\mathcal{D}(\mathcal{M})$ for every $0 \leq t \leq T$. We assume that $u^{\epsilon}$ converges weakly to some $u$ in $L^{2}\left(\Omega ; L^{2}\left(0, T ; H_{0}^{1}(\mathcal{M})\right)\right)$ as $\epsilon \rightarrow 0$, then $u_{x}^{\epsilon}(1)$ converges to $u_{x}(1)$ in $\tilde{\mathcal{B}}$ specified below, and hence $u_{x}(1)=0$.

Proof. By (7.16) we have

$$
u_{x x x}^{\epsilon}+\epsilon u_{x x x x}^{\epsilon}=F^{\epsilon}-u_{t}^{\epsilon}-c u_{x}^{\epsilon}-\Delta^{\perp} u_{x}^{\epsilon}-\epsilon u_{y y y y}^{\epsilon}-\epsilon u_{z z z z}^{\epsilon}
$$

We call the right hand side $g^{\epsilon}$. It is easy to observe that, since $u^{\epsilon}$ remains bounded in $L^{2}\left(I_{x} ; L^{2}\left(\Omega \times(0, T) \times I_{x^{\perp}}\right)\right.$ as $\epsilon \rightarrow 0$, then $g^{\epsilon}$ remains bounded in the reflexive Banach space $L_{x}^{p \wedge 2}\left(I_{x} ; \tilde{\mathcal{B}}\right), p>1$, where

$$
\begin{equation*}
\tilde{\mathcal{B}}=L^{2}\left(\Omega ; H_{t}^{-1}\left(0, T ; L^{2}\left(I_{x^{\perp}}\right)\right)\right)+L^{2}\left(\Omega ; L_{t}^{2}\left(0, T ; H^{-4}\left(I_{x^{\perp}}\right)\right)\right)+\tilde{\mathcal{E}} \tag{7.17}
\end{equation*}
$$

Thus we can apply Lemma 7.2 .1 with this space $\tilde{\mathcal{B}}$ and obtain the convergence of the boundary term $u_{x}^{\epsilon}(1)$.

Lemma 7.2 .3 is applied in Section 6.3 .1 with $p=5 / 4$ and $\tilde{\mathcal{E}}=L^{5 / 4}\left(\tilde{\Omega} \times(0, T) \times I_{x^{\perp}}\right)$ and in the proof of Proposition 6.3 .2 , with $p=4 / 3, \tilde{\mathcal{E}}=L^{4 / 3}\left(\Omega \times(0, T) \times I_{x^{\perp}}\right)$ and $\tilde{\mathcal{B}}=L^{2}\left(\Omega ; H_{t}^{-1}\left(0, T ; L^{2}\left(I_{x^{\perp}}\right)\right)\right)+L^{2}\left(\Omega ; L_{t}^{2}\left(0, T ; H^{-4}\left(I_{x^{\perp}}\right)\right)\right)+L^{4 / 3}\left(\Omega \times(0, T) \times\left(I_{x^{\perp}}\right)\right)$.

### 7.3 Compact Embedding Theorems

We recall the theorems from [18] and [17] (see also [43] for Lemma 7.3.1).

Definition 7.3.1. (The Fractional Derivative Space) We assume that $H$ is a separable Hilbert space. Given $\tilde{p} \geq 2, \alpha \in(0,1), W^{\alpha, \tilde{p}}(0, T ; H)$ denotes the Sobolev space of all $h \in L^{\tilde{p}}(0, T ; H)$ such that

$$
\begin{equation*}
\int_{0}^{T} \int_{0}^{T} \frac{|h(t)-h(s)|_{H}^{\tilde{p}}}{|t-s|^{1+\alpha \tilde{p}}} d t d s<\infty, \tag{7.18}
\end{equation*}
$$

which is endowed with the Banach norm

$$
\begin{equation*}
|h|_{W^{\alpha, \tilde{p}}(0, T ; H)}=\left(\int_{0}^{T}|h(t)|_{H}^{\tilde{p}} d t+\int_{0}^{T} \int_{0}^{T} \frac{|h(t)-h(s)|_{H}^{\tilde{p}}}{|t-s|^{1+\alpha \tilde{p}}} d t d s\right)^{1 / \tilde{p}}<\infty . \tag{7.19}
\end{equation*}
$$

Lemma 7.3.1. (i) Let $\mathcal{E}_{0} \subset \mathcal{E} \subset \mathcal{E}_{1}$ be Banach spaces, $\mathcal{E}_{0}$ and $\mathcal{E}_{1}$ reflexive, with continuous injections and a compact embedding of $\mathcal{E}_{0}$ in $\mathcal{E}$. Let $1<p<\infty$ and $\alpha \in(0,1)$ be given. Let $\mathcal{Y}$ be the space

$$
\begin{equation*}
\mathcal{Y}:=L^{p}\left(0, T ; \mathcal{E}_{0}\right) \cap W^{\alpha, p}\left(0, T ; \mathcal{E}_{1}\right), \tag{7.20}
\end{equation*}
$$

endowed with the natural norm. Then the embedding of $\mathcal{Y}$ in $L^{p}(0, T ; \mathcal{E})$ is compact.
(ii) If $\mathcal{E} \subset \overline{\mathcal{E}}$ are two Banach spaces with $\mathcal{E}$ compactly embedded in $\overline{\mathcal{E}}, 1<p<\infty$ and $\alpha \in(0,1)$ satisfy

$$
\alpha p>1,
$$

then the space $W^{\alpha, p}(0, T ; \mathcal{E})$ is compactly embedded into $\mathcal{C}([0, T] ; \overline{\mathcal{E}})$.

### 7.4 Convergence Theorem for the Noise Term

The following convergence theorem for the stochastic integrals is used to facilitate the passage to the limit in the parabolic regularization approximation. The statements and proofs can be found in [2], [23] and [11].

Lemma 7.4.1. Let $\{\Omega, \mathcal{F}, \mathbb{P}\}$ be a fixed probability space, and $\mathcal{X}$ a separable Hilbert space. Consider a sequence of stochastic bases $\mathcal{S}_{n}:=\left(\Omega, \mathcal{F},\left\{\mathcal{F}_{t}^{n}\right\}_{t \geq 0}, \mathbb{P}, W^{n}\right)$, such that each $W^{n}$ is a cylindrical Brownian motion (over $\mathfrak{U}$ ) with respect to $\left\{\mathcal{F}_{t}^{n}\right\}_{t \geq 0}$. We suppose that the $\left\{G^{n}\right\}_{n \geq 1}$ are a sequence of $\mathcal{X}$-valued $\mathcal{F}_{t}^{n}$ predictable processes so that $G^{n} \in L^{2}\left((0, T) ; L_{2}(\mathfrak{U}, \mathcal{X})\right)$ a.s.. Finally consider $\mathcal{S}:=\left(\Omega, \mathcal{F},\left\{\mathcal{F}_{t}\right\}_{t \geq 0}, \mathbb{P}, W\right)$ and a function $G \in L^{2}\left((0, T) ; L_{2}(\mathfrak{U}, \mathcal{X})\right)$, which is $\mathcal{F}_{t}$ predictable. If

$$
\begin{gathered}
W^{n} \rightarrow W \text { in probability in } \mathcal{C}\left([0, T] ; \mathfrak{U}_{0}\right), \\
G^{n} \rightarrow G \text { in probability in } L^{2}\left((0, T) ; L_{2}(\mathfrak{U}, \mathcal{X})\right),
\end{gathered}
$$

then

$$
\int_{0}^{t} G^{n} d W^{n} \rightarrow \int_{0}^{t} G d W \text { in probability in } L^{2}((0, T) ; \mathcal{X})
$$

Then we have the following lemma based on the Burkholder-Davis-Gundy inequality and the notion of fractional derivatives in Definition 7.3 .1 (whose proof can be found in [18]).

Lemma 7.4.2. Let $q \geq 2, \alpha>\frac{1}{2}$ be given so that $q \alpha>1$. Then for any predictable process $h \in L^{q}\left(\Omega \times(0, T) ; L_{2}(\mathfrak{U}, H)\right)$, we have

$$
\int_{0}^{t} h(s) d W(s) \in L^{q}\left(\Omega ; W^{\alpha, q}(0, T ; H)\right)
$$

and there exists a constant $c^{\prime}=c^{\prime}(q, \alpha) \geq 0$ independent of $h$ such that

$$
\begin{equation*}
\mathbb{E}\left|\int_{0}^{t} h(s) d W(s)\right|_{W^{\alpha, q}(0, T ; H)}^{q} \leq c^{\prime}(q, \alpha) \mathbb{E} \int_{0}^{t}|h(s)|_{L_{2}(\mathfrak{U}, H)}^{q} d s \tag{7.21}
\end{equation*}
$$

### 7.5 Some Probability Tools

We recall the Gyöngy-Krylov Theorem from [23], which is used in proving the existence of pathwise solutions.

Theorem 7.5.1. Let $\mathcal{X}$ be a Polish space. Suppose that $\left\{Y_{m}\right\}$ is a sequence of $\mathcal{X}$-valued random variables on a probability space $(\Omega, \mathcal{F}, \mathbb{P})$. Let $\left\{\mu_{k, m}\right\}_{k, m \geq 1}$ be the sequence of joint laws of $\left\{Y_{m}\right\}_{m \geq 1}$, that is

$$
\mu_{k, m}(E):=\left(\left(Y_{k}, Y_{m}\right) \in E\right), \quad E \in \mathcal{B}(\mathcal{X} \times \mathcal{X})
$$

Then $\left\{Y_{m}\right\}$ converges in probability if and only if for every subsequence of joint probability measures, $\left\{\mu_{k_{l}, m_{l}}\right\}_{l \geq 0}$, there exists a further subsequence which converges weakly to a probability measure $\mu$ such that

$$
\begin{equation*}
\mu(\{(u, v) \in \mathcal{X} \times \mathcal{X}: u=v\})=1 \tag{7.22}
\end{equation*}
$$

### 7.6 The Jakubowski-Skorokhod Representation Theorem

We recall the following result from [35].

Lemma 7.6.1. Let $\mathcal{A}_{1}$ be a topological space such that there exists a sequence $\left\{f_{m}\right\}$ of continuous functions $f_{m}: \mathcal{A}_{1} \rightarrow \mathcal{R}$ that separate points of $\mathcal{A}_{1}$. Let $\mathcal{A}_{2}$ be a Polish space, that is, a separable completely metrizable topological space, and let $I: \mathcal{A}_{2} \rightarrow \mathcal{A}_{1}$ be a continuous injection. Then $I(B)$ is a Borel set in $\mathcal{A}_{1}$ whenever $B$ is Borel in $\mathcal{A}_{2}$.

The following result is a special case of Lemma 7.6.1.

Lemma 7.6.2. Let $\mathcal{A}_{1}$ be a separable Hilbert space. Assume that $\mathcal{A}_{2}$ is a separable Hilbert space continuously injected into $\mathcal{A}_{1}$. Then $\mathcal{A}_{2}$ is a Borel set of $\mathcal{A}_{1}$.

Proof. Firstly, it is clear that any separable Hilbert space $\mathcal{A}_{1}$ satisfies the hypotheses of Lemma 7.6.1. Since $\mathcal{A}_{2}$ is a separable Hilbert space, hence it is a Polish space. Now in Lemma 7.6.1, let $B$ be $\mathcal{A}_{2}$, which of course is a Borel set of $\mathcal{A}_{2}$. Then $I(B)=I\left(\mathcal{A}_{2}\right)=\mathcal{A}_{2}$ is a Borel set in $\mathcal{A}_{1}$ thanks to Lemma 7.6.1.

We use Lemma 7.6.2 in the proof of Proposition 6.3.1.

### 7.7 An Adapted Stochastic Gronwall Lemma

We first recall the stochastic Gronwall lemma from [21] (see also [34]), then we present a variant result which is used in the proof of Proposition 6.3.3.

Lemma 7.7.1. Fix $T>0$. We assume that

$$
X, Y, Z, M:[0, T) \times \Omega \rightarrow \mathbb{R}
$$

are real valued, non-negative stochastic processes. Let $0 \leq \tau<T$ be a stopping time so that

$$
\begin{equation*}
\mathbb{E} \int_{0}^{\tau}(M X+Z) d s<\infty \tag{7.23}
\end{equation*}
$$

We suppose, moreover that for some fixed constant $\kappa$,

$$
\begin{equation*}
\int_{0}^{\tau} M d s<\kappa, \quad a . s . \tag{7.24}
\end{equation*}
$$

Suppose that for all stopping times $\tau_{a}, \tau_{b}$ with $0 \leq \tau_{a} \leq \tau_{b} \leq \tau$ we have

$$
\begin{equation*}
\mathbb{E}\left(\sup _{t \in\left[\tau_{a}, \tau_{b}\right]} X+\int_{\tau_{a}}^{\tau_{b}} Y d s\right) \leq C_{0} \mathbb{E}\left(X\left(\tau_{a}\right)+\int_{\tau_{a}}^{\tau_{b}}(M X+Z) d s\right) \tag{7.25}
\end{equation*}
$$

where $C_{0}$ is a constant independent of the choice of $\tau_{a}, \tau_{b}$. Then

$$
\begin{equation*}
\mathbb{E}\left(\sup _{t \in\left[\tau_{0}, \tau\right]} X+\int_{\tau_{0}}^{\tau} Y d s\right) \leq C \mathbb{E}\left(X(0)+\int_{\tau_{0}}^{\tau} Z d s\right) \tag{7.26}
\end{equation*}
$$

where $C=C\left(C_{0}, T, \kappa\right)$.

When $X(0)=0$ and $Z=0$ we can weaken the hypotheses by requiring that (7.25) only holds for $\tau_{a}=0$ and all $\tau_{b}, 0 \leq \tau_{b} \leq \tau$. We then obtain

Lemma 7.7.2. We assume that $X(0)=0$ and $Z=0$ in Lemma 7.7.1 and that (7.25) holds only for $\tau_{a}=0$ and all $\tau_{b}, 0 \leq \tau_{b} \leq \tau$, that is:

$$
\begin{equation*}
\mathbb{E}\left(\sup _{t \in\left[0, \tau_{b}\right]} X+\int_{0}^{\tau_{b}} Y d s\right) \leq C_{0} \mathbb{E}\left(X(0)+\int_{0}^{\tau_{b}} M X d s\right) \tag{7.27}
\end{equation*}
$$

where $C_{0}$ is a constant independent of the choice of $\tau_{b}$. Then the calculation (7.26) holds true and reduces to

$$
\begin{equation*}
\mathbb{E} \sup _{t \in[0, \tau]} X=\mathbb{E} \int_{0}^{\tau} Y d s=0 . \tag{7.28}
\end{equation*}
$$

Proof. Step 1. We first show how to construct a finite sequence of stopping times

$$
0<\tau_{1}<\ldots<\tau_{N}<\tau_{N+1}=\tau \text { a.s. },
$$

so that

$$
\begin{equation*}
\int_{\tau_{j}}^{\tau_{j+1}} M d s<\frac{1}{2 C_{0}} \text { a.s., } \forall j=1, \ldots, N . \tag{7.29}
\end{equation*}
$$

We construct the sequence inductively. We start with time 0 . We assume that $\tau_{j-1}$ is found. Then define

$$
\tau_{j}:=\inf _{t \geq 0}\left\{\int_{\tau_{j-1}}^{t} M d s<\frac{1}{2 C_{0}}\right\} \wedge \tau,
$$

and $\tau_{j}>0$ is well-defined since $M>0$ and it satisfies (7.24). Hence we have

$$
\begin{equation*}
\int_{\tau_{j-1}}^{\tau_{j}} M d s \geq \frac{1}{2 C_{0}}, \quad \forall j \geq 1 \text { such that } \tau_{j}<\tau . \tag{7.30}
\end{equation*}
$$

Now we claim that there exists a finite integer $N$ such that $\tau_{N}=\tau$, and

$$
\begin{equation*}
N \leq 2 C_{0} \kappa+1, \text { a.s.. } \tag{7.31}
\end{equation*}
$$

We show this by contradiction; suppose that (7.31) is not true, then $N-1>2 C_{0} \kappa$, and hence

$$
\int_{0}^{\tau_{N+1}} M d s=\sum_{j=1}^{N-1} \int_{\tau_{j}}^{\tau_{j+1}} M d s+\int_{\tau_{N}}^{\tau} M d s \geq \text { with }(7.30) \geq(N-1) \frac{1}{2 C_{0}}>\kappa .
$$

But this contradicts with (7.24). Hence (7.31) is proven, and we can choose the integer $N=\left\ulcorner 2 C_{0} \kappa+1\right\urcorner$.

Step 2. Letting $\tau_{b}=\tau_{1}$ in (7.27), we have

$$
\begin{equation*}
\mathbb{E}\left(\sup _{t \in\left[0, \tau_{1}\right]} X+\int_{0}^{\tau_{1}} Y d s\right) \leq C_{0} \mathbb{E} \int_{0}^{\tau_{1}} M X d s ; \tag{7.32}
\end{equation*}
$$

from (7.32), (7.23) and (7.29) we infer

$$
\begin{equation*}
\mathbb{E}\left(\frac{1}{2} \sup _{t \in\left[0, \tau_{1}\right]} X+\int_{0}^{\tau_{1}} Y d s\right)=0 \tag{7.33}
\end{equation*}
$$

Thanks to (7.33), for every $\tau_{b} \geq \tau_{1}$ a.s., we find that

$$
\begin{align*}
& \mathbb{E} \sup _{t \in\left[0, \tau_{b}\right]} X=\mathbb{E} \sup _{t \in\left[\tau_{1}, \tau_{b}\right]} X, \\
& \mathbb{E} \int_{0}^{\tau_{b}} Y d s=\mathbb{E} \int_{\tau_{1}}^{\tau_{b}} Y d s,  \tag{7.34}\\
& \mathbb{E} \int_{0}^{\tau_{b}} M X d s=\mathbb{E} \int_{\tau_{1}}^{\tau_{b}} M X d s .
\end{align*}
$$

Thus from (7.34) and (7.27), we infer that for every $\tau_{b} \geq \tau_{1}$ a.s.,

$$
\begin{equation*}
\mathbb{E}\left(\sup _{t \in\left[\tau_{1}, \tau_{b}\right]} X+\int_{\tau_{1}}^{\tau_{b}} Y d s\right) \leq C_{0} \mathbb{E}\left(\int_{\tau_{1}}^{\tau_{b}} M X d s\right) \tag{7.35}
\end{equation*}
$$

Setting $\tau_{b}=\tau_{2}$ in (7.35), we have

$$
\begin{equation*}
\mathbb{E}\left(\sup _{t \in\left[\tau_{1}, \tau_{2}\right]} X+\int_{\tau_{1}}^{\tau_{2}} Y d s\right) \leq C_{0} \mathbb{E}\left(\int_{\tau_{1}}^{\tau_{2}} M X d s\right) \tag{7.36}
\end{equation*}
$$

with (7.36), (7.23) and (7.29) we deduce

$$
\begin{equation*}
\mathbb{E}\left(\frac{1}{2} \sup _{t \in\left[\tau_{1}, \tau_{2}\right]} X+\int_{\tau_{1}}^{\tau_{2}} Y d s\right)=0 \tag{7.37}
\end{equation*}
$$

Hence by finite induction up to $N$ we obtain (7.28).
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[^0]:    ${ }^{1}$ We will only use that $\omega_{k_{i}}$ form an orthonormal basis of $L^{2}\left(I_{y}\right)$ (and $L^{2}\left(I_{z}\right)$ ), and satisfy $\omega_{k_{i}}^{\prime \prime}+$ $\lambda_{k_{i}} \omega_{k_{i}}=0$, for some $\lambda_{k_{i}}, i=1,2$.

[^1]:    ${ }^{1}$ Note that here $f^{\epsilon, n}$ is actually independent of $\omega \in \Omega$ and the symbol $\mathbb{E}$ in front of the corresponding term is not needed. However in Section 6.3 .2 we will use another version of this calculation in which $f^{\epsilon, n}$ is replaced by $g^{\epsilon}$ which depends on $\omega$; hence we leave $\mathbb{E}$ in front of the term involving $f^{\epsilon, n}$ in view of the calculations in Section 6.3.2.

[^2]:    ${ }^{2}$ particularly in [26], the theorem applies to $\mathcal{X}$ as a Polish space, that is, a separable completely metrizable topological space.

