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Abstract A collection of performance benchmarks have been run on &h $stem X
iDataPlex cluster using two different operating system#éddvs HPC Server
2008 (WinHPC) and Red Hat Enterprise Linux v5.4 (RHEL5) ammpared us-
ing SPEC MPI2007 v1.1, the High Performance Computing €hgk (HPCC)
and National Science Foundation (NSF) acceptance teshberk suites. Over-
all, we find the performance of WinHPC and RHELS5 to be equivalit sig-
nificant performance differences exist when analyzing i§ipeapplications. We
focus on presenting the results from the application belacksnand include the
results of the HPCC microbenchmark for completeness.
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1. Introduction

Many factors contribute to the performance of an applicatithe capability
of the hardware provides an upper limit, but equally imputrfa the software.
This is not limited to the application, but includes the cdetg software stack
including compilers, numerical libraries, the MPI implamtetion and the op-
erating system. Presented here are the results of a compafisvo operating
systems using several well known benchmark suites. Alstegtre run on a
single cluster, an IBM System X iDataPlex dx340 describedkeiail below. To
the extent possible, differences between building andingnconditions were
minimized allowing direct comparison of the results.



The benchmarks used were SPEC MPI2007 version 1.1, the N&p-ac
tance test suite as found in NSF solicitation NSF 06-501hHRgrformance
Computing System Acquisition: Towards a Petascale Comgnvironment
for Science and Engineering and HPCC version 1.3.1.

The SPEC MPI2007 [1] benchmark consists of 13 codes, allifipét-
stances of real applications. Running the benchmark pesdacscore derived
from the run-times of the 13 component applications. Th@esis a ratio of
execution time on the system under test and a “referencermsystThe ratio
is constructed such that larger numbers represent bettermance. The ge-
ometric mean of the component scores is the overall scoreerfofpnance
analysis of the suite has been previously published.[2]

The original NSF acceptance test suite consisted of instant six real
applications from domain sciences approximating a workltypical of a re-
search computing center[3]. In addition SPIOBENCH and HR&E: part of
the suite. After its initial publication in 2006, two of thpg@lications and SPI-
OBENCH were dropped, reducing the number to just four appbos. NSF
specifies and provides the exact version of the codes to bendiprovides the
data sets.

HPCC [4] consists of seven components designed to measecdis@as-
pects of system performance including floating point openatrate, memory
and interprocess communication performance. The benéhomatains spe-
cific kernels that model tasks that are important for thegrerince of real
applications.

All benchmarks were run using two different operating syste RedHat
Enterprise Linux v5.4 (x8&4) and Windows HPC Server 2008 service pack 2.

2. The Benchmarks
SPEC M PI2007

The SPEC MPI2007 benchmark was developed by the StandafdrPer
mance Evaluation Corporation (SPEC) High Performance @B{6lPG). In
contrast to HPCC and the NSF acceptance test suite, thisilmemk has run
rules and one can publish the results on the SPEC websitere$hlts are re-
viewed by the SPEC HPG to guarantee compliance with the des and fair
use of the benchmark. SPEC MPI12007 includes 13 technicapating appli-
cations from the fields of computational fluid dynamics, roalar dynamics,
electromagnetism, geophysics, ray tracing, and hydradicsg

NSF Acceptance Test Suite

The NSF requires in its TRACK program that certain codes @arub on
machines purchased with NSF funding. The four applicatamesPARATEC,
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MILC, HOMME and WRF. The performance properties of thisstiave been
previously described.[5]

MILC. MILC is developed by the MIMD Lattice Computation (MILC) col
laboration. It is used in the MILC research program to rugdascale nu-
merical simulations of quantum chromodynamics (QCD), tmeoty of the

strong interactions of subatomic physics. The code is usediflions of node

hours at DOE and NSF supercomputer centers. MPI functionk Ib&nd,

MPI_Irecv, along with a variety of variations of MEBcast and MPJAllreduce

are used.

HOMME. (High Order Methods Modeling Environment[6]) is a frame-
work developed at NCAR that provides the tools necessarydate a high-
performance scalable global atmospheric model. It uséereBpace-filling
curves or METIS for partitioning the computational grid dras demonstrated
scaling to 32K processors.

PARATEC. [7]is a package designed primarily for a massively parallel
computing platform and can run on serial machines. The ced®ins ab-
initio quantum-mechanical total energy calculations gsuseudopotentials
and a plane wave basis set.

WRF. (Weather Research and Forecasting[8]) is a next-generatieso-

cale numerical weather prediction system designed to dmile operational

forecasting and atmospheric research needs. The pringipas of explicit

communication include halo exchanges, periodic boundadates, and paral-
lel transposes. Most data is transferred using 18Bihd/MPllrecv calls, along

with a number of broadcasts.

HPCC

The High Performance Computing Challenge is a well knowiectibn of
benchmarks designed to measure specific aspects of systémnce. It
is maintained by the Innovative Computing Laboratory at lthréversity of
Tennessee. The HPCC components HPL, DGEMM and FFT measatiadio
point operation rate with various common mathematical a@ns. STREAM
and RandomAccess measure memory performance. Finallynooination
latency, bandwidth and overall performance of the intenmeah network are
measured by the remaining components of this suite, PTRARd8domRing-
Latency and RandomRing-Bandwidth.
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Other Software

All code was compiled using Intel v11.1-038 compilers arl ltitel Math
Kernel Libraries distributed with this release of the colepi Identical opti-
mization settings were used and the code was built in 64 Wiiodim platforms.
For RHEL5 OpenMPI v1.3.1 was used, for WinHPC an MPI impletaton
is provided as part of the operating system. The infinibamdidananagers
were OFED v1.4.1 (RHEL5) and WinOF v2.0.0 (WinHPC).

Hardware

All tests were run on an IBM System x iDataPlex dx340 with 84iem
Each node had two Intel Xeon L5420 (2.5 GHz) quad core procesnd 32
GB of memory (FBDIMM 8x4-GB, 667 MHz). The interconnect waPR
InfiniBand (IB). Each node had a Mellanox Technologies MTE®4B card
and was connected to a Cisco SFS 7024D switch. No more thaod& nvere
used for the tests presented here.

3. SPEC MPI2007 results

Getting the SPEC MPI12007 benchmark suite to run under WinlgRe
sented a few challenges. The suite comes with a framewotletiiarces the
run rules. The scripts and the tools of that framework run iven installed
in a directory and path that does not contain special cheradike spaces.
Windows typically uses drive letters for addressing diwges. On compute
nodes it is common to address global directories via Unifdlaming Con-
vention (UNC). However, SPEC MPI 2007 for Windows is not abléandle
UNC directory paths, so global directories have to be maysaty the "net”
or "mklink" command.

Since the Intel compiler uses different notations for pagsiompile time
arguments under Windows and LINUX it was required to patehrtakefile
to adjust for those differences. The stack size should b&osatlimited on
all compute nodes of the cluster to avoid running out of mgntluring the
benchmark. In a WinHPC environment, only the first computdenion a job,
where the runspec script is executed, knows the correctimgdirectory of
the current SPEC benchmark. All other nodes only know thekingrdirec-
tory of runspec. Since WinHPC provides no flag in the HPC joimagar that
enables an automatic transfer of environment settingsriecessary to build
a MPI wrapper script, which parses the current benchmaxkrimdtion pro-
vided by runspec and broadcasts the environment settiagthe@imsmpiexec
command automatically.

When using a network shared NTFS directory as the workinectbry for
the SPEC MPI12007 benchmark, the FDS4 component will failtdurseta data



Performance Comparison WinHPC and RHEL5 5

30 T Yy —

8 25 [WinHPC —<&— - S a0l |

? @ RHELS5 ---0---

™~ 50 | RHEL5 +--0--1 | ~35F -

o 20 o

S 30 .

a 15 — a 25 —

s s 20 —

010 . 015 i

w w

o 5 | 1o .

n 0N 5 _

0 | 0 | | | |
32 64 128 256 512 32 64 128 256 512

Cores Cores

Figure 1. SPEC MPI2007 score as a func- Figure2. SPEC MPI2007 score for tachyon
tion of core count. The overall performance as function of core count. The performance
was equivalent for these operating systems.  was equivalent for these operating systems.
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Figure 3. SPEC MPI2007 score for POP2  Figure 4. SPEC MPI2007 score for fds4
as function of core count. RHELD5 signifi-  as a function of core count. RHELS5 signif-
cantly outperforms WinHPC at 512 cores. icantly outperforms WinHPC at 512 cores.

handling of the filesystem. In FDS4, process 0 creates at fiand all other
MPI processes have to check for the existence of this filerbefeey begin the
computation phase. The filesystem will not broadcast théscfieation infor-
mation fast enough, causing the other MPI ranks to abort. &ve kvorked
around this problem by creating an empty file before callirmmpiexec.
Overall, for the SPEC MPI12007 benchmark suite WinHPC and BHE
scores were consistent to within 2% (See fig. 1 and tables 1 T8i} is due
to using the geometric mean to aggregate the scores of thvidimal applica-
tions. When evaluating the performance of the componeatsespplications
showed significant differences between the two operatistesys, others per-
formed identically. Tachyon, for example showed no sigaiftachange in per-
formance between the two operating systems (See fig. 2). MUABMMPS
and TERATF also show no difference between WinHPC and RHELS5.
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for GAPgeofm as a function of core
count. RHEL5 significantly outper-
forms WinHPC at 512 cores.
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Figure 7. SPEC MPI2007 score

for leslie3d as a function of core
count. WinHPC significantly outper-
forms RHELS5 above 64 cores.
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Figure 6. SPEC MPI2007 score

for Socorro as a function of core
count. RHEL5 significantly outper-
forms WinHPC at 256 and 512 cores.
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Figure 8. SPEC MPI2007 score

for WRF as a function of core count.
WinHPC significantly outperforms
RHELS5 above 64 cores.

RHELDS5 significantly outperformed WinHPC at all core coumtgtie POP2
benchmark (fig. 3). In three other applications, RHEL5 digantly outper-
forms WIinHPC in larger core counts, FDS4 (fig. 4), GAPGEOFM. (&) and
SOCORRO (fig. 6). FDS4 and GAPGEOFM gave WinHPC performaeaee r
sults similar to RHEL5 up to 256 cores with a sudden decreaperformance
at 512 cores. SOCORRO failed to scale as well as RHEL5 undaHRC
above 128 cores but was comparable at 128 cores and below.

At all core counts, WinHPC significantly outperformed RHEL3he LESLIE3D
(fig. 7) and WRF (fig. 8) benchmarks.
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Tables 1 - 3 show the detailed performance data from runnRreSMP12007
on 32, 64, 128, 256 and 512 cores. The SPEC framework willudgesach
component three times and calculate the median time of tiee ttuns. This
time is used to calculate the score. The tables show the medigime and
the score for each core count separately for WinHPC and RHEL5

Table 1. SPEC MPI2007 results at 32 and 64 cores

32 cores 64 cores

WinHPC RHEL5 WinHPC RHELS5
Component Median Score Median Score Median Score MedianreSco

Time Time Time Time
104.milc 1165.3 1.34 1166.0 1.34 559.3 28 559.3 2.80
107.leslie3d 2346.3 222 24685 211 12283 4.25 134249 3.8
113.GemsFDTD 1871.2 3.37 1890.0 3.34 1001.7 6.30 1052.89 5.9
115.fds4 10245 190 1033.3 1.89 503.3 3.88 5028 3.88
121.pop2 1065.0 3.88 1032.1 4.00 766.3 5.39 6584 6.27
122.tachyon 831.8 336 818.1 342 4141 6.75 4118 6.79
126.lammps 10759 2.71 1077.6 270 540.0 5.40 531.0 5.49
127.wrf2 1899.3 4.10 2041.1 3.82 970.3 8.03 1055.3 7.39
128.GAPgeofem 8929 231 867.1 238 4523 457 4269 484
129.teratf 7332 377 7184 3.85 4011 6.90 3842 7.20
130.socorro 2258.8 1.69 22281 171 9292 411 9112 4.19
132.zeusmp2 1040.9 2.98 10528 295 519.0 598 5252 5091
137.lu 2070.3 1.78 21058 1.75 443.0 8.30 5024 7.32
Total 2.57 2.56 5.35 5.32




Table 2. SPEC MPI12007 results at 128 and 256 cores

128 cores 256 cores
WinHPC RHEL5 WinHPC RHEL5
Component Median Score Median Score Median Score MedianreSco
Time Time Time Time
104.milc 278.1 5.63 2819 5.55 140.7 11.12 143.1 10.93
107.leslie3d 6459 8.08 7410 7.04 3440 15.17 4258 12.26
113.GemsFDTD 545.2 1157 581.8 10.84 511.1 12.34 535.2911.7
115.fds4 221.0 8.83 218.8 8.91 71.2 27.38 65.7 29.66
121.pop2 697.3 592 6165 6.70 546.7 7.55 418.8 9.86
122.tachyon 209.8 13.33 209.3 13.36 109.1 25.62 108.4 25.80
126.lammps 283.5 10.28 264.4 11.02 2351 1240 236.0 12.35
127.wrf2 4516 17.26 536.0 1454 2449 31.83 347.8 2241
128.GAPgeofem 235.3 877 211.8 9.75 88.0 23.46 80.5 25.64
129.teratf 226.7 1221 2252 1229 123.7 22.36 126.4 21.89
130.socorro 280.2 13.62 274.6 1390 255.3 14.95 194.1 19.66
132.zeusmp2 279.1 11.11 2827 10.97 142.1 21.83 143.7 21.58
137.lu 238.9 15.38 235.7 15.59 129.0 28.48 126.1 29.15
Total 10.38 10.34 18.03 18.13
Table 3. SPEC MPI12007 results at 512 cores
WinHPC RHEL5
Component Median Score Median Score
Time Time

104.milc 62.6 24.96 67.8 23.08

107.leslie3d 1935 26.98 273.0 19.12

113.GemsFDTD 610.0 10.34 639.9 9.86

115.fds4 52.6 37.08 34.1 57.17

121.pop2 466.9 8.84 381.9 10.81

122.tachyon 58.3 47.98 59.6 46.90

126.lammps 235.3 12.38 238.3 12.23

127.wrf2 145.8 53.47 245.6 31.74

128.GAPgeofem 61.5 33.55 46.5 44.4

129.teratf 84.9 3259 86.1 32.15

130.socorro 304.6 12.53 178.0 21.44

132.zeusmp?2 70.2 44.18 74.1 41.83

137.lu 745 49.33 75.4 48.70

Total 25.73 26.42
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All results used here were reviewed by the SPEC High Perfoce&roup
and published using the SPEC website[9]. The website alfowsomparing
those results with results from other institutions and vead

4. NSF suite results

The NSF acceptance test suite consists of 4 application APER, MILC,
HOMME and WRF. We were unable to build the NSF provided versb
WRF on WinHPC. While there are patches available to buildreeci version
of WRF on WIinHPC, those patches do not work with the NSF predidode
base. Since WRF is also part of the SPEC MPI2007 benchmarde tihumbers
can be used to access the performance of WRF. However, siaeertsion and
data set of WRF in SPEC MPI12007 is different, the results ateshown here
but can be found in the tables 1 - 3.

The results of the NSF test suite were consistent betweetwtheperating
systems tested. No trend favoring one over the other was\ause For the
medium data set for MILC, at the largest core counts, therg Ineaevidence
that startup-time is smaller for WinHPC but this has not besastigated in
detail. PARATEC performs better on RHEL5 than WinHPC but werewun-
able to demonstrate stable behavior on either operatingrayabove 128 cores
using the NSF provided code base and test data. This behe&s us to ques-
tion the reproducibility of the PARATEC result and only résdor 32 and 64
cores are shown here.

Table 4. NSF Benchmark suite results

Component Cores WinHPC RHEL5
Time (sec) Time (sec)

Milc-medium 64 586 584
Milc-medium 128 244 265
Milc-medium 256 82 88
Milc-medium 512 30 27
Milc-large 128 8150 8340
Milc-large 256 4178 4159
Milc-large 512 2119 2139
Paratec 32 955 901
Paratec 64 698 564
Homme 128 59843 61083
Homme 256 30828 31189

Homme 512 15700 15671
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5. HPCC results

The HPCC components can be grouped into three parts. Comisotfieat
stress the floating point performance of the system are shmwable 5. The
performance of the memory subsystem is measured by STREANwaRan-
domAccess. The results are shown in table 6. Table 7 showssuéts for
global PTRANS and the RandomRing Bandwidth and Latencg.test

The floating point performance of the system is almost theesamaer both
operating systems. The first part of table 5 shows the pedocea of HPL,
the percentage of peak performance is given in parenth&bis.average per-
formance is a bit higher using WinHPC, the variance is smalling RHELS5.
WInHPC has a problem running HPL on 256 cores. Measuremeeits re-
peated multiple times, but always yielded a number closetiatws shown
in the table. The embarrassingly parallel run of DGEMM shbasically no
difference between WinHPC and RHELS5. The third part of tabhows the
results for the global FFTE. Again, the results are verylsimbut the 256 core
result for WinHPC sticks out. It is unclear what is causinig thehavior.

Table 6 shows results for global RandomAccess and globaéarimhrrass-
ingly parallel STREAM. The results of STREAM are almost itleal on both
operating systems, with a very small advantage for RHEL® RaAndomAc-
cess benchmark shows an interesting behavior. The resul®ihHPC start
out slower than the results for RHEL5 but climb to 0.135 Gujscontrast,
RHELDS starts out faster than WinHPC but only reaches 0.05%<u

HPCC components that stress the interconnect are showiblen7a The
results for global PTRANS are very similar between WinHP@ &HELDS5,
with a small advantage for RHELS especially in the largerecoounts. Ran-
domRing Latency and Bandwidth show a very interesting biehavor the
bandwidth part, WinHPC has an advantage when running watlsingle node,
8 cores. When scaling to more nodes, RHEL5 shows betterrpeafce. The
latency test shows the opposite. For small core countsateedy is smaller
on RHEL 5, but when scaling to 256 and 512 cores, the latend¥iorPC is
smaller.

6. Related Wor k

There has been a lot of efforts in the past to study the peefnom of high
performance computing systems. Detailed studies are bftéted to a spe-
cific component, like I/0[10], MPI[11], compilers[12, 13}y memory band-
width[14]. Often the performance of a single system is gddising different
applications or benchmarks[15]. Other work includes thaggarison of differ-
ent architectures, often using Microbenchmarks[16, 1Her€ also has been
comparison between the Linux and Windows operating systergsto study
web server performance on the two systems. The approach tede is to
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Table 5. HPCC components measuring floating point performance

Cores G-HPL (TFLOPS) EP-DGEMM (GFLOPS)|G-FFTE (GFLOPS)
WinHPC RHEL5 | WinHPC RHEL5| WinHPC RHEL5
8 | 0.070 (87.6%) 0.069 (86.0% 9.385 9.378 1.478 1.348
16 | 0.139(86.8%) 0.135 (84.3% 9.388 9.322 2.495 2.876
32 | 0.283(88.3%) 0.267 (86.2% 9.419 9.348 4.376 5.068
64 | 0.560 (87.4%) 0.551 (86.0% 9.421 9.288 8.164 9.757
128 | 1.126 (88.0%) 1.110 (86.7% 9.424 9.297| 16.002  19.787
256 | 2.054 (80.2%) 2.195 (85.7% 9.425 9.315| 16.101 32.218
512 | 4.486 (87.6%) 4.430 (86.5% 9.427 9.293 54.000 52.186

Table 6. HPCC components measuring memory performance

G-Ran. Access (Gup/s

G-STREAM (GB/s)

EP-STREAM (GB/s)

Cores
WinHPC
8 0.013
16 0.022
32 0.042
64 0.078
128 0.133
256 0.132
512 0.138

RHEL5 | WinHPC  RHEL5
0.022 5.494 5.499
0.033| 10.957 11.047
0.056| 21.917 22.147
0.056| 43.790 44.056
0.053| 87.869 88.352
0.052| 175.603 176.502
0.050| 351.618 353.743

WinHPC  RHEL5
0.687 0.687
0.685 0.690
0.685 0.692
0.684 0.688
0.686 0.690
0.686 0.689
0.687 0.691

Table 7. HPCC components measuring interconnect performance

Cores | G-PTRANS (GB/s) [RR-Bandwidth (GB/s)| RR-Latency [(iS)
WinHPC RHEL5| WinHPC  RHEL5| WinHPC RHEL5
8 0.825 0.682 0.331 0.192 1.680 1.127
16 1.481 1.534 0.198 0.266 3.920 1.711
32 1.952 2.713 0.104 0.185 7.397 3.183
64 3.428 4.248 0.090 0.145 9.627 6.133
128 6.618 8.075 0.078 0.123| 11.104 8.127
256 12.338  13.858 0.073 0.093| 12.236  13.681
512 23.558  24.965 0.066 0.078| 13.154  16.540
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compare the two software environments provided by Window<Hserver
2008 and RedHat Enterprise Linux on an identical hardwaagfggm. By
choosing the NSF and SPEC benchmarks we cover a wide rangaptf a
cations relevant for HPC. With this paper we are the first tbliph SPEC
MPI12007 results on Windows and comparing them to the resuiter Linux
on identical hardware[9].

7. Conclusion

The SPEC MPI2007, NSF acceptance test and the HPCC benchmeair
run on the identical hardware using Windows HPC Server 20@BRedHat
Enterprise Linux 5. Using the applications benchmarks SREET2007 and
the NSF acceptance test suite we found the overall perfarenahboth sys-
tems to be almost identical. However, when analyzing thaildetsignifi-
cant performance differences became visible. In the SPEE swe observed
that some applications stop scaling when run on WinHPC ugb&jor 512
cores. In contrast, the performance on lower core countieigtical between
WinHPC and RHELS5. In addition, we found that building and iy the
benchmark suites on WinHPC was more challenging than on FHEL
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