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Collaborative Practice, Epistemic
Dependence and Opacity:

The case of space telescope data processing

Julie Jebeile
Institut supérieur de philosophie,

Université catholique de Louvain (Belgique)

Résumé : Wagenknecht a récemment introduit une distinction conceptuelle
(non exhaustive) entre dépendance épistémique translucide et dépendance
épistémique opaque, dans le but de mieux rendre compte de la diversité des
relations de dépendance épistémique au sein des pratiques collaboratives de re-
cherche. Dans la continuité de son travail, mon but est d’expliciter les différents
types d’expertise requis lorsque sont employés instruments et ordinateurs dans
la production de connaissance, et d’identifier des sources potentielles d’opacité.
Mon analyse s’appuie sur un cas contemporain de création de connaissance
scientifique, à savoir le traitement de données astrophysiques.

Abstract: Wagenknecht recently introduced a conceptual (yet non-
exhaustive) distinction between translucent and opaque epistemic dependence
in order to better describe the diversity of the relations of epistemic dependence
between scientists in collaborative research practice. In line with her analysis,
I will further elaborate on the different kinds of expertise that are specific
to instrument- and computer-assisted practices, and will identify potential
sources of opacity. To achieve this, I focus on a contemporary case of scientific
knowledge creation, i.e., space telescope data processing.

1 Introduction

In contemporary science, knowledge is increasingly the outcome of collective
enterprises that divide epistemic labor, and, therefore, members of these
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enterprises come to depend upon one another epistemically. Epistemic
dependence in collaborative research practice is thus now gaining attention
in social epistemology (e.g., [de Ridder 2014], [Andersen 2016], [Andersen &
Wagenknecht 2013], [Wagenknecht 2014]; following the major work of [Hardwig
1985]). While discussions on this matter most often focus on the evidential
status of testimony and the nature of the knowing subject, Wagenknecht
recently refined the concept [Wagenknecht 2014]. She introduced a conceptual
(yet non-exhaustive) distinction between translucent and opaque epistemic
dependence. As she defines it:

A scientist is opaquely dependent upon a colleague’s labor, if she
does not possess the expertise necessary to independently carry
out, and to profoundly assess, the piece of scientific labor her
colleague is contributing. [...] if the scientist does possess the
necessary expertise, then her dependence would not be opaque,
but translucent. [Wagenknecht 2014, 483]

Such a distinction aims at better describing the diversity of epistemic
dependence scientists experience in research practice; it situates two extreme
poles of epistemic dependence between which a variety of instances lies.

This paper is a contribution to Wagenknecht’s conceptual analysis. I will
further elaborate on the different kinds of expertise that collaborative research
requires, and the different potential sources of opacity. Science’s escalating
reliance on supporting technologies, including instruments and computers, will
be highlighted, alongside it will become clear that these technologies determine
the ways and means of epistemic dependence. Therefore, the analysis will be
of social epistemology, and partly of philosophy of science in practice as well.

More precisely, I will apply Wagenknecht’s conceptual distinction to
a contemporary case of scientific knowledge creation, i.e., space telescope
data processing. Both human and material organizations process the data
and operate the telescope from the Earth’s surface. This case exemplifies
today’s collaborative research practice for at least three reasons: firstly, it
is part of a large-scale project funded by several governments; secondly,
it (thereby) requires international scientific teams to work together; and,
thirdly, it relies strongly on interdisciplinary collaborations. Astrophysical
images are now often built from space telescope data whose measurement
and digital processing involve specifically competent multinational teams of
astrophysicists, i.e., instrumentalists, experts in computer programming, and
specialists in data analysis. Here each collaborating scientist depends crucially
on the other contributions being adequately conducted and truthfully reported.

I will identify cases of opaque epistemic dependence within the human
and material organization behind the whole process. In space telescope
data processing, astrophysical images are produced by a group of scientists
following a series of sequential tasks. Data processing is a sequential chain
of data transformation, from the raw data measured by the telescope to the
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processed data from which scientific analysis can actually begin and from which
knowledge can be visually inferred. Each step of the process depends upon
the integrity of the preceding step. Each part is performed by a particular
individual or a specific epistemic subgroup who therefore depend upon one
another epistemically.1

2 Translucent vs. opaque epistemic
dependence

Beforehand, I need to introduce Wagenknecht’s concept of epistemic de-
pendence and the distinction she offers between translucent and opaque
epistemic dependence. In doing so, I will highlight that the main features of
epistemic dependence, the way she defines it, are suitable for collaborative
research, and that her polar distinction between translucent and opaque
epistemic dependence properly describes the diverse relationships between
contemporary scientists.

First, contrary to Audi [Audi 1983], Wagenknecht’s concept of epistemic
dependence is not about static belief-belief relations (that concern the justi-
fication of one belief based on another), but rather about dynamic relations
between scientists. As she defines it:

When a scientist’s knowing, i.e., her believing-that and/or the
reason for her believing to be justified, crucially involves what
her colleagues know or the epistemic efforts that they have
undertaken, then we have a case of epistemic dependence.
[Wagenknecht 2014, 477–478]

Her concept thus stands at the level of dependence relations between people
(rather than of epistemic relations between beliefs), which better characterizes
the way epistemic labor is actually delegated in collaborative research: in
practice, beliefs are held by individuals, and these individuals interact with
each other.

Second, epistemic dependence arises from asymmetries in epistemically
relevant resources, including most importantly the expertise distributed among
team members; other resources comprise particular experimental devices,
time, “sheer” labor, social capital, etc. Epistemic dependence is “between
one scientist’s knowing on the one hand and another scientist’s expertise,
as manifest in his knowing and his epistemic labor on the other hand”
[Wagenknecht 2014, 477, emphasis mine]. Here expertise is meant to be
built from “manual and cognitive resources, both declarable and tacit, such

1. Other configurations of division of epistemic labor, in which scientific tasks are
parallel or can be made parallel, are therefore excluded from this analysis; they may
nevertheless be less problematic with regard to opaque epistemic dependence.
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as experience and technical skills that are acquired through a process of
professional maturation” [Wagenknecht 2014, 476]. Asymmetries in expertise
are due to epistemic labor: only some team members have to conduct
experiments, and therefore will eyewitness them and take measurements; only
some are in charge of the data analysis and will draw inferences from the data.
That said, asymmetries in expertise can also be due to the fact that research
incorporates people from different disciplines (in an interdisciplinary team),
or different specialties (in a mono-disciplinary team), who therefore possess
diverse scientific backgrounds.

Third, Wagenknecht emphasizes the material dimension of scientific
practice in order to grasp an important property of epistemic labor: physical
devices are constantly used to provide experimental evidence, which therefore
“is mostly conveyed in a material form, i.e., as a photograph, a copy of the
laboratory notebook, a print, a frozen sample, a concrete model, a diagram,
or a file” [Wagenknecht 2014, 478].

A significant consequence of this property, for Wagenknecht, is that while a
scientist relies on an experimental work produced by her colleague, she needs
not necessarily rely on this colleague’s belief that this work is reliable. As
soon as the material results of the experiments performed by her colleague
are available to her, and under the condition that she possesses the required
expertise to interpret them, then she can form a belief that p based on them
and she can make her own judgment as to whether the epistemic labor of
her colleague is evidence of p or not. This is a case of translucent epistemic
dependence as we will later see.2 Such an instance of epistemic dependence is
not a simple belief-belief relation.

Once she has identified the possibility for a scientist to make her own
judgment on another’s work, Wagenknecht is in a position to argue for a
refinement of the concept of epistemic dependence in collaborative research
practice. To start with, a scientist is not epistemically dependent when she
has, on her own, sufficient evidence for why a statement, “that p”, should
be regarded as reliable. Having sufficient evidence for p means (i) actually
carrying out the piece of scientific labor (e.g., conducting or scrupulously
eyewitnessing a measurement), as well as (ii) possessing the necessary expertise
to carry it out and understand the procedure. The original contribution of
Wagenknecht takes into account conceptually that, in practice, without having
performed the piece of scientific labor herself, the dependent scientist may have
some or full expertise on the issue in question, and may be in a position to
acquire on her own a part of (but not all) the required evidence. From this, she
draws her distinction between opaque and translucent epistemic dependence,

2. In order to form a belief that p based on the material results of the experiments
performed by her colleague, the scientist needs to assume that these experiments
have been correctly performed. The material results themselves could indeed be
misleading. This is why epistemic dependence here cannot be qualified as transparent,
but can still be qualified as translucent.
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which aims at describing the diversity of instances of epistemic dependence in
collaborative research practice.

When the dependent scientist has full expertise on the issue at stake,
then we have a case of translucent epistemic dependence. She relies on
someone else for pragmatic reasons, often related to considerations of time,
but because she possesses expertise pertaining to the claim that p, she can at
least partially assess her colleague’s claim that p—and, if available, she can
assess the experimental evidence that her colleague provides for this claim.

When, by contrast, the dependent scientist does not have any expertise
pertaining to the piece of epistemic labor at stake, then we have a case
of opaque epistemic dependence. The dependent scientist has no means of
establishing the truth that p other than assuming that her colleague is an
honest, skillful testifier and/or a competent expert. This is the kind of
dependence that epistemologists usually talk about [e.g., Hardwig 1985].

When the dependent scientist has some expertise on the matter at stake,
then we are in the gray area. Within this area, there are clearly gradations of
more and less expertise.

Now that I have presented Wagenknecht’s conceptual distinction, I will
focus on a contemporary case of scientific knowledge creation, that of space
telescope data processing. Based on this example, my first objective is to
elaborate further on the different kinds of expertise that are required in
collaborative research practice, especially those involved in instrument- and
computer-assisted practices.

3 Space telescope data processing:
The case of Herschel

The distribution of scientific labor in collaborative practices and the formation
of collective knowledge by groups of scientists have both received widespread
attention in science studies following the practical turn [e.g., Knorr-Cetina
1999], especially when related to Big Science (e.g., [Price 1963], [Galison
1987, 1997]). Here, a particular contemporary case is studied: today most
astrophysical images are not photographs [McCray 2014]. Their production
goes from the measurement of raw data using a telescope (in a space mission
or in a terrestrial observatory) to their reduction. This entire process involves
a social (and international) organization, i.e., the ground segment, made up
of competent teams of astrophysicists, including instrumentalists, experts in
computer programming, and specialists in data analysis, and supported by
relevant instruments and computers. How can we ensure that, at the end of
this social process, the astrophysical images are reliable?

In practice, no one could possess all the required kinds of expertise for
conducting or re-conducting each step of the process, and for having control
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over the entire process; a division of labor is required for obvious pragmatic
reasons. The scientists who are designing the next space mission, Euclid, and
who received feedback from the space mission Herschel, wrote:

Many individuals, scientists and engineers, are and will be
involved in the [Euclid Scientific Ground Segment] development
and operations. The distributed nature of the data processing
and of the collaborative software development, the data volume
of the overall data set, and the needed accuracy of the results are
the main challenges expected in the design and implementation
of the Euclid [Scientific Ground Segment]. [Pasian, Hoar et al.
2012, abstract]

At the very best, we could expect to have translucent epistemic dependence
each time epistemic dependence is required. In such an ideal situation, each
member has access to the data as well as sufficient expertise to be able
to assess the parts of the process on which her work depends. Opaque
epistemic dependence is the least desirable: if errors occur within her input,
the dependent scientist would still rely on them and the errors will therefore
propagate into the rest of the process, endangering the reliability of the
astrophysical images. In this section, my attention will focus on the data
transformation—or the “data journeys”, i.e., the circulation of data across
widely different research contexts and locations [Leonelli 2015]—within the
Herschel mission. Based on this example, I will map, within the telescope
data processing, the areas of opaque epistemic dependence.3

A difference with Wagenknecht’s examples here is that the scale of my case
study is not a scientific laboratory (as she takes the cases of a molecular biology
laboratory and a planetary science group). It is instead a specific research
program, which requires significant financial investments and appropriate
infrastructure, like any of Big Science’s collaborative projects (e.g., Human
Genome Project, Human Brain Project, Laser Interferometer Gravitational-
Wave Observatory, The Large Hadron Collider), and (thereby) involves several
international laboratories.

That the case study I have chosen is a specific research program makes the
question of opaque epistemic dependence more dramatic. On the one hand,
the program is based on a series of sequential tasks, each of them performed
by an agent (or a subgroup), and each of them depending on one another’s
outputs. Therefore, if an error occurs at one step, it may impact the rest of
the series. On the other hand, the program is conducted over a limited period
of time, and this allows for less moving back and forth between contributors
to solve identified issues (when they are identified).

The use of digital data processing is a salient aspect of contemporary
scientific imaging:

3. This case study benefited from discussions with astrophysicists Vera Könyves
and Marc Sauvage during my time at the Astrophysics Department, CEA Saclay, in
2015-2016.
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[I]n addition to the instrument, imaging devices also rely on
computers, not just as display devices but also as machines
that permit data storage and retrieval as well as mathematical
transformation. [Israel-Jost 2016, 670]

In particular, instruments and computers are nowadays both required in the
production of astrophysical images which starts with the measurement of raw
data using a telescope and continues with a series of data reductions. This
whole process involves a background social organization. This will now be
illustrated by the case of Herschel Space Observatory, which was launched in
2009 and ceased operations in 2013. Such a case study is new in the philosophy
of science.

Let me first briefly present the instrumental part of the Herschel data
production. Because of its large single mirror, Herschel Space Observatory
was used to collect long-wavelength radiation from some of the coldest and
most distant objects in the universe. The observatory was composed of
(i) the telescope, which was a set of mirrors converging the light to the
instrument, (ii) the instruments, and (iii) the service module which contained
all the electronic parts dedicated to the command of the satellite and the
instrumentation.4 The instruments, located in the satellite, detected light and
measured the raw space data, which constituted the “source images”. There
were three instruments within the satellite: HIFI, PACS, and SPIRE. To take
one as an example, PACS was composed of detectors, spectrometers, and
photometers. Light passed through the PACS entrance optics and was simulta-
neously transmitted via the mirror to the spectrometers and the photometers.
It was then converted into electronic signals through an instrumental chain of
detections (made of optics, detectors, a reading system, and a communication
system) [for more details, see Morin, Okumura et al. 2004]. The measured
data—called the raw data—conveyed information about relevant physical
magnitudes, such as wavelengths, velocities of objects in space, and densities.
They were temporarily stored in the computer of the satellite, and only in due
time sent back to the ground in the form of wave packets.

The observational and measuring systems also heavily relied on computers.
Once transmitted to the ground, the data then had to be algorithmically
processed so as to be corrected from several sources of errors, notably from
measurement artifacts. Going from raw data to processed data is about making
successive data reductions. A data reduction is a transformation of raw data
collected by the instruments into a more organized and simplified form (see
[Hoeppe 2014] for an anthropological description of data reduction and data
analysis). The algorithmic procedures for data reduction are described in
the extraction pipelines. The processed data are the completion of the space
missions as, from them, images can be built, made available to the scientific
community, and used to draw information about the properties, morphologies,
and compositions of the objects in space under study.

4. See http://herschel.esac.esa.int/Docs/Herschel/html/ch02.html.
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I will now highlight that the whole data processing relied on an important
social organization, i.e., the ground segment. First, the ground segment played
an essential role by launching the observatory and by providing support in
setting up and in operating the instrument for acquiring raw space data.
Second it carried out the whole process of producing processed data from
raw data.

As shown in Figure 1, the Herschel Science Ground Segment (H-SGS)
consisted of six elements: the Mission Operations Centre (MOC), the Herschel
Science Centre (HSC), the NASA Herschel Science Center (NHSC), and three
Instrument Control Centres (ICCs), one for each Herschel instrument (HIFI,
PACS, SPIRE).

Herschel 
observatory

Ground station
New Norcia

telemetry

telecommands

Ground segment MOC
ESOC, Darmstadt

telemetrytelecommands

Observations plan 
instrument command

Telemetry
auxiliary date

NHSC
IPAC, JPL, California

ICCs x3
(HIFI, PACS, SPIRE)

Herschel data software

calibration software

HSC
ESAC, Madrid

Proposals
Scientific products

Community support
Scientific products software

Science community

Figure 1: Herschel organization

Each element played a specific role: The MOC set up the instrument into
the satellite, prepared the planning of observations, and sent the observation
requests to the observatory. It also received the measured data. The
ICCs performed instrument monitoring and instrument calibration, and they
developed instrument-specific software for observations and data processing.
The HSC provided information and user support related to the entire life-cycle
of Herschel observations to the scientific community. It provided the catalogs of
data and delivered the extraction pipelines. It also performed scientific mission
planning, produced observing schedules, and provided this information to the
MOC. The NHSC provided additional user support for the US-based users.

The elements described all took part in the data processing in a sequential
way. The MOC performed the first processing of the raw data, then sent
them to the HSC on a daily basis as well as to the ICCs for quick-look
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analysis. The data underwent a first generic reduction by the HSC, then were
stored in the local database at the HSC and made available to the scientific
community.5 They underwent a second reduction by the ICCs following a
multi-level process (that will be presented later). The scientific community
performed an additional specific reduction on the data, before using them for
data analysis. Reduction here depended on the instrument used as well as
the kind of questions raised. Data analysis was then done with the help of
visualization tools and post-processing analysis.

In view of this organization, it becomes clear that cooperation between the
different actors, including astrophysicists, dynamics and systems engineers,
attitude control and measurement hardware designers, and star-tracker man-
ufacturers, was important for attaining the expected quality of astronomical
images, while all the contributors had their own scientific specializations and
came from institutions located in different countries. In what follows, I will
highlight the different kinds of expertise required for the data processing that
are specific to instrument- and computer-assisted practices.

Beforehand, I briefly want to point out that the ground segment was
constrained by institutional and political considerations, such as the necessity
of attributing operations to international centers in different places around the
world: the ground segment was based at New Norcia, Australia, the MOC at
ESOC, Darmstadt, the HSC at ESAC, Madrid, the NHSC at IPAC, Pasadena,
and the ICCs were provided by their respective principal investigators. Thus
the organization satisfied political choices which depended more on the history
of international institutions involved financially and scientifically in the space
mission [Krige & Russo 2000], [Krige, Russo et al. 2000]. In that sense, it did
not merely satisfy epistemic aims, and therefore it was very unlikely that it
optimized the distribution of cognitive resources and the network of epistemic
dependency relations. This may be an important aspect for this study, but
I will not examine it here.

4 Expertise in collaborative instrument-
and computer-assisted practices

Wagenknecht insists on the gradual nature of epistemic dependence: starting
from opaque, epistemic dependence may become gray and even translucent.
For Wagenknecht, the dependence is translucent if the dependent scientist has
the expertise to assess the evidential and argumentative pieces for p, before
using p in her own piece of work [Wagenknecht 2014]. It is opaque if the
dependent scientist does not have such a situated expertise, for she did not
get the time and/or the opportunity, throughout her career or in her current
job, to develop the relevant skills and competences. Such expertise can thus

5. See for example http://gouldbelt-herschel.cea.fr/archives/.
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be gained through professional experience, by learning to master experimental
techniques independently for instance. Therefore epistemic dependence can
be made less and less opaque. Situated expertise may nevertheless be hard
to acquire over time. This is particularly true within interdisciplinary groups
where opacity is attributable to group members’ different fields of expertise
while jointly contributing to research questions.

While, for Wagenknecht, the possibility for a scientist to gain expertise
(and therefore for epistemic dependence to become less opaque) is restricted
by lack of time and/or opportunity, I want now to claim that such a possibility
may also be restricted by the very kind of objects to which required expertise
in collaborative research practices pertains. With Herschel, like in many
other cases, collaborative research practices involved the use of instruments
and computers, see [Collins 1985], [Collins & Evans 2007]. Instruments and
computers therefore partly determine the division of cognitive labor and the
ways and means of epistemic dependence. I will now explain the required
pieces of expertise before presenting in the next section their corresponding
sources of opacity.

In the case study, for the processed data to be reliable, pieces of expertise
were required about (i) the preparation of observations, (ii) the calibration,
functioning and use of the instruments for acquiring raw data, and (iii) the
design and implementation of the pipelines for reducing the data.

1. First of all, from the start, two distinct kinds of knowledge in physics and
in computer science were required in order to prepare the observations.
Expectations of what was physically relevant and should be observed
by the telescope were then translated into mere computational terms.
The problem then became one of applied mathematics. Thus, before
the launch, for the relevant data to be measured, a selection of expected
measurements was prepared in the Astronomical Observation Requests
by the HSC. The most interesting star-forming sites to be scanned by
the telescope were chosen by the group of physicists, in an approximate
manner (see, for example, the selection of the denser regions to be
scanned in the nearby molecular clouds, in the Aquila and Serpens
regions, made by the Herschel Gould Belt survey consortium: http:
//www.herschel.fr/Images/astImg/23/gb_serpens.jpg).
Then, with the Herschel Observation Planning Software (HSpot),
observations were planned in more detail, using the parameters that
Herschel actually needed for carrying out observations. These param-
eters were, for example, the center coordinates of the scanned boxes,
the scanning direction and the speed of the detector on the sky, the
instruments (SPIRE and PACS), and their mode (photometric map, or
spectroscopy). The instruments were preferably used simultaneously to
scan the selected regions, thus allowing for a map to be obtained that
gave a homogeneous wavelength coverage for the ranges of interest. The
scan lines by SPIRE covered the wavelengths of 250-350-500 micron,
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and the scan lines by PACS covered the wavelengths of 70-160 micron.
This way, the targets under study could be reconstructed later during
data analysis.

2. For the instrumental part, expertise in calibration, telemetry and
verification of basic instrumental functions was required in order to set
up the instrument in the satellite, and ensure instrument monitoring and
calibration. The physics of the target, i.e., long-wavelength radiation
from the coldest and most distant objects in the universe, was required
to identify the physical phenomena, properties, morphologies, and
compositions of the objects in space under study that were observed.
The theoretical principles underlying the instrument’s functioning,
i.e., the optics underlying the spectrometers and the photometers’
functioning, also had to be known, in particular for anticipating optical
artifacts within observations by telescope, aberrations, deformations,
and the overlapping of objects. Basic knowledge in electronics and in
computer programming was also important in order to process the data
once they were converted into electronic signals, or compressed to be
stored in a computer.

3. For the computer part, expertise in physics and mathematics was
needed in order to assess the content of the pipeline that described the
algorithmic procedures to reduce the data; the pipeline helped to correct
the data from relevant sources of errors such as measurement artifacts.
In the data processing, transforming tasks, which led to data of different
levels, were roughly subdivided into merely mathematical or physical
transformations. Here is the overview of Herschel Data Products Levels
as defined by scientists who worked on the project. It shows at which
level mathematics and physics considerations were taken into account:

Level-0 data products were raw telemetry data as measured by the
instrument. They might have been minimally formatted before
their ingestion into the Herschel Science Archive (HSA). They
were automatically generated by the data processing pipeline.

Level-1 data products were detector readouts calibrated and
converted to physical units. They were in principle independent
from the theory of the instrument and the functioning of the
observatory.

Level-2 data products were obtained after level-1 data had been
further processed to such a level that scientific analysis could be
performed. (See an illustration of level-2 data products for the
region of Aquila in [Bontemps, André et al. 2010, Figure 2], and
[Könyves, André et al. 2010]; the residual scan lines indicate that
additional processing is needed to make pictures more readable.)
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In a nutshell, level-2.5 and level-3 data products were data mea-
sured for different wavelengths, and then combined together. In
this way, relevant photometric and spectroscopic pictures of the
objects under study could be reconstructed. (See an illustration of
level-2.5 and level-3 data products for Aquila Pictures in [Könyves,
André et al. 2010, Figure 1].)

The scientist should also have been able to assess whether the unfolding
computational processes of the pipeline led to reliable outputs and should
therefore have known the epistemic criteria of verification and validation used
in such a context as well.

5 Sources of opacity in data processing

Now that I have explained the kinds of expertise that are specific to
instrument- and computer-assisted practices using the Herschel space mission
as an example, I will identify instances of opaque epistemic dependence within
the human and material organization behind the whole process.

Wagenknecht’s work takes a practical turn toward social epistemology as
she endeavors to enrich her conceptual analysis with relevant details concerning
scientific collaborative practices. This analysis will go a step further by
considering how social aspects of research and chosen technologies can actually
influence epistemic dependence relations among scientists. Collaborative
practices in science include more than mere epistemic exchanges. More
precisely, I will show that (i) social aspects of research, such as competition and
industrial secrecy, can make epistemic dependence opaque, and (ii) inherent
aspects of the used technological (i.e., instrumental and computational)
support can determine epistemic dependence relations.

5.1 Non-disclosure of data
First of all, as already mentioned, a precondition for translucent epistemic
dependence is that the evidential and argumentative bits and pieces for p are
made available. And yet, while open data often stand as a communist ideal
norm in science [Strevens 2017], there are in practice institutional and political
reasons for not disclosing data. When collaborators are part of the same
project for which their respective institutions have given money, competition
is expected to be avoided and thereby access to data restricted. Basic norms
of coopetition—a blend of cooperation and competition—are thus established,
especially now that making accessible and sharing data is easily done online:

[...] the digitization of astronomy helped reshape norms and
behaviors in the astronomy community—what scholars describe
as a “moral economy”. [...] In terms of scientific research, a moral
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economy refers to the often-unstated rules, values, expectations,
and obligations associated with the production of knowledge and
circulation of resources. [McCray 2014, 909]

In the Herschel mission, each team had access to a certain set of data that
was temporarily restricted to the other teams. For planning observations,
the Guaranteed-Time Key Programme was developed in advance, based on a
constitution,6 in order to distribute observing time to each team of the same
consortium. Herschel counts three consortia—one for each instrument SPIRE,
PACS, HIFI. For instance, in return for the time spent developing the system,
the SPIRE consortium received a guaranteed 10 percent of the Herschel mission
observing time. This time was then divided among the six specialist astronomy
groups, which were part of this consortium. Each group focused on a different
area of scientific investigation—e.g., observations of high redshift galaxies,
local galaxies, or targets within our own galaxy and high-mass star-forming
regions beyond. Each group had about ten to twenty months in order to
exploit the data for itself. Thus, within a consortium, for this period at least,
scientists could not compete. Competition was implicitly authorized only after
all the data had finally been stored in HSC and made accessible online to the
whole scientific community all over the world (in virtual observatories).7

Even if data are made available, there is still a certain form of opacity since,
in space missions, data are produced in mass. For example, Euclid, which is
the forthcoming ESA mission for mapping the geometry of the dark universe,
will deliver roughly 850 Gbit of compressed data per day in all likelihood. Thus
the difficulty of processing and analyzing huge quantities of data appears.

5.2 Industrial property

Lack of knowledge about the functioning of the instrument is also a possible
source of opacity. Instrumental processes are sometimes hidden to the scien-
tists for financial/industrial reasons (e.g., industrial property), and therefore
constitute black boxes. This is an instance of opaque epistemic dependence
(without collaboration) between scientists and industrial furnishers.

An example of industrial property that created opaque epistemic depen-
dence in Herschel is the pointing accuracy in the star-tracker [Schmidt &
Salt 2012], [Sánchez Portal, Marston et al. 2014]. Verification of its in-orbit
performance revealed inaccuracy in the alignment of the different fields of view
of the instruments with respect to the telescope. The pointing accuracy was
therefore monitored and improved by the scientists themselves during various

6. See for example http://www.herschel.fr/cea/gouldbelt/en/Phocea/Vie_
des_labos/Ast/ast_visu.php?id_ast=23.

7. For example, the archive IRSA, NASA/IPAC: http://irsa.ipac.caltech.
edu/frontpage/ ; or Herschel science archive: www.cosmos.esa.int/web/herschel/
science-archive.
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campaigns as the furnisher refused to indicate the manufacturer specifications
of its functioning because of industrial property. Herschel was then providing
observations with accuracy in the order below one arcsec for the Absolute
Pointing Error.

5.3 Epistemic opacity of numerical calculations
In the data processing, numerical calculations are run in order to reduce data.
Here the required expertise is at least about (i) the content of the computer
program, i.e., the pipeline, and (ii) the unfolding computational processes of
the machine.8 And yet these two objects are not always accessible to the agent.

First, the scientist may learn the content of the program because she
conceived and/or wrote and/or carefully read the program. But users of a
computer program generally do not have the opportunity to carefully read the
content of the program insofar as users and developers are typically divided
into two distinct groups. Developers mainly focus on the implementation, i.e.,
the writing of the algorithms, and on the verification of the computer program,
while users execute the program and post-process the outputs. Thus, users
might not have access to all the details in the computer program.

Second, the scientist should be able to assess the unfolding computational
processes of the machine based on her memory and cognitive capacities, see
[Burge 1998], [Barberousse & Vorms 2014]. And yet, because of the cognitive
limits of human beings, this is a highly difficult task. One of the reasons is
that these processes are epistemically opaque. On the opacity of computer
simulations, Humphreys writes:

In many computer simulations, the dynamic relationship between
the initial and final states of the core simulation is epistemically
opaque because most steps in the process are not open to direct
inspection and verification. This opacity can result in a loss
of understanding because in most traditional static models our
understanding is based upon the ability to decompose the process
between model inputs and outputs into modular steps, each of
which is methodologically acceptable both individually and in
combination with the others. [Humphreys 2004, 148]

Opacity thus prevents the user from comprehending the whole detailed
process by which the simulation produces the connection between the program
and the outputs. As I developed elsewhere [Jebeile 2018], one source is
that simulations run so fast that no human brain could follow or survey

8. I borrow this notion from Dubucs who characterizes derivation in formal
systems “as the process of unfolding the mathematical content of the axioms by
means of the progressive application of the inference rules”. He adds that “running a
computer program can be viewed as unfurling the content implicit in its instructions”
[Dubucs 2006, 97].
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the computational processes in detail. For this same reason, computationally
assisted proofs of mathematical theorems, such as the four-color theorem, are
often controversial [McEvoy 2008]. Even in the case where their speed was
reduced and adapted to the cognitive skills of the user so that she could follow
the simulation unfolding, she would need a lot of time, due to the large number
of calculation steps, to follow the calculation entirely, and she would be unable
to cognitively grasp it anyway. Each computational step is understandable,
but it is not possible to master the calculation in extenso [Jebeile 2018, 217].

Opaque epistemic dependence makes it difficult for the dependent sci-
entist to trace the origin of an error in the whole process—in calibration?
measurement? reduction?—, and maybe even identify the error itself, and
straightforwardly suspect the dubious data.

6 Robustness of the data processing

In the division of cognitive labor in data processing, human resources are
rationalized in that the pieces of scientific labor, given their epistemic nature
(i.e., mathematical, physical or merely computational), are assigned to agents
who have the relevant kinds of expertise (i.e., in mathematics, physics, or
computer science). Given the sources of opacity, what is scientists’ trust
in the whole data processing then built on? My answer is that such a
division of labor is legitimated when robustness of the processing is met.
And, robustness is measured when back-and-forth exchanges between collab-
orating scientists stop.

A common assumption about collaborative practices in science is that
epistemic dependence is based on testimony [Hardwig 1985]. An implicit
idea is that the testimony of a scientist to another is expressed once.
This should nevertheless be de-idealized in cases of scientific collaborations.
For such cases, one should take into account that exchanges of evidence
and arguments between two collaborators working in the same research
project are often not straightforward, but are rather based on a back-
and-forth communicational dynamics between the two, which creates some
inertia in the collaborative activities of the group. The dependent scientist
can ask for more clarification or information, and sometimes for revisions.
This is an important aspect in actual practices, as it is common for exchanged
data to be seen as dubious by the dependent scientist in case she obtains
unexpected or inaccurate results from them.

I suggest that back-and-forth exchanges, and subsequent corrections in
the process, stop when the whole computer-assisted instrumental process is
considered to be robust (or stable). Instrumental outputs are traditionally
taken to be robust by scientists if (i) “[the instrument] fulfills, reliably and
durably, the function for which it has been conceived (the measurement of
this or that quantity or phenomenon)”; and (ii) “the instrumental outputs
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[...] provide information about the ‘true values’ of the variables, about
characteristics actually possessed by the measured objects” [Soler 2012,
16]. The same should hold for computer-assisted instruments generating
algorithmically processed data. Once the group agrees to consider the process
robust, then the process is expected to lead to reliable empirical data for data
analysis to start.

In the general case, robustness of an instrument allows the division of
labor between, on one side, the instrumentalists who know the theory of the
instrument, and, on the other, the scientists who exploit the instrumental
outputs. Hacking famously claimed that “One needs theory to make a
microscope. You do not need theory to use one” [Hacking 1981, 309]. For
example, knowing how a microscope works is not required for the biologist who
uses it to interpret her observations, e.g., what she sees as microbes. (Whether
investigators must know and be able to use the theory of the instrument to
correctly interpret the outcome has been nevertheless widely discussed in the
literature, and Hacking’s position has been roundly criticized.)

In the case study, the ground segment had to ensure that all the operations
in the data processing were properly conducted, and control the continuity
between them. There was nevertheless some back-and-forth within the process
[see Pasian, Hoar et al. 2012], meaning that the processing was not robust from
the beginning. At the end of the Herschel mission, scientists identified, on the
maps, errors from data reduction, and revised the pipelines accordingly and
redid the calculations. According to astrophysicist Vera Könyves with whom
I was in contact, depending on the final Herschel product, stabilization was
reached after two to four years. This might seem low compared to the time
for which the data will actually be used, i.e., roughly several decades, but
still high given the significant competition for publications. Once robustness
is reached, revisions stop, as well as exchanges about them, and the final
processed data can be released to the scientific community and used for
first scientific publications. In the example, the reduction of back-and-forth
exchanges was accelerated by the role of a mediator, Vera Könyves, who was
at the intersection of all the required kinds of expertise and was in charge of
anticipating requests from the users to the developers.

From then on, once robustness is met, opaque epistemic dependence should
become less problematic. Users are supposed to be able to draw knowledge
from the final processed data without having to know the theory of the
instrument. Once the final Herschel products were proven to be robust,
astrophysicists were able to more trustworthily conduct data analysis without
knowing how first-level data have been actually obtained, i.e., without knowing
the details of data reductions.
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7 Conclusion

In this paper, I have appliedWagenknecht’s concepts of translucent and opaque
epistemic dependence to a contemporary case of scientific knowledge creation,
i.e., space telescope data processing taking place at a ground segment. My
objective was to identify cases of opaque epistemic dependence within the
human organization behind the whole process. After having explained the
kinds of expertise required throughout this process, I have shown that there are
sources of opacity other than the lack of expertise that Wagenknecht indicates,
i.e., non-disclosure of data, industrial property, and the epistemic opacity of
numerical calculations. Finally, I have suggested that the robustness of the
processing may be an indication of its trustworthiness.

Remerciements

Je suis reconnaissante aux deux évaluateurs·trices anonymes de cet article
pour leurs précieux conseils. Je remercie également le Service d’Astrophysique
du CEA Saclay de m’avoir fourni les conditions à la fois matérielles et
intellectuelles à l’étude de la mission spatiale Herschel. En particulier, je
remercie vivement les astrophysiciens Vera Könyves et Marc Sauvage pour nos
discussions à ce sujet.

Bibliography

Andersen, Hanne [2016], Collaboration, interdisciplinarity, and the epis-
temology of contemporary science, Studies in History and Philosophy of
Science Part A, 56, 1–10, doi:doi.org/10.1016/j.shpsa.2015.10.006.

Andersen, Hanne & Wagenknecht, Susann [2013], Epistemic dependence in
interdisciplinary groups, Synthese, 190(11), 1881–1898, doi:10.1007/s11229-
012-0172-1.

Audi, Robert [1983], Foundationalism, epistemic dependence, and defeasibil-
ity, Synthese, 55(1), 119–139, doi:10.1007/BF00485376.

Barberousse, Anouk & Vorms, Marion [2014], About the warrants of
computer-based empirical knowledge, Synthese, 191(15), 3595–3620, doi:
10.1007/s11229-014-0482-6.

Bontemps, S. et al. [2010], The Herschel first look at protostars in the
Aquila rift*, Astronomy & Astrophysics, 518, L85, doi:10.1051/0004-6361/
201014661.



76 Julie Jebeile

Burge, Tyler [1998], Computer proof, apriori knowledge, and other minds,
Noûs, 32(S12), 1–37, doi:10.1111/0029-4624.32.s12.1.

Collins, Harry M. [1985], Changing Order: Replication and Induction in
Scientific Practices, Chicago: University of Chicago Press, 2002.

Collins, Harry M. & Evans, Robert [2007], Rethinking Expertise, Chicago:
University of Chicago Press.

de Ridder, Jeroen [2014], Epistemic dependence and collective scientific
knowledge, Synthese, 191(1), 37–53, doi:10.1007/s11229-013-0283-3.

Dubucs, Jacques [2006], Unfolding cognitive capacities, in: Reasoning and
Cognition, edited by M. Okada, Keio: Keio University Press, 95–101.

Galison, Peter M. [1987], How Experiments End, London: University of
Chicago Press.

—— [1997], Image & logic: A Material Culture of Microphysics, Chicago:
University of Chicago Press.

Hacking, Ian [1981], Do we see through a microscope?, Pacific Philosophical
Quarterly, 62(4), 305–322, doi:10.1111/j.1468-0114.1981.tb00070.x.

Hardwig, John [1985], Epistemic dependence, The Journal of Philosophy,
82(7), 335–349, doi:10.2307/2026523.

Hoeppe, Götz [2014], Working data together: The accountability and
reflexivity of digital astronomical practice, Social Studies of Science, 44(2),
243–270, doi:10.1177/0306312713509705.

Humphreys, Paul [2004], Extending Ourselves: Computational science,
empiricism, and scientific method, Oxford: Oxford University Press.

Israel-Jost, Vincent [2016], Computer image processing: An epistemological
aid in scientific investigation, Perspectives on Science, 24(6), 669–695, doi:
10.1162/POSC_a_00228.

Jebeile, Julie [2018], Explaining with simulations: Why visual representations
matter, Perspectives on Science, 26(2), 213–238, doi:10.1162/POSC_a_
00273.

Knorr-Cetina, Karin [1999], Epistemic Cultures: How the Sciences Make
Knowledge, Cambridge, Ma: Harvard University Press, 1st edn.

Könyves, V. et al. [2010], The Aquila prestellar core population revealed
by Herschel, Astronomy & Astrophysics, 518, L106, doi:10.1051/0004-6361/
201014689.



Collaborative Practice, Epistemic Dependence and Opacity 77

Krige, John & Russo, Arturo [2000], A History of the European Space Agency
1958–1987. Volume I. The story of ESRO and ELDO, 1958–1973, Tech. rep.,
European Space Agency, Available online on the website of the European
Space Agency.

Krige, John, Russo, Arturo, & Sebesta, Lorenza [2000], A History of the
European Space Agency 1958–1987. Volume II. The story of ESA, 1973 to
1987, Tech. rep., European Space Agency, Available online on the website
of the European Space Agency.

Leonelli, Sabina [2015], A Centric Biology. A philosophical study, Chicago:
University of Chicago Press.

McCray, Patrick W. [2014], How astronomers digitized the sky, Technology
and Culture, 16(3), 908–944, doi:10.1353/tech.2014.0102.

McEvoy, Mark [2008], The epistemological status of computer-assisted proofs,
Philosophia Mathematica, 16(3), 374–387, doi:10.1093/philmat/nkn014.

Morin, B. et al. [2004], The PACS Simulator, Tech. Rep. Report v. 1.6.6,
2004/09/30, CEA/DAPNIA/SAp Saclay, URL ftp://ftp.mpe.mpg.de/
pub/ftp_ir/sturm/GSR/PACS-SIM-Saclay-02.pdf.

Pasian, Fabio, Hoar, John, Sauvage, Marc, Dabin, Christophe, Poncet,
Maurice, & Mansutti, Oriana [2012], Science ground segment for the
ESA Euclid mission, in: Proceedings of SPIE – The International
Society for Optical Engineering (Proceedings of SPIE), Software and
Cyberinfrastructure for Astronomy, vol. 8451, 8451–8451–12, doi:10.1117/
12.926026.

Price, Derek J. De Solla [1963], Little Science, Big Science... and Beyond,
New York: Columbia University Press.

Sánchez Portal, Miguel et al. [2014], The Pointing System of the
Herschel Space Observatory. Description, Calibration, Performance and
Improvements, https://arxiv.org/pdf/1405.3186.pdf.

Schmidt, Micha & Salt, Dave [2012], Herschel pointing accuracy improve-
ment, in: SpaceOps 2012 Conference, doi:10.2514/6.2012-1275622.

Soler, Léna [2012], Introduction: The solidity of scientific achievements:
Structure of the problem, difficulties, philosophical implications, in:
Characterizing the Robustness of Science: After the Practice Turn in
Philosophy of Science, edited by L. Soler, E. Trizio, T. Nickles, &
W. Wimsatt, Dordrecht: Springer Netherlands, 1–60, doi:10.1007/978-94-
007-2759-5_1.



78 Julie Jebeile

Strevens, Michael [2017], Scientific sharing: Communism and the social
contract, in: Scientific Collaboration and Collective Knowledge, edited by
Th. Boyer-Kassem, C. Mayo-Wilson, & M. Weisberg, Oxford: Oxford
University Press, 1–50, doi:10.1093/oso/9780190680534.003.0001.

Wagenknecht, Susann [2014], Opaque and translucent epistemic dependence
in collaborative scientific practice, Episteme, 11(4), 475–492, doi:10.1017/
epi.2014.25.


