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RÉSUMÉ

La réalisation de qubits pouvant être couplés efficacement à des photons optiques est néces-

saire pour réaliser la transmission d’information quantique à longue distance, par exemple à

l’intérieur d’un réseau quantique. Le principal obstacle empêchant la réalisation de ces qubits

addressables optiquement vient de la grande difficulté de trouver une plateforme offrant à la

fois une grande homogénéité et un fort couplage optique. Les centres isoélectroniques (CIs),

qui sont des impuretés isovalentes à l’intérieur d’un matériau semi-conducteur, représentent

une alternative fort intéressante aux systèmes de qubits adressables optiquement proposés

dans la littérature, soit les boîtes quantiques auto-assemblées et les centres NV dans le dia-

mant souffrant, respectivement, d’un fort élargissement inhomogène et d’un couplage optique

moins grand que les CIs. En effet, la nature atomique des CIs leur assure une homogénéité

comparable aux centres NV et leur capacité à lier des complexes excitoniques présentant de

forts moments dipolaires permet d’obtenir un couplage avec les champs photoniques aussi

fort que dans les boîtes quantiques.

Le but du travail présenté dans cette thèse est d’évaluer le potentiel de différents complexes

excitoniques liés à ces CIs pour fabriquer des qubits adressables optiquement. Cette thèse

par articles est séparée en deux grandes sections. Dans la première section, correspondant

aux articles 1 et 2, j’ai étudié les caractéristiques physiques de qubits excitoniques liés à des

CIs d’azote dans le GaP (Article 1) et le GaAs (Article 2). Plus précisément, ces articles

présentent une analyse approfondie combinant des mesures de photoluminescence résolue

dans le temps et des modèles de balance de populations afin d’identifier et de quantifier les

différents mécanismes impliqués dans la dynamique de recombinaison des excitons. Dans

la seconde section, j’ai démontré l’initialisation d’un qubit de spin de trou lié à un centre

isoélectronique de Te dans une matrice de ZnSe. Contrairement aux qubits excitoniques, la

cohérence des qubits de spin n’est pas limitée par leur émission spontanée permettant ainsi

d’atteindre des temps de cohérence beaucoup plus intéressants.

Le premier article de cette thèse présente une étude de la dynamique de recombinaison des

excitons liés à des CIs d’azote dans le GaP. Le principal avantage relié à l’étude de ce système

vient du fait qu’une grande variété de centres sont accessibles : ils peuvent être formés

de 1,2 ou 3 impuretés d’azote et présenter différentes symétries à l’intérieur du matériau

hôte. Bien qu’il soit difficile de réaliser des qubits adressables optiquement dans ce système

dû à son faible taux d’émission spontannée, cette étude a permis de mieux comprendre

comment configuration atomique d’un CI influence les différents mécanismes impliqués dans
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la dynamique de recombinaison des excitons (capture, transferts inter-niveaux, et émission

radiative et non-radiative).

Le second article présente une étude de la dynamique de recombinaison des excitons liés à des

CIs d’azote dans le GaAs. Contrairement aux CIs dans le GaP, ceux dans le GaAs présentent

des temps de vie très intéressants, comparables à ceux observés dans les boîtes quantiques, et

sont donc beaucoup plus intéressants pour la transmission d’information quantique. L’analyse

qui a été réalisée avec ce système est beaucoup plus élaborée que celle réalisée dans le GaP,

ce qui a permis d’identifier directement les mécanismes impliqués dans la relaxation inter-

niveaux des excitons : leur couplage avec des photons LA et l’interaction hyperfine. Bien que

le premier effet ne soit pas observé dans les boîtes quantiques dû à la levée de dégénérescence

entre les états de trous lourds et de trous légers, le second effet s’est avéré très comparable à

l’interaction hyperfine dans les boîtes quantiques.

Finalement, le dernier article démontre, pour la première fois, l’initialisation d’un spin de

trou lié à une impureté, ici un CI de Te dans le ZnSe. En plus du fait que le temps de

cohérence des qubits de spins ne soit pas limité par l’émission spontanée, l’utilisation d’un

spin de trou dans un matériau II-VI représente également des avantages considérables par

rapport aux spins électroniques dans des matériaux III-V. D’abord, l’interaction hyperfine

entre le moment magnétique des trous et celui des spins nucléaires est inférieure à celle des

électrons, menant à des temps de cohérence un ordre de grandeur plus longs. De plus, la

majorité des isotopes de Zn, Se et Te ont des spins nucléaires nuls ce qui diminue encore plus

l’interaction hyperfine. Le protocole d’initialisation utilisé, basé sur l’effet tunnel d’excitons

liés à des donneurs neutres, permet d’atteindre une fidélité de 98.5 % en un très court temps

de 150 ps.
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ABSTRACT

The realization of qubits that can be efficiently coupled to optical fields is necessary for

long distance transmission of quantum information, e.g. inside quantum networks. The

principal hurdle preventing the realization of such optically addressable qubits arises from

the challenging task of finding a platform that offers as well high optical homogeneity and

strong light-matter coupling. In regard to this challenge, isoelectronic centers (ICs), which

are isovalent impurities in a semiconductor host, represent a very promising alternative to the

well-studied epitaxial quantum dots and NV centers in diamond which suffer, respectively,

from a large inhomogeneous broadening and a less effective coupling to optical fields than

ICs. Indeed, the atomic nature of ICs insures an optical homogeneity comparable to NV

centers, and their ability to bind excitonic complexes with strong electric dipole moments

allows them to offer an optical coupling similar to quantum dots.

The aim of the work presented in this thesis is to evaluate the potential of different excitonic

complexes bound to these ICs for building optically addressable qubits. This thesis by arti-

cles, is separated in two parts. In the first part, corresponding to Article 1 and 2, I study

the physics of exciton qubits bound to N ICs in GaP (Article 1) and in GaAas (Article 2).

More precisely, these articles present an analysis combining time-resolve PL measurements

and balance of population models, allowing to identify and quantify the different mecha-

nisms involved in the exciton recombination dynamics. In the second part, I demonstrate

the initialization of a hole-spin qubit bound to a Te IC in ZnSe. Contrary to exciton qubits

the coherence time of spin qubit is not limited by their spontaneous emission, allowing to

preserve coherence on a much more significant timescale.

The first article of this thesis presents a study of the recombination dynamics of excitons

bound to N ICs in GaP. The principal advantage of studying this system comes from the

large variety of atomic configurations that can be accessed: ICs can be formed from one,

two or three impurities, and exhibit different local symmetries inside the host lattice. Al-

though it appears very challenging to realize optically addressable qubits in this system due

to its low coupling to optical fields, it has allowed for a better understanding of how the

atomic configuration of the underlying IC influences the different mechanisms involved in ex-

citon recombination dynamics (capture, inter-level transfers, and radiative and non-radiative

recombination).

The second article presents a study of the recombination dynamics of excitons bound to N

ICs in GaAs. Contrary to ICs in GaP, ICs in GaAs exhibit a much stronger optical coupling,
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comparable to those observed in quantum dots, and are thus much more interesting in the

context of quantum information transmission. The analysis realized in this system is more

elaborated, allowing us to identify directly the important mechanisms involved in exciton

inter-level relaxation: LA phonon mediated transfers, and hyperfine interaction. Although

the former effect is not observed in quantum dots due to the important splitting between

light- and heavy-holes, the latter is demonstrated to be comparable in strength to hyperfine

interaction in quantum dots.

Finally, the last article demonstrates, for the first time, the initialization of a hole-spin bound

to a single impurity: a Te IC in ZnSe. In addition to the fact that the coherence time of

spin qubits is not limited by spontaneous emission, the use of a hole-spin in ZnSe brings

further advantages relatively to electron spins in III-V nanostructures. Firstly, hyperfine

interaction between the magnetic moments of a hole-spin and of a nuclear spin is less than

that for electrons, leading to enhanced coherence times (by at least an order of magnitude).

Secondly, most Zn, Se and Te isotopes present vanishing nuclear spins which further mitigates

the hyperfine interaction. The initialization scheme used, based on the efficient tunneling

of excitons bound to neutral donors, has allowed to reach 98.5% fidelities and initialization

times of 150 ps.
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CHAPTER 1 INTRODUCTION

The theory of quantum mechanics developed in the mid-1920s has led to some of the most

significant technological breakthroughs of the last century, including superconductivity, nu-

clear magnetic resonance, transistors and lasers. The most defining principles of this theory,

and the most peculiar, are the principles of superposition - a physical object can be found

simultaneously in two distinct states -, and of entanglement - distant objects can be instanta-

neously connected. Although these principles have been some of the most accurately tested

phenomena of modern physics, understanding how they can be harnessed to develop novel

technologies remains highly challenging, yet extremely promising. Among the different fields

of technology that have gained particularly insightful inputs from quantum mechanics, the

processing and transmission of information is, right now, one of the most important and

fast-growing [1].

The advantage of applying the principles of quantum mechanics to the realm of information

theory arises from the fact that quantum information can be encoded in basic units (called

qubits, for quantum bits) that are not restricted to be one or the other of the boolean variables

0 and 1, but can be formed from any arbitrary superposition of these:

|Ψ〉 = a |0〉 + b |1〉 . (1.1)

Here, the normalization of quantum wave-functions requires that |a|2+|b|2 = 1. Furthermore,

contrary to classical information where every bit is addressed and controlled independently,

qubits form entangled states, leading to a computational power that grows exponentially

with the number of qubits: n qubits can be in a superposition of up to 2n quantum states,

whereas n classical bits can be found in only one of these 2n states at a particular time. The

most important proposal for harnessing this enhanced information complexity were developed

independently in the 1980s, and correspond to the processing of quantum information and

to the realization of quantum cryptography protocols.

Quantum information processing was first proposed by Richard Feynman [2] and David

Deutsch [3] who assessed the possibility to process many operations simultaneously through

the evolution of superposed quantum states in order to solve certain problems that are

computationally too complex to be solved on a realistic timescale by classical computers. For

example, Feynman argued that the intrinsic parallelism of such quantum computers could be

exploited to simulate much more efficiently the quantum interactions inside a physical system,
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e.g. molecules or crystals.

The field of quantum cryptography was developed around the same years by Gilles Brassard

and Charles Bennett [4] who elaborated a protocol of cryptographic key distribution where the

elements of the keys are encrypted in superposed quantum states (e.g. photonic polarization

states). In contrast with classical protocols of key distribution that requires enormous yet

finite calculations resources to break encryption codes, quantum key distribution protocols

allow two parties to share public keys that can not be intercepted by an eavesdropper without

revealing his presence. Equivalent quantum key distribution protocols, based on the sharing

of entangled quantum states, were developed by Artur Ekert in 1991 [5], and by Brassard,

Bennett and Mermin [6].

Quantum information processing and quantum cryptography both remained marginal re-

search areas until the mid-1990s when Peter Shor demonstrated that a quantum algorithm

(i.e. an algorithm that is run on a quantum computing machine) could factorize integers in a

polynomial timescale [7], rather than on an exponential timescale as for classical algorithms.

On the one hand, integer factorization lies at the core of classical cryptographic key distri-

bution (e.g. in the RSA protocol), and Shor’s algorithm therefore demonstrates the need

for quantum cryptography, as the perspective of a practical quantum computer represents a

serious threat to classically encrypted communications. On the other hand, Shor’s algorithm

demonstrates that quantum computers can be used, not only for simulating physical systems,

but as well for solving mathematical problems. This demonstration triggered the elaboration

of quantum algorithms that could lead to a significant speedup for the resolution of important

mathematical problems. For example, Lov Grover established in 1996 a quantum algorithm

allowing for a quadratic speedup in searches through unsorted databases [8], a task of crucial

importance in many industrial areas.

Following the work of Shor, seminal demonstrations were realized both in the fields of quan-

tum cryptography and quantum computation over the last decades: protocols of quantum

key distribution have been experimentally demonstrated [9, 10], and are now commercially

available [11, 12]; quantum algorithms [13–15] and simulations [16, 17] were realized on small

scale prototypes of quantum computers; and storage of quantum information have been re-

ported over considerable timescales, up to 6 hours at cryogenic temperatures [18] and up to

39 minutes at room temperature [19].

These demonstrations were however realized by using different physical supports of qubits

that are very challenging to connect together inside global quantum information systems:

processing and storage of quantum information are mostly realized with matter-based qubits

(e.g. electronic or nuclear spins, charges, and superconducting circuits), whereas transmission
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and cryptography are realized with optical photons. This situation is reminiscent of classical

information which is processed and stored in solid-state supports (e.g. with capacitors,

transistors, or micro-magnets) but transported over long distances by electromagnetic waves

(using optical or RF frequencies), which has thus required the development of transmitters

and receivers for transferring information from matter to photon, and vice-versa. The scope

of this thesis is to assess the difficulty to connect solid-state and photon platforms in quantum

information systems, by developing a novel qubit implementation that could serve as a light-

matter interface.

1.1 Technological importance of quantum optical interfaces

The importance of realizing these optical interfaces is twofold: (1) connecting remote quan-

tum computers or memories inside quantum networks; and (2) building quantum analogues

of classical relays (quantum repeaters) necessary to prevent the loss of quantum information

in long distance transmission. Both aspects are hereafter explicitly addressed in order to

demonstrate their technological importance.

1.1.1 Quantum networks

The ability to connect classical computers inside a network (e.g. internet) critically improves

computational and storage capabilities. This perspective is similar in the case of quantum

information, as quantum networks would ultimately be necessary to overcome the scalability

limitations of single quantum computers. [20–23]

Contrary to classical networks where the nodes can be controlled independently as they are

simply connected by classical channels, a quantum network is built by entangling physically

separated quantum systems. This entanglement represents a crucial difference as it leads to

an exponential growth of the computational power: entangling k nodes each containing n

qubits leads to the ability to process simultaneously superpositions of up to 2kn quantum

states [20]. In comparison, connecting quantum systems with classical channels would lead

to an increase of the computational power simply proportional to k2n. Furthermore, the

realization of long distance entanglement in quantum networks could allow to implement

quantum key distribution protocols based on the sharing of entangled quantum states [24],

such as those developed by Ekert [5], and by Bennett, Brassard and Mermin [6].

Entangling spatially separated nodes of a quantum network requires to engineer transmission

channels along which a mediating particle can transport the shared entangled state from one

node to the other. Optical photons are the most interesting candidates to realize this task, as
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they can robustly transport a quantum state either through free space or optical fibers and can

interact efficiently with the quantum states located at both end of the channel if those states

exhibit non-vanishing coupling to optical fields [22, 23]. Building these optically addressable

quantum states (referred to in the literature as optically addressable qubits), which are the

quantum equivalent of transmitters and receivers in classical networks, therefore lies at the

core of the realization of real quantum networks. The work presented in this thesis evaluates

the potential of a novel qubit implementation for realizing such optically addressable qubits.

1.1.2 Quantum repeaters

As mentioned above, entangling spatially separated qubits is a very crucial requirement for

the realization of quantum networks, and the most robust way to entangle distant quantum

systems is through the sharing of optical fields that propagate either through free space or

optical fibers.

Recently, the entanglement of solid-state qubits separated by 1.3 km has been achieved using

photons transported by optical fibers [25], but efficiently entangling qubits separated by more

than 100 km would require the implementation of quantum relays (e.g. every 10 km or so) in

order to preserve the entanglement. Two of the most important sources of entanglement loss

are photon absorption, e.g. in silica or in the atmosphere, and decoherence of photon states

due to their weak yet non-negligible interaction with the environment, e.g. through non-linear

effects or birefringence in optical fibers. Since the importance of both of these detrimental

effects increases with the distance over which the entanglement is realized, it is necessary to

divide the transmission channels in smaller portions where the entanglement can be more

easily preserved. This is done by connecting these smaller channels with quantum relays

(referred to in the literature as quantum repeaters) that allow to more easily preserve the

entanglement over the whole network: closer relays lead to higher probabilities of preserving

the entanglement, and, in turn, to higher operation frequencies [26, 27].

These quantum repeaters can be viewed as intermediate nodes in a transmission channel

acting as quantum memories with optical interfaces for ingoing and outgoing photons. The

role of these quantum memories is to store quantum information over a period of time long

enough to reconstruct the entanglement using specific protocols (e.g. entanglement swapping

[28], entanglement purification [29], quantum error correction [30]). These quantum memories

as well call for the implementation of optically addressable qubits as they require to couple

optical fields with a solid-state platform.
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1.2 Design of optical interfaces

Optically addressable qubits, which are necessary to the realization of quantum networks

and quantum repeaters, consist of quantum memories that can interact with optical fields.

In the following, I present the important aspects required in the design of these qubits:

firstly, I introduce the physics of qubits, how they can be encoded and how they can interact

with their environment; then I present the two important qubit implementations that will

be presented in this thesis, photon qubits and optically addressable qubits. I indentify the

important requirements for both of these implementations necessary for building efficient

optical interfaces.

1.2.1 On the nature of qubits: encoding and decoherence

A qubit is formed from the coherent superposition of two boolean variables (as presented

in Eq. 1.1), and can thus be physically encoded in a two-level quantum states. The most

common example of such a two-level system in textbooks is the spin state of a spin 1/2

particles, such as electrons. It is possible to write such a state |Ψ〉 in terms of angles θ and

φ accounting respectively for the mixing and phase between the spin-up and -down states:

|Ψ〉 = cos(θ/2) |↑〉 + sin(θ/2)eiφ |↓〉 . (1.2)

This state can be easily visualized using the well-known Bloch sphere presented in Fig. 1.1.

The north and south pole account for the spin-up and spin-down states, and θ and φ describe

the azimuthal and longitudinal coordinates. The coordinate φ refers to the phase of the

qubit which, according to Schrödinger equation, precesses around the z-axis at a frequency

proportional to the qubit energy splitting (ω = ∆E/h̄) for a state not oriented along the

z-axis. One of the most intuitive example is the Larmor precession of a spin in a magnetic

field.

Following the laws of quantum mechanics, any measurement of the state of a qubit can be

done along a single axis of the Bloch sphere. The result of this measurement leads to two

possible outcomes: the state is parallel or anti-parallel to the axis of measurement; and the

act of measuring the state of a qubit makes it collapse in the state corresponding to the

result of the measurement. For example, measuring the state depicted in Eq. 1.2 along the

z-axis can lead to the result |↑〉 or |↓〉 with probability cos2(θ/2) or sin2(θ/2), respectively;

following this measurement, the qubit will have collapsed along the z-axis in the direction

corresponding to the outcome of the measurement.
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Figure 1.1 The Bloch sphere representation for a two-level system, representing a spin 1/2
quantum state.

Decoherence

However, a two-level system is an idealistic view of a qubit, as interactions with other quan-

tum states in its environment are unavoidable, and lead to irreversible leak of information

toward the environment. This leak of information can be viewed as the decoherence of the

qubit state (unpredictable evolution of θ and φ in Eq. 1.2), and is one of the key aspect

preventing the realization of practical quantum computer, as the rate of decoherence is often

too important for the realization of error-correction protocols necessary to robustly run real

algorithms [30, 31]. There are two important contribution to qubit decoherence: relaxation

and dephasing, affecting respectively θ and φ in Eq. 1.2 [32].

1- Relaxation

Relaxation can be viewed as a longitudinal collapse of the qubit along an axis of the Bloch

sphere, resulting from a perturbation on the environment acting as an unwanted measure-

ment. This is the case for example when a spin qubit such as that describe in Eq. 1.2 interacts

with a magnetic field in its environment (e.g. that associated to a magnetic impurity) causing

it state to collapse along the direction of the field. The characteristic time of this process

is referred to as the relaxation time T1, and is the analogue of the longitudinal relaxation

time in nuclear magnetic resonance experiments. Relaxiation mechanisms are investigated
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in details in Article 1 and 2 of this thesis.

2- Dephasing

Perturbations of the environment can also affect the qubit precession (e.g. through a variation

of the energy splitting), leading to an unpredictable evolution of the qubit phase from one

experiment to the other. These statistical variations of the qubit precession lead to a loss of

quantum information as the phase of the qubit does not follow a predictable evolution. The

dephasing characteristic time is typically referred to as T ∗
2 , and is similar to the transverse

relaxation time in NMR experiments.

In the context of optical interfaces for quantum information, these decoherence mechanisms

affect as well the photon quantum states used to transmit information and the optically

addressable qubits. In the following, I will describe in further details what are the causes of

decoherence for both platforms, and at what extent it is detrimental to the implementation

of optical interfaces

1.2.2 Photonic qubits

The developments of single-photon sources have allowed to use photons as a physical support

for qubits [33]. Quantum information can be encoded in various degrees of freedoms of

photons, such as the orbital angular momentum [34] or time delay [35], but in this thesis, I

will only consider polarization-encoded photons qubits, based on the angular momentum of

spin states, as polarization states are naturally suited for coupling to the optically addressable

qubits that will be considered.

Photons are unitary spin particles (S = 1) that allow only two projections of their spin

moment Sz = ±1 along their direction of propagation, corresponding to circular right (|+1〉)
or left (|−1〉) polarization respectively. The polarization states of a photon therefore represent

a two-level system that can be used as a qubit that propagates at the speed of light. This

polarization state corresponds to:

|Ψ〉 = cos(θ/2) |+1〉 + sin(θ/2)eiφ |−1〉 . (1.3)

A photonic analogue to the Bloch sphere, the Poincaré sphere, allows for visualizing the

different polarization states: circular right (|+1〉) and left states (|−1〉) correspond to the

north and south poles. Linear polarization states lie in the equatorial plane: horizontal and

vertical polarization states being aligned along the x-axis, and diagonal and anti-diagonal

polarization states being oriented along the y-axis. The role of an optically addressable
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qubits is thus to transfer a quantum state from the Bloch sphere to the Poincare Sphere, and

vice-versa.

As mentioned above, in addition to photon absorption, the decoherence of photon quantum

states is detrimental to long distance entanglement. In the context of polarization-encoded

photon qubits, the most important decoherence mechanisms come from the rotation of the

polarization state on the Poincare sphere due to uncontrolled strain-induced birefringence

in optical fibers [36]. Free-space transmission of photons could allow for longer coherence

times, but requires satellite-based schemes to transmit information over long distances [37].

These depolarization mechanisms offer a first-order benchmark for evaluating the minimal

separation between quantum nodes or quantum repeaters.

The photon states that will be considered in this thesis are located in the visible or near-

infrared regions of the electromagnetic spectrum, as these wavelengths are best suited for

transmission in optical fibers. Eventually, the photon transmission could be further improved

either by engineering optical interfaces operating at 1550 nm [38], or by developing nonlinear

optical systems allowing to convert higher-loss wavelengths to telecommunication wavelengths

[39].

1.2.3 Optically addressable qubits

Optically addressable qubits that could be used for building optical interfaces in quantum

repeaters and quantum networks consist of quantum memories that can be coupled to optical

fields. The most promising way to realize this is to store the quantum information in a solid-

state qubit that exhibit a non-vanishing interaction with photons. In the following, I present

the requirements for building efficient optically addressable qubits that will be considered in

this thesis.

Energy levels architecture: optical coupling requirements

There are two important level architectures for optically addressable qubits (see Fig. 1.2)

that allow for an efficient coupling with the electromagnetic field. The first and simpler

architecture (Fig. 1.2 (a)) corresponds to a simple two-level system were both states are

coupled by the electromagnetic Hamiltonian and present an energy splitting in the hundreds

of THz, allowing for efficient coupling with photons close to the telecommunication wave-

lengths. This is not the case, for example, for superconductor qubits [40], nuclear spin qubit

[19] and electron spin qubits in electrically defined quantum dots [41, 42] (see next section)

that present very interesting characteristics for the realization of quantum information pro-
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Figure 1.2 Energy levels corresponding to the two important architectures of optically ad-
dressable qubits.

cessing and storage, but present energy splittings corresponding to RF frequencies. The first

two articles of this thesis mostly focuses on the study of this kind of architecture.

The second less intuitive architecture (Fig.1.2 (b)) corresponds to a Λ system where the

two states forming the qubits are coupled to an intermediate metastable state spectrally

separated by an energy corresponding to hundreds of THz, allowing to couple the qubit with

optical fields through the interaction with this intermediate state. The advantage of this

architecture, relatively to the former, is that the coherence time of the qubit is not limited

by the spontaneous emission of the qubit from the excited (|1〉) to the ground (|0〉) states.

The disadvantage, however, is that the schemes used to control the state of the qubit are

usually more complicated, leading to a compromise between the speed and fidelity of basic

operations, such as initializing, controlling, and reading-out the quantum state [43]. The last

article of this thesis focuses on the study of this type of architecture, and more particularly

addresses the challenge of optimizing speed and fidelity of initializing a quantum state.

Scalability requirement

The scalability of a platform represents its ability to be expanded at will. This is a very

important requirement, as scaling up the number of qubits, e.g. inside a quantum computer,

a storage device or a quantum network, should not compromise the proper functioning of the

system. In the context of optical interfaces, the scalability requirement refers to the ability

to build platforms that couples with photons presenting identical energies; otherwise photons

created by one qubit might not interact with other qubits.

More precisely it is necessary that the energy splitting between the qubits be less than

the intrinsic linewidth of their emission, which is typically limited by their radiative decay
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through the Heisenberg uncertainty principle: ∆E∆t ≥ h̄/2.

Coherence requirement

Entangling spatially separated quantum systems requires to keep the coherence of the shared

entangled state at least through the time required for: (1) entangling the quantum state

between one node and a photon; (2) transmitting this photon through the communication

channel, and (3) entangling the photon state with the end-node.

Requirements (1) and (3) regard the processes involved in the entanglement of a quantum

state from optical interfaces to photons, and vice-versa: it is necessary that the time required

for entangling a qubit and a photon be small relatively to the coherence time of the qubit.

This characteristic time depends on two factors: the light-matter coupling strength of the

qubit, and the protocol used for realizing the entanglement.

These aspects are connected to the optical coupling requirement: the stronger light-matter

coupling is, the more efficiently entanglement can be realized, and, eventually, optically

addressable qubits could benefit from being embedded inside an optical cavity in order to

enhance light-matter coupling through the Purcell effect [44, 45]. The latter factor concerns

the above-mentioned aspects that it is challenging, especially in the Λ architecture, to effi-

ciently and rapidly transfer a quantum state between solid-state and photon qubits; the last

article of this thesis address this problematic.

As mentioned above, requirement (2) justifies the need for quantum repeaters, as they would

allow to cancel photon qubit decoherence. It as well imposes a strict restriction on the

coherence time of optically addressable qubits, as they need to preserve the coherence of the

entangled quantum states over a timescale at least longer than that necessary for photons to

be transfered between the two entangled nodes (T2 > L/c). For qubits separated by 10 km,

for example, this requires a coherence time longer than 30 µs

1.3 Potential candidates for optically addressable qubits

The requirements for optically addressable qubits being established, I will hereafter present

the different candidates that have been considered over the last years, in order to understand

their advantages, as well as the hurdles preventing their implementation in practical systems.

Although important demonstrations of quantum information storage were realized with opti-

cal cavities [46] and spin ensembles [18], I will focus this discussion on single quantum states

in solid-state platforms as they are the focus of this thesis. To conclude, I will present the

system that is proposed and studied in this thesis: isoelectronic centers in semiconductors.
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1.3.1 Trapped ions

Trapped laser-cooled ions can be suspended in vacuum using RF electric fields, magnetic

field or optical lattice [47]; the optical selection rules of these ions allow to spectrally isolate

pairs of electronic states that can be used as qubits. Impressive demonstrations of long

distance entanglement were realized using trapped ions [22, 48]. The strong advantage of

this system arises from the electronic states forming the qubit that exhibit strong coupling

to the electromagnetic field (giving rise to typical spontaneous emission times of several ns

[49, 50]), and coherence times that can be longer than 10 s [51], making them well suited for

optically interfacing quantum information.

However, the on-chip integration of trapped ions is very challenging as it requires a complex

architecture to constantly maintain the ions inside the trapping potential. In this thesis,

the optical interfaces that are considered circumvent this problem, by proposing optically

addressable qubits embedded inside semiconductor hosts, allowing for a much easier integra-

tion.

1.3.2 Quantum dots

Quantum dots (QDs) in semiconductors are sometimes described as artificial atoms because

they confine electrons and holes in all 3 dimensions, which can thus form excitonic complexes

analogue to H, He, Li, Be, B or C atoms with energy levels corresponding to electronic

shells s, p, . . . [52]. The well-developed technologies of semiconductors and heterostructures

growth make QDs a very appealing alternatives for trapped ions, as they can be very easily

implemented inside quantum networks. There are two types of QDs that have been studied

in the context of quantum information: electrically defined [41, 42] and self-assembled QDs

[45, 53].

The former type is formed from the application of a voltage that locally modifies the band

structure of a semiconductor, thus trapping an electron in a confined volume. This type

of quantum dots, however only allows to bind one type of charge (electrons or holes) as

the voltage repels the opposite charges. Consequently, band-to-band recombination of the

electron is prohibited, and the electron state is not coupled to optical photons.

The latter type consist of self-assembled structures (see Fig. 1.3 (a)) that are formed during

the epitaxial growth of a material with a strong lattice mismatch with its substrate (Stranski-

Krastanov process) [54]. The band gap of the material forming these islands is smaller than

that of the underlying host (most common QDs are formed from InGaAs in GaAs), leading to

a confinement of both electrons and holes (see Fig. 1.3 (b)). These structures can therefore



12

trap excitons and different excitonic complexes whose radiative decay is typically very rapid

(∼ 0.5 − 1 ns) and located in the visible or near-infrared [55]; they are therefore well-suited

for building optically addressable qubits [56]. There are two important types of qubits that

can be trap by a self-assembled QD: exciton qubits and spin qubits.

GaAs GaAs
InGaAs

Conduction

band

Valence

band

(b)

InGaAs

GaAs

Quantum dot

(a) Energy

z

x

Figure 1.3 (a) Cross-section of a self-assembled InGaAs quantum dot inside a GaAs matrix.
Here the growth is realized along the z-axis. (b) The smaller band gap of InGaAs than GaAs,
thereby trapping charges inside the QD.

Exciton qubits

Excitons are fundamental excitations in semiconductors corresponding to the Coulomb bond-

ing of an electron in the conduction band and a hole in the valence band. Exciton states

confined in QDs exhibit discrete energy levels, and a pair of these states can thus be used for

implementing qubits. Typically, exciton qubits correspond to a two-level architecture (see

Fig. 1.2 (a)) formed from the coherent superposition between an exciton state (|X〉) and the

vacuum state (|0〉), where the exciton has been annihilated and a photon created:

|Ψ〉 = a |X〉 + b |0〉 . (1.4)

This type of qubit was the first for which optical control of a quantum state confined in a

quantum dot was demonstrated [57]. However, the coherence time of exciton qubits is limited

by the spontaneous emission of excitons (typically ∼ 0.5 − 1 ns), mitigating their usefulness

in the context of quantum networks and quantum repeaters.
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Spin qubits

Under a magnetic field, the spin state of an electron confined in a QD can be used to form

a solid-state qubit; furthermore, coupling these electron spin states to an intermediate trion

state (formed from 2 electrons and 1 hole) allow to form a Λ system necessary for realizing

an optically addressable qubits corresponding to the architecture presented in Fig. 1.2 (b).

The absence of radiative decay between the two electron spin states allow to extent the

coherence time, relatively to exciton qubits, by at least an order of magnitude (typically

∼ 10 ns [58, 59]).

The enhanced coherence time of these qubits, without affecting optical coupling, has led to

the realization of entanglement between a spin qubit and a photon qubit [39, 60] which is

a crucial step toward the entanglement between spatially separated spin qubits, and toward

the realization of QD-based quantum networks or quantum repeaters.

The most important threat to electron spin coherence is their hyperfine interaction with

nuclear spins. Recently, considerable efforts have therefore been devoted to use hole spin

qubits which exhibit lower hyperfine interaction and thus longer coherence times (typically

up to ∼ 100 ns [61–63]). This has led to the recent realization of entanglement between

spatially separated (by 5 m) hole spins [64].

Scalability of QD qubits

The most important disadvantage of implementing qubits in QDs arise from the fact that

they are typically formed from 105 − 106 atoms, making it very difficult to grow identical

structures. This leads to an important inhomogeneous broadening of their emission which

is detrimental to their scalability. Typically the emission from excitonic complexes confined

in self-assembled QDs exhibit an inhomogeneous broadening of ∼ 50 meV, although the

homogeneous linewidth of single QDs is typically of the order of ≤ 50 µeV [65].

1.3.3 Nitrogen-vacancy centers in diamond

The very challenging task of growing identical quantum dots has triggered efforts in building

qubits formed from spins bound to atomic-size defects in crystals. The most extensively

studied impurity-based qubit is the nitrogen-vacancy (NV) center in diamond [66–68] which

are formed from a substitutional nitrogen atom next to an empty lattice site within a diamond

lattice (see Fig. 1.4 (a)).
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Figure 1.4 (a) NV centers consist of a nitrogen substitutional N impurities next to a vacancy
inside a diamond lattice. (b) The energy levels associated to a negatively charged NV center
present three S = 1 ground states and excited states.

Electronic spin structure

NV centers can present two charge states, neutral (NV0) and negatively charged (NV−),

where one and two electrons respectively are bound; only the latter however has been studied

in the context of quantum information and spin manipulation. The two unpaired electrons

of a negatively charged NV center form a S = 1 triplet state whose energy level structure is

presented in Fig. 1.4 (b). At zero magnetic field, the ms = ±1 are shifted from the ms = 0

states by a crystal-field of 2.9 GHz. Under a magnetic field along the quantization axis, the

degeneracy between the ms = ±1 states is lifted, allowing to isolate two states, for instance

ms = 0 and ms = −1, in order to define a qubit.

Although the energy splitting of the qubit resides in the RF range, the ground state can be

optically coupled to excited states separated by 470 THz (637 nm) as presented in Fig. 1.4

(b). These excited states and an intermediate singlet state (not shown) can be used as an

intermediated state to optically initialize, control, and read-out the qubit state.

Implementation of NV centers in quantum networks

Using electron spins bound to NV centers present several important advantages for building

optically addressable qubits. Firstly, as mentioned above, their atomic nature insures an

important optical homogeneity necessary for scalability. Secondly the excited states allow

for a coupling to optical fields. Although the light-matter coupling is typically an order of

magnitude weaker than in quantum dots (leading to spontaneous emission times of ∼ 10 ns
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[69, 70]), the longer coherence times of electron spins largely compensates. Indeed hyperfine

interaction between electrons and nuclei is much weaker in diamond, leading to coherence

times up to microseconds in natural diamond and up to miliseconds in isotopically purified

diamond [66]. These advantageous characteristics has led to impressive demonstrations of

long distance entanglement between electron spins bound to NV centers. Recently, entangle-

ment between NV centers separated by more than 1 km has been demonstrated [25], which

is the record for solid-state qubits.

One of the most important challenge preventing the implementation of NV centers in real

quantum networks or quantum repeaters concerns their on-chip integration. Contrary to

QDs that benefit from the well-developed semiconductor growth technologies, diamond are

very hard to integrate inside heterostructures, optical cavities, and other semiconductor-

based devices. Furthermore, their emission is dominated by phonon sidebands of the direct

recombination channel, leading to a strong probability of emitting photons at a different

energy than required; consequently, the operation frequency achieved are typically several

orders of magnitude lower than in QDs [25, 64].

1.3.4 Isoelectronic centers

Over the last years, significant efforts have therefore been devoted to combine the advantages

of NV centers and QDs, by investigating different types of impurities in semiconductor hosts

[71–73] :the atomic nature of impurities allow for a optical homogeneity as high as for NV

centers, and the semiconductor host allows for an ease of implementation comparable to

self-assembled quantum dots.

The work presented in this thesis follows these efforts, as it studies the potential of a novel

type of impurities in semiconductors for building optically addressable qubits: isoelectronic

centers. Isoelectronic centers are a particular type of impurities in semiconductors that can

bind excitons and/or excitonic complexes, such as trions. They can therefore be used simi-

larly as QDs for building exciton qubits or spin qubits, and typically exhibit a strong optical

homogeneity. The complete optical control of an exciton qubit bound to these isoelectronic

centers has been demonstrated recently [74], triggering the efforts behind this thesis: (1)

understanding the different mechanisms governing the dynamics of excitons bound to iso-

electronic centers, in order to better understand the potential of exciton qubits; and (2)

evaluating the possibility to build spin qubits, by demonstrating the optical initialization of

a spin qubit bound to an isoelectronic center.
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1.4 Outline of the thesis

The outline of this thesis is as follows:

In Chapter 2, I present a general introduction to the physics of ICs, as well as to the system

that will be studied in this thesis: N ICs in GaP and GaAs, and Te in ZnSe.

Chapter 3 presents the scientific approach and motivations underlying each article presente

in this thesis.

Chapter 4 to 6 corresponds to the three articles presented in this thesis. The first two

articles present an investigation of the different mechanisms underlying the dynamics of ex-

citons bound to ICs in GaP and GaAs (capture, inter-level transfers, and radiative and

non-radiative recombination) in order to understand their potential for building optically ad-

dressable exciton qubits. The last article switches to the more promising spin qubit platform

and demonstrates the initialization of a hole-spin bound to a Te IC in ZnSe. The references

of these articles are the following:

Article 1 - Recombinations dynamics of excitons bound to N isoelectronic centers in δ-doped

GaP. Physical Review B, vol. 89, 175308 (2014)

Article 2 - Dynamics of excitons bound to N isoelectronic centers in GaAs. Physical Review

B, vol. 91, 115201 (2015)

Article 3 - High-fidelity and ultrafast initialization of a hole-spin bound to a Te isoelectronic

center in ZnSe. (Under review for Physical Review Letters) arXiv:1606.03338

I present a general discussion on the impact of these articles in Chapter 7, and the conclusion

of this thesis in Chapter 8.
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CHAPTER 2 LITERATURE REVIEW - ISOELECTRONIC CENTERS IN

SEMICONDUCTORS

As introduced in the previous section, isoelectronic centers (ICs) are promising in the context

of quantum information transmission, because they are atomic-size defects that naturally bind

excitonic complexes with high electric dipole moments. This chapter is separated in three

sections: (1) a brief introduction to the basics of ICs; (2) an overview of the IC systems that

are the subject of this thesis (N in GaAs and GaP, and Te in ZnSe); and (3) the development

of the theory describing how the symmetry of the different configurations of ICs allows a

clear identification of the fine structure of excitonic complexes.

2.1 On the nature of isoelectronic centers

An impurity in a semiconductor is said to be isoelectronic if it presents the same outer elec-

tronic structure (valence) as the atom it replaces. The most common isoelectronic impurities

in the literature, as well as those studied in this thesis, are formed from one, two, or few sub-

stitutional impurities inside a semiconductor host. Therefore, these substitutional impurities

are formed from elements belonging to the same column of the periodic table as the atoms

they replace.

Furthermore, isoelectronic impurities are said to form ICs when they create localized states

that can trap free carriers; this is an important aspect as most isoelectronic impurities form

resonant states either with the conduction or valence band that do not bind charges. It

appears that only impurities that differ significantly in size and electronegativity with the

host atoms they replace form localized states: for example, P impurities replacing As atoms

in GaAs do not form ICs, but N impurities do [75]. Thus very few ICs have been identified,

among which three will be the focus of this thesis: N in GaP and GaAs (article 1 and 2,

respectively), and Te in ZnSe (article 3).

Contrary to acceptors or donors, ICs do not bring an extra charge and therefore do not

generate a Coulomb electric potential inside their host. This fundamental difference between

ICs and charged impurities has noteworthy consequences regarding (1) the mechanisms un-

derlying the capture of free carriers, (2) their ability to bind different excitonic complexes,

and (3) the number of impurities that can form an IC.
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1- Capture of free carriers and localization

Since ICs are neutral defects, they do not bind charges through Coulomb interaction, but

through more complex mechanisms whose clear identification is still debated [76, 77]. Cur-

rently, the most widely acknowledged model used to describe the interaction between ICs

and free carriers (introduced in the host by doping or optical excitation) is the HTL model

developed by Hopfield, Thomas and Lynch [78], according to which free carriers capture

involves two sequential mechanisms:

1. Firstly, the local variation of the electronic charge density created by an IC can bind

either a free electron or hole [79, 80]. ICs that are more electronegative than the atoms

that they substitute act as electron traps, whereas those exhibiting a weaker electroneg-

ativity act as hole traps. Typically this first bound charge (referred to as the primary

charge) is strongly localized over few unit cells, and the resulting interaction between

the charge and nearby nuclei produces an important lattice relaxation [81]. It has been

estimated that this lattice deformation mitigates almost completely the binding po-

tential generated by the electronegativity [82] leading to the peculiar situation where

the localization of this primary charge is comparable to charges bound to deep cen-

ters in semiconductor [83], but with a binding energy comparable to shallow impurties

(typically 1 − 10 meV) [84, 85].

2. Secondly, the primary charge generates a Coulomb field that extends over a much larger

range than the localized potential of the neutral IC, as it decreases following a ∼ 1/r2

law. This Coulomb field can therefore bind a second charge of opposite sign (referred

to as the secondary charge) thus forming a bound exciton.

The fundamental difference between the mechanisms through which charges of opposite signs

are bound strongly influences the localization of wave-functions. As mentioned above, it has

been estimated that the wave-function of the primary charge is strongly localized by the

IC potential over few unit cells (typically few Å) [86]. On the other hand, the secondary

charge bound through Coulomb interaction exhibits a much weaker localization similar to

charges bound to shallow donors or acceptors. The extension of its wave-function can thus

be estimated as the Bohr radius ab, which is inversely proportional to the effective mass. For

light- and heavy-holes in GaAs and GaP, for example this leads to ab ∼ 1 − 5 nm [86]. A

schematic representation of the envelope wave-functions of a strongly localized electron and

a Coulomb bound hole are presented in Fig. 2.1.
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Figure 2.1 Schematic representation of the wave-function of a strongly-localized electron and
a Coulomb bound hole. In this case, the IC presented corresponds to an electron trap,
indicating that the IC is more electronegative than the host. For a hole acceptor, the wave-
functions would be similar, but interchanged.

2- Binding of different excitonic complexes

The Coulomb potential generated by the primary charge can also, depending on the nature,

configuration, and environment of the IC, bind more than one charge, leading to the binding

of excitonic complexes such as charged excitons (trions) and bi-excitons [87]. This is a crucial

aspect as the implementation of spin qubits bound to ICs requires the ability to bind trions

(either formed from two electrons and one hole, or two holes and one electron) that can serve

as intermediated states to optically control an electron (or hole) spin, as described in the

previous chapter for self-assembled quantum dots. The last article of this thesis demonstrates

the initialization of a hole spin bound to a Te IC in ZnSe through the fluorescence of a positive

trion state.

Although bi-excitons are not studied in this work, there have been many proposals to use the

radiative cascade of these excitonic complexes to generated polarization-entangled photon

states [88, 89]. Thus a more extensive investigation of these bi-excitonic states in the future

might be very relevant to the field of quantum information transmission.

3- Atomic configurations of ICs

ICs can be formed from an arbitrary number of impurities, but most centers that have been

identified are formed from one, two or three impurities. Interestingly, the neutrality of ICs

insures that, regardless of the number of impurities forming the center, the HTL model of
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capture described above still holds: the short-range IC potential binds a primary charge

which, in turn, binds a secondary charge (or several charges) through Coulomb interaction

to form a bound exciton (or excitonic complexes).

This aspect is very important as it allows these ICs formed from more than one impurity to

naturally bind excitons or excitonic complexes identically as single impurities do. The work

presented in this thesis mostly focuses on ICs formed from two impurities (dyads) rather

than isolated impurities, because they can be optically resolved much more easily, which

is a crucial requirement to build optically addressable qubits. Indeed, assuming a uniform

doping and non-interacting impurities, it is very challenging to produce samples with surface

concentrations low enough to observe single-impurity ICs within the area defined by the limit

of optical diffraction (typically ∼ 1 µm2 [90]). On the other hand, the concentration of ICs

formed from two impurities separated by less than a few unit cells is much lower, and can

thus be much more easily achieved by epitaxy [91–93] or ion implantation [94, 95].

2.2 Description of the various types of ICs

Numerous combinations of impurities and hosts can be used to build ICs with different

properties. Among these possibilities, the work presented in this thesis focuses on nitrogen

ICs in GaP (Chapter 3) and GaAs (Chapter 4), and tellurium ICs in ZnSe (Chapter 5), which

are briefly described in this section.

2.2.1 Nitrogen ICs in gallium phosphide

N ICs in GaP, which were historically the first type of ICs studied, are formed from one, two

or few substitutional N impurities located on the anionic sub-lattice of GaP [96]. Since N

atoms are more electronegative than P atoms that they substitute, they can bind an electron

in a localized volume, which can subsequently bind a hole (either from the light- or heavy-hole

valence band) inside a more extended volume, in accordance with the HTL model presented

above.

Due to its indirect band gap, bulk GaP is a poor light emitter, because radiative recombi-

nation of excitons requires the cooperations of a phonon in order to conserve momentum.

However, excitons bound to N ICs in GaP present a much higher probability of radiative

recombination, because the localized potential of N-bound states are formed from states

spanning the whole Brillouin zone.

This enhanced optical activity is very easily observed in PL spectra of nitrogen-doped GaP:

several sharp lines associated to the radiative recombination of exciton bound to N ICs are
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Figure 2.2 Photoluminescence spectrum of nitrogen-doped GaP for different doping concen-
tration. Transition associated to N ICs (A, B and NNi lines) are labeled, as well as their LO,
TO, and local-mode (loc) phonon replica. [96]

.

observed below the band gap, as presented in PL spectra in Fig.2.2 (a)-(c). The N-related

transitions observed on each spectrum are separated in different groups (hereafter referred

to as multiplets): the shallowest multiplet is formed from two transitions, labeled the A and

B lines, and is only observed at low and intermediate concentrations (A is more intense than

B, and B completely disappears as the temperature is raised above ∼ 5 K [96]); at lower

energies, several multiplets (labeled NNi) are observed asymptotically close to the A and B

lines, NN1 being the deepest. These multiplets are only observed at intermediate and high

concentrations, and their fine structure typically exhibit between 4 and 6 transitions at low

temperature, e.g. NN1 exhibit 4 non-degenerate transitions.

These multiplets have been associated to the radiative recombination of excitons bound to

either single N impurities or N dyads with different inter-atomic separation [96]. A clear

identification of the atomic configuration of the underlying ICs is important to evaluate their

potential for building optically addressable qubits, as the lattice deformation induced by an IC
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(which depends on their local symmetry in the host) strongly influences the wave-function of

bound excitons (see next section) which, in turn, affects coupling to optical fields, inter-level

transfers (from one excitonic state to another), non-radiative recombinations, and exciton

capture time. In the following, I present a brief overview of the arguments underlying the

classifications of the different N ICs in GaP as originally proposed by Thomas and Hopfield

[96], as well as a brief overview of the more recent reexaminations of this classification that

were proposed [86, 92, 97, 98].

Thomas and Hopfield classification

The first identification of N ICs in GaP was proposed by Thomas and Hopfield in 1966

[96]. In this work, they associated the multiplet formed from the A- and B-lines to the

radiative recombination of excitons bound to single N impurities, and the NNi multiplets

to the emission of excitons bound to N dyads presenting different inter-atomic separation.

NN1 was attributed to a dyad with N atoms located in the nearest-neighbor configuration

(a schematic representation of two equivalent orientations for this dyads is presented in Fig.

2.3), NN2 to a dyad in the second nearest-neighbor configuration, and so on for increasing

values of the subscript.

Ga

P

N

Figure 2.3 NN1 dyads in GaP corresponding to N impurities located on nearest-neighbor sites
of the anionic sub-lattice. Two different orientations are presented.

The arguments that underly their classification are based on three observations: (1) the evo-

lution of the absorption and PL intensity of the different multiplets with N concentration, (2)

the spectral position of the different multiplets, and (3) and the fine structure of the emission.

1- Variation of absorption and PL intensity with N concentration

The intensity of the different multiplets present distinct dependences with the N concentra-
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tion. At low concentrations (∼ 1016 N/cm3), only the A- and B-lines are observed (Fig. 2.2

(a)); as the N concentration increases, the intensity of the NNi lines increases faster than

the A- and B-lines (Fig. 2.2 (b)); and at high concentrations (∼ 1019 N/cm3), emission from

NNi multiplets completely overcomes that of the A- and B-lines (Fig. 2.2 (b)).

This observation indicates that the shallowest multiplet formed from the A- and B-lines

is associated to the recombination of excitons bound to single N impurities, and that the

following NNi are associated to excitons bound to numerous N atoms. The argument behind

this association is the following. At low N concentrations, it is highly unlikely to observe

two or more impurities separated by less than a few unit cells, and only single impurities

are observed. As the N concentration increases, this tendency is reversed as the inter-atomic

mean separation between impurities decreases; considering non-interacting N atoms, the

concentration of dyads (as well as triplets and larger clusters of N) therefore increases faster,

and eventually exceed that of single impurities.

Furthermore, absorption measurements (not shown here) have revealed that the absorption

associated to the NNi lines increased quadratically faster with N concentration than that

associated to the A- and B-lines. Since the absorption should be proportional to the concen-

tration of ICs, Thomas and Hopfield concluded that NNi multiplets must correspond to the

emission from N dyads.

2- Spectral positions of N-related transitions

A second clear observation from PL measurements is that the multiplets present a very low

inhomogeneous broadening, and are well separated from each other. Thomas and Hopfield

argued that the spectral position of every set of transitions can be used to identify the atomic

configuration of the underlying IC.

Firstly, the emission energy should be related to the number of impurities forming the ICs,

as the exciton binding potential is expected to increase with the number of impurities. This

is consistent with the association of the shallowest multiplet observed (formed from the A-

and B-lines) to single N impurities, and of the following multiplets (NNi) to ICs formed from

pairs or triplets of impurities.

Furthermore, the exciton binding energies of dyads are expected to strongly depend on their

inter-atomic separation; this is based, in first approximation, on the fact that finite potential

well typically exhibit binding energies inversely proportional to the square of their width.

Using this approximation, Thomas and Hopfield estimated that the exciton binding energy

is maximal for dyads with the lowest inter-atomic separation, and decreases asymptotically
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with the inter-atomic separation toward the binding potential of the single-atom configura-

tion (which can be viewed as a dyad with infinite separation).

3- Multiplets fine structures

That last observation that guided Thomas and Hopfield classification was that the different

multiplet does not exhibit identical fine structures. These differences arise from the fact that

the crystal deformation produced by N ICs breaks several symmetry elements of the underly-

ing zinc-blende GaP lattice, thus splitting the different excitonic states into a fine structure

uniquely defined by the local symmetry of the IC. Generally speaking, ICs presenting lower

local symmetries present more complex fine structures. For example, the highest possible IC

symmetry is that of the single impurity, and the corresponding multiplet is formed from the

lowest number of transitions (two, the A- and B-lines). On the other hand, dyads present

lower symmetries as their orientation breaks rotational and/or inversion symmetry elements

of the host, and their fine structures typically exhibit more than two transitions.

Using their estimate of dyads separations, Thomas and Hopfield proposed an identification

of the local symmetry for every dyad: NN1 are nearest-neighbor dyads and should therefore

be oriented along [1 1 0] (or any equivalent axis), which corresponds to a C2v symmetry; NN2

should be oriented along [2 0 0], corresponding to a D2d symmetry; etc. Since it is possible

to relate each of these symmetries to a precise PL fine structure (see the theory developed

in the following section), Thomas and Hopfield could compared these expected symmetries

with the observed fine structures, and did not find significant qualitative disagreements.

Reexaminations of Thomas and Hopfield classification

More recently the IC classification by Thomas and Hopfield has been reexamined both theo-

retically [86, 99] and experimentally [97, 98]. These reexaminations arise from the theoretical

observation that the exciton binding energy associated to different dyads does not necessarily

increase monotonously with their inter-atomic separation [86]. Indeed, the exciton binding

energy does not only depend on dyad separation, but as well on their local symmetry inside

the host lattice, as the atomic arrangement of the dyad can significantly affect the energy in-

volved in the crystal deformation. A clear identification of the local symmetry of every dyad

is therefore very important to identify conclusively their atomic configuration (separation

and orientation inside the lattice).

It is necessary to reexamine the dyad symmetries identified by Thomas and Hopfield (as

they were determined with imprecise estimations of inter-atomic separation) using more
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elaborated investigations of the exciton fine structure through (1) application of hydrostatic

pressure along different crystallographic orientations, and (2) measurement of the PL from

single dyads.

1- PL measurements under hydrostatic pressure

Applying sufficiently strong uniaxial strain can modify the energy associated to the crystal

deformation along precise directions, and therefore lower the local symmetry of dyads in a

deterministic way. Identifying the variations of the fine structure for different orientations

and magnitudes of the applied strain field has thus allowed, using geometrical arguments, to

reexamine the symmetry of several dyads [97, 98]:

• Firstly, NN2 has been reassigned to an IC formed from three N impurities (triad).

The identification of transitions associated to excitons bound to a dyad in the second

nearest-neighbor configuration (which was originally attributed to NN2) is still elusive,

but theoretical works have proposed that the radiative recombination of excitons bound

to such ICs might be dipole-forbidden [99], and thus not observable through optical

means.

• Secondly, these experimental works did not allow to conclude on the symmetry associ-

ated to NN5 and NN6. It is thus assumed that Thomas and Hopfield identification still

holds, but further investigations are required to provide conclusive evidence.

• Finally, the orientation determined for NN7 is not compatible with a dyad in the 7th

nearest-neighbor configuration, but to a more separated dyad oriented along [a a 0]

where a > 2. It is thus assumed that NN7 correspond to a dyad oriented along [3 3 0],

but further investigations are necessary to confirm this.

2- Single dyads photoluminescence

Only recently has the ability to optically isolated single dyads been demonstrated in samples

with low enough N concentrations obtained either by epitaxy [92, 100, 101] or ion implanta-

tion [95]. PL studies on single emitters are very informative as they allow to determine the

polarization dependence of every transition forming the exciton fine structure. The polariza-

tion pattern of the fine structure is strongly defined by the local symmetry of an IC (as will

be discussed in the following section), and therefore furnishes more information to identify

the symmetry of a dyad. In ensemble measurements, this polarization information is lost due

to the randomization of the different possible orientations for a given dyad symmetry, e.g.
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NN1 dyads can be oriented along 12 equivalent orientations (2 of which are schematically

depicted in Fig. 2.3).

These measurements have confirmed the identification of the symmetry of NN1 and NN4,

but more detailed analysis will be required to unambiguously identify the symmetry of other

ICs. NN2 has not been observed in these samples presenting low N concentrations, indicating

that, indeed, it is most probably formed from a larger number of impurities.

Current consensus

The current consensus on the atomic configurations of the different N ICs in GaP (number of

atoms and orientation inside the lattice) is presented in Table 2.1. It is important to notice

that the notation of Thomas and Hopfield (A- and B-lines, and NNi) is still used to identify

the different multiplet, although NNi doest not necessarily refers to a dyad and the subscript

i does not necessarily identify the inter-atomic separation.

Table 2.1 Current consensus on the different dyad configuration in GaP, as presented in
Ref. [97, 98]. The first column identifies the different multiplets using Thomas and Hopfield
notation [96], the second column identifies the number of atoms forming the center, and
the second and third columns respectively present the local symmetry and orientation inside
the host lattice of every IC. Symmetries and orientations that have not been unambiguously
identified are presented between parentheses.

Multiplets Number of atoms Symmetry Orientation

NN1 Dyad C2v [1 1 0]
NN2 Triad – –
NN3 Dyad Cs [2 1 1]
NN4 Dyad C2v [2 2 0]
NN5 Dyad (C2) [3 1 0]
NN6 Dyad (C3v) ([2 2 2])
NN7 Dyad C2v ([3 3 0])
NN8 Dyad (D2d) ([4 0 0])
NN9 Dyad (E) ([4 1 1])
NN10 Dyad (C2) ([4 2 0])
A - B Single N Td –

2.2.2 Nitrogen dyads in gallium arsenide

Defects formed from the substitution of As by N in GaAs constitute the second IC system

that will be considered in this thesis. Similarly to N in GaP, N atoms are more electronegative
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than the As atoms that they substitute, and they can therefore trap electrons inside a volume

defined by few unit cells [86]. These bound electrons can subsequently bind holes (either from

the light- or heavy-hole valence band) to form bind excitons [102, 103].

The most notable difference between the two systems is the much lower number of localized

states observed in the GaAs band gap. Typical PL spectra of nitrogen doped GaAs (see

Fig. 2.4) present only three sets of transitions related to N impurities [43, 102, 104]. These

different sets have been associated to the radiative recombination of excitons bound to dyads

in the first (NN1), third (NN3) and fourth (NN4) nearest-neighbor configurations in the

anionic sub-lattice; in this notation, the subscript is meant to represent the dyad separation.

This classification of the different dyad separations is still a subject of discussion: NN3 has

only been observed and identified recently [43]; and NN1 and NN4 were observed several

decades ago [102, 104], but their identification heavily relies on theoretical calculations [86].

Observation of deeper N-related transitions (around 1.44 eV [105] and 1.48 eV [106]) have

also been reported, but these transitions were not observed in the samples studied in this

thesis, nor in other works using different samples [102]. Since these transitions lack clear

identification, and have not been reproduce systematically, they will not be considered in

this thesis.

The identification of the dyad separation and symmetry associated to NN1,3,4 has been de-

termine by (1) the evolution of the spectral position of the different ICs under hydrostatic

pressure, and (2) identification of the exciton fine structure through PL measurements on

single ICs.

1- PL under hydrostatic pressure

NN1,3,4 correspond to the only localized state in GaAs, as all other N impurities form resonant

states in the conduction band. Under the application of hydrostatic pressure, these resonant

states are pushed one after the other inside the band gap allowing the observation of their

PL [102]. This situation results from the fact that a strain field created by the application

of hydrostatic pressure does not only modify the exciton fine structure (as presented above

for GaP), but as well modifies the energy of the different energy levels of the band structure.

Under the application of a strain field, the energy of the conduction band minimum increases

faster (∼ 10.73 meV/kbar) than that of the N ICs states (∼ 3.5−5 meV/kbar) [86, 102, 103],

it is thus possible to observe emission from excitons bound to every configuration of IC by

applying sufficient hydrostatic pressure.

A summary of estimated spectral positions for every configuration of N impurities is presented
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Figure 2.4 Only three transitions (labeled NN1,3,4) are observed in PL spectra of N doped
GaAs. Figure from Ref. [43].

in Fig. 2.5. NNi transitions that are observed under hydrostatic pressure have been attributed

to different configurations of dyads, but their symmetry and inter-atomic separation have

not been identified clearly yet. The subscript i for these transitions thus reflect the spectral

position rather than the inter-atomic separation. The last transition to appear, positioned

∼ 165 meV above NN4, has been attributed to excitons bound to single N impurities. Two

arguments justify this classification:

1. Similarly to N ICs in GaP, the exciton binding energy is expected to be less for single

N impurities than for dyads;

2. The PL intensity of this last transition, when the hydrostatic pressure allows its ob-

servation, significantly overcomes that of any other transitions. This is consistent with

the fact that, at lower N concentrations, the concentration of single impurities is much

more important than that of dyads [102].

Furthermore, the important similarity between the spectral evolution of the different N ICs

in GaP and GaAs (see Fig. 2.5) indicates that NN1,3,4, which are the deepest transitions,

most likely arise from dyad with the low inter-atomic separation. Similarly to GaP, the

observation of PL from a dyad in the second nearest-neighbor configuration is still elusive.

2- PL on single emitters
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Figure 2.5 Comparison between the spectral position of the different N ICs observed in GaP
and GaAs. Most exciton bound to N ICs in GaAs form resonant states in the conduction
band. The only three configurations emitting below the band gap are dyads in the first NN1,
third NN3, and fourth NN4 nearest-neighbor configurations.

As mentioned above, the presence of N impurities breaks the symmetry of the GaAs host;

this deviation from the cubic symmetry lifts the degeneracies between the different excitonic

states bound to ICs, and thus allows to identify the local symmetry of dyads. However, GaAs

samples that were used in this thesis present a slightly superior inhomogeneous broadening

of the exciton emission preventing the observation of fine structures details in ensemble

measurements. The origin of this broadening comes from the non-optimal conditions that

were used for the growth of these samples. Indeed, N-related peaks in Fig. 2.3 (b) do not

present multiplets, but broad lines of emission.

It is therefore necessary to optically isolate single emitters in order to observe the details of

the fine structure (spectral and polarization patterns). Nitrogen dyads in GaAs where the

first ICs to be optically resolve using confocal microscopy [104], and these measurements of

single dyads have allowed to observe the fine structure of NN1 and NN4, as shown in the PL

spectra presented in Fig.2.6 (a) (NN3 has as well been isolated recently, but is not shown

here). Fig. 2.6 (b) presents spatial PL map where single emitters corresponding to both IC

configurations are isolated.

The polarization and spectral dependences of the exciton fine structure therefore allows to

identify the symmetry underlying every dyad, which have confirmed the above classification:

NN1 is a nearest-neighbor dyad oriented along [1 1 0], corresponding to a C2v symmetry; NN3,
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is a third nearest-neighbor dyad oriented along [1 1 2], corresponding to a Cs symmetry; and

NN4 is a fourth nearest-neighbor dyad oriented along [2 2 0], corresponding to a C2v symmetry.
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Figure 2.6 Confocal microscopy allows to optically isolate single nitrogen dyads in GaAs.
Panel (a) presents micro-PL spectra of two different single emitters: NN1,4. Both spectra
are extracted from the point of highest in the underneath spatial PL maps (panel (b)) where
single dyads are isolated. [104]

3- Theoretical calculations

NN1 and NN4 present identical fine structures, as they both exhibit a C2v local symmetry.

It is therefore impossible to identify their inter-atomic separation simply through their PL

polarization patterns. The only identification of their separation relies on theoretical calcula-

tions of the exciton binding energy for both configurations [86]. These calculations estimated

that an exciton bound to a dyad in the fourth nearest-neighbor configuration should form

localized states deeper in the GaAs band gap, in comparison to a dyad in the first nearest-

neighbor configuration. This non-monotonous evolution of the exciton binding energy with

the dyad separation was attributed to two principal effects: lattice relaxation and multiband

coupling of N bound states, both of which are strongly orientation dependent [86, 99].

Although this theoretical estimation does not provide a conclusive evidence of the separation

of NN1 and NN4, it is the picture that will be used in this thesis. Similarly to GaP, an

imprecise identification of dyad inter-atomic separation is not detrimental to the evaluation

of their potential for building optically addressable qubits.
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Current consensus on ICs configuration

The current consensus on the atomic arrangement associated to every set of transitions

observed at atmospheric pressure is resumed in Table 2.2. The second article presented in

this thesis focuses on the study of NN1.

Table 2.2 Current consensus on the different dyad configuration in GaAs that form localized
states at atmospheric pressure [43, 91, 104]. The second and third columns respectively
present the local symmetry and orientation of every dyad inside the host lattice.

Multiplets Energy (µeV) Symmetry Orientation

NN1 1508.9 C2v [1 1 0]
NN3 1505.1 Cs [1 1 2]
NN4 1496.1 C2v [2 2 0]

2.2.3 Te dyads in zinc selenide

The last IC system that will be considered in this thesis is formed from Te substitutional

impurities in the anionic sub-lattice of ZnSe. Contrary to both previous systems, Te atoms

are less electronegative than the Se atoms that they substitute [107]; consequently, Te ICs

can bind holes through their short-range potential rather than electrons. Once a hole is

bound, its Coulomb potential can bind a free electron to bound an exciton.

Photoluminescence from Te doped ZnSe

Contrary to N doped GaP and GaAs, PL spectra of large ensembles of ICs (macro-PL)

in Te doped ZnSe (Fig. 2.7 (a)) do not present sharp emission lines that can be directly

related to the radiative recombination of excitons bound to different configurations of ICs.

Instead, broad lines (labeled I, II and III) are observed whose reported identification is often

contradictory. The line centered around 2610 meV (I) has been attributed to the emission of

excitons bound to single Te in Ref. [109–111] and to Te dyads in Ref. [112], but was as well

observed in undoped ZnSe where it was attributed to the presence of dislocations [113, 114].

The broad band presenting sharp structures between 2700 and 2775 meV (II) have been

attributed to Te dyads in Ref. [112], but could as well originate from phonon replica of the

emission from donor-acceptor (D-A) pairs observed between 2275 and 2800 meV (III) as been

reported in Ref. [113, 115]. Finally the sharp line observed at 2800 meV has been attributed

to the radiative recombination of excitons bound to neutral donors (D − X0) [113, 116]. It
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Figure 2.7 (a) Macro-photoluminescence measurements of Te doped ZnSe presents three
broad lines of emission labeled I (around 2610 meV), II (between 2770 and 2775 meV), and
III (between 2775 and 2800 meV). A strong peak associated to the emission from excitons
bound to neutral donors is observed around 2880 meV. Figure from Ref. [108] (b) Micro-
photoluminescence reveal several sharp lines associated to Te dyads in region II. Figure from
the last article of this thesis.

is thus impossible, through such macro-photoluminescence spectra to identify conclusively

Te-related emission lines.

On the other hand, micro-photoluminescence measurements (i.e. PL with a detection area

limited by diffraction, typically 1 µm2) reveals Te-related sharp lines in region II (Fig. 2.7

(b)). These transitions have been attributed to Te dyads presenting different inter-atomic

separation [108, 117], because the Te concentration in these samples (i.e. where single ICs

could be isolated) are such (typically 2500 µm−2) that it would highly impossible to observe

single Te impurities or Te triads [108].

Binding of different excitonic complexes

A very important aspect of Te dyads is their ability to bind different excitonic complexes:

excitons, positive trions, and bi-excitons. One single dyad can bind one, two or all three

of these excitonic complexes; for example, the micro-PL map in Fig. 2.8 (a) presents the

emission from a an exciton (X), a positive trion (X+) and a bi-exciton as a function of

the energy and polarization of the emission. The temporal evolution of these transitions,

presented in panel (b), demonstrates that these excitonic complexes are bound to the same

dyad, because their spectral fluctuations (which most likely arise from local time-dependent

perturbations) are simultaneous. It is still unclear what are the mechanisms that determine

what excitonic complexes can be bound to a given dyad, but they most likely arise from the

local environment of the dyad, e.g. the presence of a nearby charged impurity [87]. In the
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following, I present a brief overview of each of these excitonic complexes.
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Figure 2.8 (a) Linear (b) temporal mapping of the PL intensity from a Te dyads exhibiting
transitions associated to excitons (X0), trion (X+ and bi-exciton (XX). (c) The evolution
of the exciton, trion and bi-exciton intensities with the excitation powers follows a power law
I ∝ P ki , where kX = 0.6, kX+ = 0.7, and kXX = 1.2. Figures from Ref. [108].

1- Exciton

The only fine structure that has been reported associated to the emission of excitons is formed

from two orthogonal transitions polarized along the crystallographic axes [1 1 0] and [1 1 0]

[108, 117]. This fine structure is associated to a dyad oriented along [1 1 0], which corresponds

to a C2v local symmetry (see section 2.3). Although different inter-atomic separations are

expected due to the wide spectral range over which exciton emission is observed, the inhomo-

geneous broadening in this system, which is more important than for GaP and GaAs, makes

it difficult to discriminate between the different dyad separations.

2- Trion

Trions and excitons can be distinguished by observation of their fine structure, which is

expected to be very different. This difference arises from the fact that, contrary to the

exciton, there is no exchange interaction between the electron and the holes forming the

trion, due to the fact that the two holes form a singlet state (see section 3). Consequently,

at zero magnetic field, trion emission only present one unpolarized transition as observed

in Fig. 2.8 (a). This complex is of the foremost importance in the last article presented in

this thesis where the initialization of a spin qubit based on the radiative decay of a trion is

demonstrated
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3- Bi-exciton

Excitons and bi-excitons present very similar fine structures (as observed in Fig. 2.8 (a)), but

the latter can be identified by evaluating the dependence of its photoluminescence intensity

as a function of the excitation power. As presented in Fig. 2.8, the intensity of every excitonic

complex follows a power law I ∝ P k before saturation, and the extracted exponents clearly

identify a bi-exciton transitions (kXX = 1.2) as it is twice that of the excitons (kX = 0.6)

and trions (kk+ = 0.7) [87]. This is consistent with typical values observed for excitonic

complexes confined in quantum dots which as well present a factor 2 between (kX , kX+)

and kXX [118]. However, values of kX , kX+ and kXX reported in quantum dots typically

correspond to 1, 1 and 2, respectively; the difference in ki values between quantum dots and

ICs most likely arises from the apparition of new channels of radiation with the increase of

the higher excitation power.

Strain-induced lifting of the LH-HH degeneracy

ZnSe samples that were used in this thesis (as well as in Ref. [108], [87] and [117]), are grown

on a GaAs substrate. The slight lattice mismatch between GaAs (a = 565.35 pm) and ZnSe

(a = 566.8 pm) induces a biaxial strain in the ZnSe layer that pushes the light-hole (LH)

valence band 12.6 meV below the heavy-hole (HH) valence band. Consequently, only HH

excitonic complexes formed from heavy-hole are observed as LH states thermalize rapidly

before their radiative decay. This is not the case for N ICs in GaP and GaAs, where HH and

LH excitons are quasi-degenerate and can be both observed.

2.3 Fine structure of excitons bound to ICs

PL spectra presented in the previous section clearly show that the exciton fine structure

is strongly affected by the underlying local symmetry of ICs. Understanding the effect of

symmetry effects is a crucial aspect of the work presented in this thesis, particularly in article

1 and 2, as the mechanisms involved in exciton recombination dynamics strongly depends on

fine structure splittings and on exciton state mixing.

In the following, I present a brief overview of the theory linking symmetry and exciton fine

structure.
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2.3.1 Exciton wave-functions

Excitons in semiconductors are formed from the Coulomb bonding of an electron in the con-

duction band and a hole in the valence band. Their wave-function (Ψ) is thus given by the

product of electron and hole wave-functions which, under the envelope function approxima-

tion (EFA), can be separated in a slowly varying envelope function |ΦRe,Rh
〉 and rapidly

varying atomic functions (Wannier functions) |ψRe
〉 and |ψRh

〉, corresponding respectively to

the electron and hole. The exciton wave-function can thus be written as:

|Ψ〉 = N1/2
∑

Re,Rh

|ΦRe,Rh
〉 |ψRe

〉 |ψRh
〉 , (2.1)

where Re,h are atom position vectors, and N the number of atoms located underneath the

envelope function.

It is unclear at what extent EFA is a good approximation in the case of excitons bound to

ICs, because it relies on the hypothesis that the envelope wave-function varies slowly at the

scale of the lattice constant, which is not necessarily the case for the primary charge (see

Fig. 2.1). However, previous works have succeeded in accurately representing experimental

exciton fine structure using EFA [91]; I shall thus use its framework in this thesis, but further

investigation of its range of validity in IC systems would be relevant.

The atomic part of the electron and hole wave-functions (|ψe,h〉) can be expressed as a product

of a radial function (|Re,h〉), an angular function (|φe,h〉) and a spin state (|χe,h〉):

|ψe,h〉 = |Re,h〉 |φe,h〉 |χe,h〉 . (2.2)

The radial part of atomic functions |Re,h〉 is very difficult to evaluate, requiring numerical

techniques. Hereafter, I will thus use separation of variables, and consider only angular and

spin parts of the exciton wave-function; the contribution of the radial part will simply be

absorbed in free parameters that will be adapted to fit the experimental data. Although this

will prevent us from calculating absolute binding energies, it will be possible to determine

the energy splittings, as well as the polarizations of emission.

|φe,h〉 states can be expressed as linear combinations of spherical harmonics (|l, m〉), and spin

states |χe,h〉 as linear combinations of spin-up and -down states (|↑〉 and |↓〉, respectively).

Excitons that will be considered in this thesis are formed from electrons and holes presenting

s- and p-type wave-functions, respectively. Thus the angular part of electron state is simply

|0, 0〉, and hole states are formed from linear combinations of spherical harmonics |1, ±1〉
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and |1, 0〉. It is more convenient to express angular and spin wave-functions of electrons and

holes using total angular momentum states |J, mj〉, where þJ = þL + þS. Using this notation,

the electron basis is formed from two state ({α, β}):

α = |1/2, +1/2〉 = |↑〉 (2.3)

β = |1/2, −1/2〉 = |↓〉 ;

and the hole basis is formed from four states ({φ1−4}):

φ1 = |3/2, +3/2〉J = |1, 1〉l |↑〉

φ2 = |3/2, +1/2〉J =

√

2

3
|1, 0〉l |↑〉 +

√

1

3
|1, 1〉l |↓〉 (2.4)

φ3 = |3/2, −1/2〉J =

√

1

3
|1, −1〉l |↑〉 +

√

2

3
|1, 0〉l |↓〉

φ4 = |3/2, −3/2〉J = |1, −1〉l |↓〉 .

Here, the subscripts l and J refer to uncoupled |l, m〉 and coupled |J, mj〉 states. φ1,4 cor-

respond to heavy-hole states, and φ2,3 to light-hole states. J = 1/2 states (corresponding

to the split-off band) are not considered here, because, in semiconductors lacking inversion

symmetry, these states are typically pushed several hundreds of meV below the LH and HH

states, allowing us to ignore their contribution [119].

The exciton basis is therefore 8-dimensional (ψ1−8) as it corresponds to the direct product

between the electron and hole bases subspaces:

ψ1−8 = {α, β} ⊗ {φ1, φ2, φ3, φ4}
= {αφ1, αφ2, αφ3, αφ4, βφ1, βφ2, βφ3, βφ4} (2.5)

2.3.2 Invariant expansion of exciton Hamiltonian

In order to evaluate exciton state mixing, energy splitting and optical selection rules, it is nec-

essary to consider the binding Hamiltonian for IC presenting all possible local symmetries.

The exciton Hamiltonian used in this thesis are constructed from an invariant expansion,
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based on the fact that Hamiltonians must be invariant under time-reversal, and under all

symmetry operations of the underlying IC point group (i.e. it must belong to the Γ1 repre-

sentation). The former requirement insures energy conservation, and the latter arises from

the fact that the ICs and their binding potential share the same symmetry elements. More

details on this expansion can be found in Ref. [91, 120–122].

The exciton Hamiltonian considered is a 8 × 8 matrix (in order to fit the exciton basis

presented above) that takes into account three interactions:

• He : the electron Hamiltonian;

• Hh : the hole Hamiltonian;

• He−h : the exchange interaction between the electron and the hole.

In the following I present a brief overview of these different contributions.

Electron Hamiltonian

The electron states considered are the conduction band states α and β; hence they form a

two-dimensional subspace, and the electron Hamiltonian (He) is a 2 × 2 matrix. In order to

adjust its dimension to the 8-dimensional exciton Hamiltonian, He is casted in the required

form using a Kronecker product with a four-dimensional identity matrix representing the

hole subspace:

H(8×8)
e = He ⊗ 1

(4×4) (2.6)

Since the identity matrix and the Pauli matrices (þσi = (σx, σy, σz)) form a complete basis

for 2 × 2 matrices, He can be constructed from a linear combination of these 4 matrices.

However, Pauli matrices are not invariant under time-reversal, thus the only contributing

term of the electron Hamiltonian is the unitary matrix:

He = Ee1
(2×2, (2.7)

where Ee corresponds to the confinement energy of electrons. This Hamiltonian will be

identical for all ICs symmetries, because it is the only 2 × 2 matrix that is invariant under

time-reversal and spatial transformations.

Under a magnetic field þB, the electron Hamiltonian can however be further expanded, because

the components of the magnetic field (Bx, By, Bz) transform identically to the Pauli matrices
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under spatial and temporal transformations. This similarity arises from the fact that the

Biot-Savart equation describing magnetic fields ( þB ∝ þr × þj, where þj stands for the density

of electric current) is isomorphic to the cross-product describing angular momentum (þl =

þr × þp). Products of Pauli matrix and corresponding coordinates of the magnetic field (σiBi,

i = x, y, z) are therefore invariant under both time-reversal and spatial transformations, and

the electron Hamiltonian under a magnetic field becomes:

He = Ee1 +
∑

i=x,y,z

g
(e)
i σiBi, (2.8)

where g(e)
x,y,z are the anisotropic electron g-factors. The local symmetry of ICs can impose

restrictions on the electron g-factors: for example, x, y and z directions belong to the same

symmetry representation of the Td point group (which corresponds to the symmetry of single

N ICs in GaP, see Appendice A), imposing g(e)
x = g(e)

y = g(e)
z ; for dyads presenting a C2v

symmetry (e.g. NN1 in GaP and GaAs), on the other hand, x, y and z are not equivalent

(see Appendice B), leading to g(e)
x Ó= g(e)

y Ó= g(e)
z in general.

Since σz is diagonal with different sign for both elements, a magnetic field oriented along

the quantization axis (Faraday configuration) lifts the degeneracy between the electron spin

states α and β: this is the well-known Zeeman interaction. A magnetic field perpendicular

to the quantization axis (Voigt configuration) both lifts the degeneracy and mixes electron

spin states, due to the off-diagonal elements of matrices σx,y.

It is finally possible to consider the second-order diamagnetic shift proportional to B2
x,y,z

which are also invariant under spatial and temporal transformations. The final Hamiltonian

is therefore:

He = Ee1 +
∑

i=x,y,z

(

g
(e)
i σiBi + δiB

2
i 1

)

, (2.9)

where δx,y,z are the diamagnetic shift parameters. Similarly as for g-factors, the local sym-

metry can impose restrictions on these parameters.

Hole Hamiltonian

The hole Hamiltonian can be determined similarly, although a basis of 16 linearly independent

4 × 4 matrices needs to be considered; this basis is formed from linear combinations of J

matrices and their product. The dimension of Hh is further adjusted using a Kronecker

product with a two-dimensional identity matrix representing the electron subspace. For the
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symmetries that will be considered in this thesis, only even powers of J-matrices transform

as Γ1, and the only contributing terms are:

Hh = Eh1
(4×4 +

∑

i=x,y,z

viJ
2
i . (2.10)

Eventually the Eh term can be absorbed in the Ee parameter of the electron Hamiltonian,

which corresponds to fixing the maximum of the valence band to E = 0.

This Hamiltonian takes into account the crystal-field perturbation created by the presence

of the IC in the crystal (the hole Hamiltonian is usually referred to as the crystal-field

Hamiltonian Hcf ). vi parameters are referred to as the crystal-field parameters, and describe

the distortion of the lattice induced by the IC: positive values indicates a perturbation that

generates a tension in the crystal, while negative values indicate a compression [123]. This

Hamiltonian also takes into account the confinement effects experienced by LH and HH,

because these effects are isomorphic to the diagonal part of Hcf .

Again, for defects presenting a tetrahedral symmetry (Td), x, y, and z are equivalent, and the

crystal-field coefficients (vi) are all equal; for dyads presenting a C2v symmetry, all coefficients

are considered independently.

Similarly to the electron Hamiltonian, an external magnetic field adds terms corresponding

to the Zeeman interaction (proportional to B) and to the diamagnetic shift (proportional to

B2):

Hh = Eh +
∑

i=x,y,z

(

viJ
2
i + g

(h)
i JiBi + δ

(h)
i B2

i 1

)

. (2.11)

Exchange interaction Hamiltonian

The combination of electron and hole Coulomb interaction with the Pauli exclusion principle

gives rise to the exchange interaction, which couples electron and hole spins. Its Hamiltonian

is obtained through the expansion of terms involving invariant products between angular

momentum operators of electrons and holes, i.e. Pauli and J matrices. This leads directly

to a 8 × 8 matrix that does not need to be size-adjusted:

Hex = 1e ⊗ 1h +
∑

i=x,y,z

aiσiJi +
∑

i=x,y,z

bi(σiJ
3
i ). (2.12)

The 1e ⊗1h term is usually absorbed with Ee and Eh. The contribution of the last terms (bi)
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is usually negligible in comparison to ai terms due to higher powers of the angular momentum

operator (J3) involved, and will be neglected hereafter.

Again, the local symmetry of the ICs influences the relations between the different exchange

coefficients similarly as for g-factors and crystal-field coefficients. The values of the ai pa-

rameters describes the strength of the exchange interaction along the corresponding axis, and

are thus related to the overlapping of the electron and hole wave-functions along these axes:

larger coefficients indicate more important overlap [91].

The influence of the magnetic field in the expansion of the exchange Hamiltonian is considered

to be of second order and is neglected [120].

Exciton Hamiltonian

The total exciton Hamiltonian is formed from these three contributions, and therefore takes

into account 6 free parameters at B = 0 T (ignoring the uniform energy shift induced by the

unitary terms): ax,y,z and vx,y,z. The parameters can be adjusted until the energy eigenvalues

agree with the observed fine structure splitting; subsequently, the eigenvectors reveal the

strength of exciton mixing for every state and allow calculation of the optical selection rules.

Although the exciton basis defined in Eq. 2.5 is very intuitive, it is usually more convenient

to define bases adapted to the symmetry of the underlying IC, i.e. where the exciton states

belong to single representations of the IC point group. Table 2.3 presents such symmetry-

adapted bases for IC with a tetrahedral symmetry Td (e.g. single N in GaP) and C2v symmetry

(e.g. NN1 in GaP and GaAs); these are the two most important IC symmetries in this thesis.

Table 2.3 Symmetry-adapted exciton bases ψ1−8 for Td and C2v point group. In C2v, ψ1−4

correspond to heavy-hole excitons, and ψ5−8 to light-hole excitons.

Td C2v

Rep. Wave-function Rep. Wave-function

Γ3
ψ1 = 1√

2
(αeφ4 − βeφ1) Γ1 ψ1 = 1√

2
(−βeφ4 + αeφ1)

ψ2 = 1√
2
(αeφ2 − βeφ3) Γ2 ψ2 = 1√

2
(βeφ1 + αeφ4)

Γ4

ψ3 = 1√
8
(αeφ1 +

√
3(αeφ3 − βeφ2) − βeφ4 Γ3 ψ3 = i√

2
(βeφ4 + αeφ1)

ψ4 = −i√
8
(αeφ1 −

√
3(αeφ3 + βeφ2) + βeφ4 Γ4 ψ4 = i√

2
(−βeφ1 + αeφ4)

ψ5 = 1√
2
(αeφ4 + βeφ1) Γ1 ψ5 = 1√

2
(−βeφ2 + αeφ3)

Γ5

ψ6 = 1√
8
(αeφ3 −

√
3(αeφ1 + βeφ4) − βeφ2 Γ2 ψ6 = 1√

2
(βeφ3 + αeφ2)

ψ7 = i√
8
(αeφ3 −

√
3(αeφ1 − βeφ4) − βeφ2 Γ3 ψ7 = i√

2
(βeφ2 + αeφ3)

ψ8 = 1√
2
(αeφ2 + βeφ3) Γ4 ψ8 = i√

2
(−βeφ3 + αeφ2)
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The hermicity of the exciton Hamiltonian (HX) imposes that its matrix elements H
(ij)
X =

〈ψΓi
| HX |ψΓi

〉 be scalar and thus belong to the Γ1 representation. Exciton state mixing

is therefore allowed only between states that belong to the same symmetry representation

Γi = Γj. For example, state mixing for exciton bound to ICs presenting a C2v symmetry, is

only observed between heavy-hole excitons (ψ1−4) and light-hole excitons (ψ5−8) that belong

to the same representation: ψ1 ↔ ψ5, ψ2 ↔ ψ6, ψ3 ↔ ψ7 or ψ4 ↔ ψ8. Determining the

strength of this mixing requires however a complete examination of the Hamiltonian.

2.3.3 Optical selection rules

In order to compare the Hamiltonian eigenvalues with the observed fine structure splittings, it

is necessary to evaluate the optical activity of every state, as the experimental technique used

in this thesis rely on PL measurements. In first approximation, the coupling Hamiltonian

between exciton states and the vacuum state |0〉 (where the exciton has been annihilated and

a photon created) is the electric dipole operator d̂ = −er̂, with matrix elements 〈Ψi| − er̂ |0〉.

In the following, I evaluate the optical selection rules associated to excitons bound to IC of

Td and C2v symmetry.

ICs symmetry and exciton fine structure

Typically ICs presenting lower symmetries exhibit more complex exciton fine structures, and

lifting of degeneracies can be determined by diagonalizing the exciton Hamiltonian. Fig.

2.9 presents the evolution of the exciton fine structure as the symmetry of the underlying

potential is lowered from vacuum (complete rotational group O(3)), to Td (symmetry of a

single substitutional impurity inside a zinc-blende lattice), and to C2v (symmetry associated,

among others, to NN1).

1- O(3) symmetry: exciton in vacuum

An exciton in vacuum is invariant under every symmetry operations of a sphere, forming the

O(3) group; the rotational symmetry thus insures that angular momentum of the exciton J

is a good quantum number. Under this symmetry, ax = ay = az and vx = vy = vz = 0 (due

to the absence of crystal-field), and only the degeneracy between the J = 1 triplet and J = 2

quintuplet is lifted. Due to the conservation of angular momentum, only J = 1 states are

optically active (see Fig. 2.10).

2- Td symmetry: single N in GaP

Single substitutional impurities (such as single N ICs in GaP) share the point group symmetry
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Figure 2.9 Schematic diagrams of excitons energy levels under different symmetries: O(3) is
the symmetry of vacuum, Td corresponds to a substitutional impurity inside a zinc-blende
lattice, and C2v is the local symmetry of NN1 in GaAs and GaP. Red (black) levels correspond
to optically active (dark) excitons.

of their host which, in the case of GaP, GaAs and Znse, corresponds to the tetrahedral

symmetry (Td). A Td crystal-field breaks the rotational symmetry; consequently angular

momentum (J) is no longer a good quantum number, as J = 1 and J = 2 excitons are

mixed. The excitonic states are thus formed from admixtures of basis states ψ1−8 (presented

in table 2.3) that belong to the symmetry representation Γ3, Γ4 or Γ5.

The isotropic crystal-field (vx = vy = vz Ó= 0) lifts the degeneracy of the J = 2 quintu-

plet to form a Γ5 triplet and a Γ3 doublet, both of these sub-levels are not coupled to the

electromagnetic field, as 〈Γ3,5|þr |0〉 = 0. The fine structure is completed by a bright Γ4

triplet.

The fine structure observed for excitons bound to single N ICs in GaP is presented in Fig.

2.10 (a), and agrees with this picture. The previously identified A-line is the most intense

transitions, and arises from the radiative recombination of Γ4 excitons. In general however, Γ5

and Γ3 excitons can also be observed in luminescence experiments at very low temperatures

(T ∼ 1.6 K), although with much weaker intensity, either because local perturbations (e.g.

electric fields or vibrations) lower the symmetry of the system or because the second order

quadrupole operator opens weaker radiative channels [96]. The observation of only one

weak transition is attributed to an energy splitting too small to spectrally resolve Γ3 and Γ5
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Figure 2.10 The photoluminescence of isolated N (a) and Bi (b) ICs in GaP presents one
strong optical transition labeled the A-line (red), associated to the dipole-allowed radiative
decay of a Γ4 exciton, and two weak transitions labeled B-lines (black) associated to the
dipole-forbidden radiative decay of Γ3 and Γ5 excitons (only obsever at very low temperature,
T ∼ 1.6 K) [124]. For N impurities, the two B-lines are not spectrally resolved. [96]

transitions [124].

All three transitions can however be observed in a similar but less studied IC system formed

from single substitutional Bi impurities in GaP, which confirms the expected selection rules.

The exciton fine structure, presented in Fig. 2.10 (b), clearly exhibits one bright transition

corresponding to the Γ4 triplet, and two weak transitions corresponding to the Γ5 triplet and

the Γ3 doublets [124].

3- C2v symmetry: NN1 in GaP and GaAs

In lower symmetries, the fine structure of the emission presents a more complex polarization

dependence, because the components of the electric dipole operator (x, y, z) do not neces-

sarily belong to the same symmetry representation. It is therefore necessary to evaluate all

components of the electric dipole operator separately, with the x, y, z axes defined in Fig.

2.11: x is oriented along the dyad, z along the C2 axis, and y is perpendicular to both x and

y.
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Figure 2.11 Axes of a dyad in nearest-neighbor configuration presenting a C2v symmetry.

The x, y, z components of the dipole operator, for exciton states forming the C2v-adapted

basis (ψ1−8), are presented in the third column of Table 2.4. We observe that 5 out of the 8

symmetry-adapted exciton states are optically active, while the three others have a vanishing

electric dipole moment. Interestingly, the symmetry of ψ1 (Γ1) is compatible with the electric

dipole operator, but the calculation of its coupling to the vacuum state nonetheless leads to

a vanishing oscillator strength.

Table 2.4 oscillator strength of the different exciton states forming the C2v symmetry-adapted
basis

Representation Wave-function 〈ψi| r̂ |0〉
Γ1 ψ1 = 1√

2
(−βeφ4 + αeφ1) (0, 0, 0)

Heavy-holeΓ2 ψ2 = 1√
2
(βeφ1 + αeφ4) ( 1√

2
, 0, 0)

Γ3 ψ3 = i√
2
(βeφ4 + αeφ1) (0, 0, 0)

Γ4 ψ4 = i√
2
(−βeφ1 + αeφ4) (0, 1√

2
, 0)

Γ1 ψ5 = 1√
2
(−βeφ2 + αeφ3) (0, 0, 2√

3
)

Light-holeΓ2 ψ6 = 1√
2
(βeφ3 + αeφ2) ( −1√

6
, 0, 0)

Γ3 ψ7 = i√
2
(βeφ2 + αeφ3) (0, 0, 0)

Γ4 ψ8 = i√
2
(−βeφ3 + αeφ2) (0, 1√

6
, 0)

Since the exciton Hamiltonian mixes states belonging to identical symmetry representations,

the exciton fine structure of C2v dyads consists of 3 pairs of optically active exciton states
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presenting emission polarized along the dyad symmetry axes x, y and z, and 2 two dark

states, as depicted in Fig. 2.12. These states are labeled respectively X1,2, Y1,2, Z1,2 and

D1,2, where the letter refers to the axes of polarization or to dark states. In systems where

the strength of the exchange interaction is comparable to that of the crystal field such as

N in GaAs, exciton mixing is relatively low, and exciton states can be referred to as mostly

HH-states (subscript 1) or as mostly LH-states (subscript 2).

Fig. 2.12 (a) and (b) present a polarization map of the PL intensity for an exciton bound

to two different NN3 dyads in GaAs. The observation of orthogonally polarized transitions

(either along 0°−90° or 45°−135°) is particular to the C2v symmetry; the 45° offset between

the two sets of polarizations is due to the different orientations of the two dyads. The

orientation of each dyad is schematically depicted at the top of the figure: panel (a) presents

a dyad oriented along [1 1 0] that lies inside the plane of the sample (in-plane dyad), while

panel (b) presents a dyad oriented along [1 0 1] (out-of-plane dyad).

Although the perpendicularly polarized transitions identify a C2v symmetry, the six dipole-

allowed transitions (X1,2, Y1,2 and Z1,2) are not all observed for both dyads. For in-plane

dyads, the z-axis is oriented along the optical axis of detection, thus preventing the observa-

tion of Z1,2. For out-of-plane dyads (Fig. 2.12 (b)), on the other hand, the 6 dipole-allowed

transitions are experimentally accessible, because none of their symmetry axes are colin-

ear with the detection optical axis [90]. The lower-energy z-polarized transition is however

usually not observed, because exciton state mixing is too weak to provide a non-negligible

oscillator strength for Z1.

2.4 Fine structure of positive trions bound to ICs

Although the observation of negative trions and bi-excitons bound to N dyads in GaAs

[43, 108] and of bi-excitons bound to Te dyads in ZnSe [108] has been reported , the only

excitonic complexes studied in this thesis are positive trions bound to Te dyads in ZnSe:

the last article presented in this thesis demonstrates the initialization of a hole spin qubit

through the radiative decay of such a positive trion. The following treatment is therefore

dedicated to determining the optical selection rules of this excitonic complex, as well as the

composition of its wave-function.

2.4.1 Trions wave-functions

Trions are sometimes referred to as charged excitons, because they are formed from adding a

supplementary charge to an exciton leading to either a negatively charged exciton (2 electrons
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Figure 2.12 NN1 dyads in GaAs present a C2v symmetry exhibit up to 6 linearly polarized
transitions, oriented along 0° − 90° for in-plane dyads (a), and along 45° − 135° for out-of-
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Z1,2, and out-of-plane dyads only present 5 optical transitions due to the vanishing electric
dipole moment of Z1. [90, 125]
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and 1 hole) or a positively charged exciton (2 holes and 1 electron). In both cases, the charges

of same sign form a spin-free singlet state, thus the wave-function of a positive trion (|X+〉)
can be written as:

|X+〉 = |S〉h |χ〉e , (2.13)

where |S〉h corresponds to a hole singlet state, and |χ〉e to an electron spin state.

As mentioned in the previous section, ZnSe samples used in this thesis (and in previous works

on single Te dyads [87, 117]) were grown on a GaAs substrate, and the biaxial strain induced

by the lattice mismatch shifts heavy-hole states (φ1,4) 12.7 meV below light-holes (φ2,3).

Consequently, only PL from heavy-hole states is observed as light-hole excitonic complexes

thermalize rapidly within their radiative lifetime. Furthermore, the only Te dyad symmetry

that has been identified in ZnSe is the C2v symmetry [91, 108, 117], and under this symmetry

heavy-hole state mixing is forbidden by the symmetry (according to the hole Hamiltonian

presented in Eq. 2.10). Positive trion states can therefore be explicitly written as:

|X+〉 =
1√
2

(

φ
(1)
1 φ

(2)
4 − φ

(1)
4 φ

(2)
1

)

|χ〉e . (2.14)

Here, φ1,4 are heavy-hole states as defined in Eq. 2.4. The trion state is therefore solely

determine by the electron spin state |χ〉e which forms a twofold non-degenerate space {α, β}
at B = 0 T .

Contrary to excitons, the final state associated to the radiative decay of a positive trion is

not |0〉, but a bound hole state. Since the hole state space is limited to heavy-hole states

whose mixing is forbidden by the C2v symmetry, these final states form a twofold degenerate

space {φ1, φ4} at B = 0 T .

Optical selection rules

The radiative decay decay between degenerate trion and hole states gives rise to a single

transition, and inspection of the angular momenta of these initial and final states allows to

determine the degree of polarization of the photons generated. The angular momentum of

the initial states corresponds to the spin of the electron S = ±1/2, and that of the final

state correspond to the angular momentum of the hole J = ±3/2. Conservation of angular

momentum therefore implies that radiative decay of trions with spin up (down) leaves a hole

in a spin-up (-down) state, and generates a photon polarized circular left (right), as depicted

in Fig. 2.13, schematically in panel (a) and experimentally in panel (c). The transitions from
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a spin-up (-down) trion to a spin-down (-up) hole are forbidden due to the impossibility to

produce J = 2 photons.
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Figure 2.13 Conservation of angular momentum implies that only transitions between spin-
up (-down) trions and spin-up (-down) hole states. These optical transitions are respectively
polarized circularly left (σ−) and right (σ+). Transitions between spin-up (-down) trions and
spin-down (-up) hole states are forbidden in the absence of hole state mixing.

According to the electron and hole Hamiltonians defined in the previous section, the degenera-

cies between trions and bound holes are lifted under a magnetic field in Faraday configuration.

Since g(e) Ó= g(h) in general, there is a net Zeeman splitting between the σ+ (circular right)

and σ− allowing to spectrally resolve them (see Fig. 2.13 (b) and (d)).

2.4.2 Determination of the charge of the trion

The last article of this demonstrates the initialization of a hole spin qubit bound to a Te dyad

using a scheme based on the positive trion optical selection rules. Determining the sign of

the supplementary charge of the trion is therefore crucial, and two arguments were proposed

in the literature to justify the positive sign [87].

Firstly, all excitonic complexes bound to Te dyads exhibit a diamagnetic shift of ∼ 1µeV/T2

[87], which allows to assign a positive charge to bound trions. Indeed the diamagnetic shift of
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a charge in a semiconductor depends on the extension of its wave-function: localized carriers

exhibit a smaller diamagnetic shift than free carriers [126]. The diamagnetic shift associated

to the radiative decay of trions corresponds to the difference between those of the trions and

of the residual charge. If the trion were negative, the final state would be a free electron,

and the variation of the wave-function extension between the initial and final states would

be much greater than for the radiative decay of the exciton. However, since the diamagnetic

shift of the trion is comparable to that of the exciton, I can conclude that the residual charge

is strongly localized, and therefore needs to be a hole.

Secondly, the emission of the trion is usually observed at higher energy than that of the

exciton (see for example Fig. 2.8 (a)), indicating that trions binding energy is lower than

exciton. If trion states were negatively charged, the interaction between the supplementary

charge and the exciton would lead to a stronger binding energy than for neutral excitons,

because the interaction between the added electron and the strongly localized hole would be

superior to electrons repulsion. It is therefore permitted to conclude that the added charge

is a hole.
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CHAPTER 3 SCIENTIFIC APPROACH AND MOTIVATIONS

The general objective underlying the three articles presented in this thesis is to evaluate

the potential of different IC systems for hosting optically addressable qubits. The first two

article evaluates the potential of N dyads in GaP (article 1) and GaAs (article 2) for binding

exciton qubits, and the last article evaluate the potential of Te dyads in ZnSe for binding

spin qubits (hole-spin). In the following, I present a brief overview of the scientific approach

and motivations underlying the work realized in each of these articles.

3.1 Article 1 and 2: Dynamics of excitons bound to ICs

As presented in the introduction, exciton qubits are the most elementary implementation of

optically addressable qubits in semiconductor nanostuctures; they were thus the first type of

qubits to be studied in quantum dots (QDs) [57] as well as in ICs systems [74]. However,

these exciton qubits are strongly affected by several mechanisms including charge capture,

inter-level transfers, and radiative and non-radiative recombination. Extensive studies of the

dynamics of excitons confined in QDs were therefore realized over the last years in order

to understand the nature and importance of these different mechanisms, as well as their

dependence on the semiconductor host material and other parameters such as temperature

and magnetic field (see Ref. [127] and references within). A clear understanding of these

mechanisms is crucial to optimize (1) coherence time (strongly dependent on thermally acti-

vated exciton inter-level transfers and non-radiative recombination) and (2) interaction with

optical fields (depending on charge capture and spontaneous emission rate).

Although the mechanisms involved in exciton dynamics are expected to be similar for ICs

and QDs, fundamental differences between these two systems (e.g. light- and heavy-hole

near degeneracy, extension of wave-functions and binding potential) call for a reexamination.

A clear understanding of these mechanisms was lacking for most ICs as previous studies

were mostly limited to N dyads in GaP, and presented only qualitative or phenomenological

descriptions of exciton dynamics [84, 101, 128–132].

The first two articles present a complete modeling of exciton recombination in order to

identify and evaluate the importance of the different mechanisms involved in the dynamics

of excitons bound to ICs. In the following I present the motivations underlying the choice

of ICs systems, as well as an overview of the experimental and theoretical method used in

these works.
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3.1.1 Motivations underlying the choice of ICs systems

N dyads in GaP - Article 1

As presented in the previous chapter, N ICs in GaP present a wide variety of atomic config-

urations (number of atoms, local symmetry, inter-atomic separation...). This configuration

complexity allows for an extensive examination of the role played by the ICs local symmetry

and binding potential (ranging from ∼ 140 meV for NN1 to ∼ 10 meV for N) on the dynamics

of excitons.

Previous works on excitons bound to N dyads in GaP have revealed that the mechanisms

involved in exciton capture and non-radiative recombination can be strongly affected by

the dyad binding potential. Indeed, it has been argued that the deepest ICs (NN1−3) bind

excitons through the above-mentioned sequential HTL model, but that shallowest centers (i ≥
6) could preferentially bind excitons through the capture of free excitons or from the tunneling

of excitons bound to single N [84, 132]. It is however still unclear what is the importance

of each of these mechanisms, particularly for dyads presenting intermediate binding energies

(NN4−5). Similarly, it was argued that, depending on the exciton binding energy, exciton

non-radiative recombination arises either from the escape of the hole (for NN1−3) or of the

whole exciton (for i ≥ 6), leading to a free exciton state or to an uncorrelated electron-hole

pair [84, 131]

Furthermore, since the symmetry of the dyad modifies the exciton fine structure splitting and

state mixing, it is expected to influence as well the nature and strength of the different inter-

levels transfer mechanisms. Although the presence of these mechanisms have been identified

in previous works [78, 84], they have not been studied extensively yet, making it challenging

to evaluate their influence on the optical properties of N dyads.

3.1.2 N dyads in GaAs - Article 2

The most important motivation for studying N dyads in GaAs resides in their enhanced

coupling to optical fields in comparison to ICs in GaP. Although the localization of excitons

bound to N ICs in GaP increases their oscillator strength with respect to free excitons (as

presented in the previous chapter), it typically leads to PL decay times ranging in the tens of

nanoseconds (up to ∼ 100 ns) [101, 128–130], whereas PL from excitons bound to N dyads

in GaAs decays on a timescale of ∼ 1 ns or less [106]. In the context of optically addressable

qubits, this is a very important aspect as strong electric dipole moments allow for a more

efficient manipulation of exciton and spin quantum states.

Furthermore, the exciton dynamics in GaAs present a more complex behavior than in GaP,
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due to the facts that (1) the characteristic times of exciton radiative decay and inter-level

transfers are comparable; and (2) the magnitude of exchange interaction is similar to that of

the crystal-field, leading to a more important exciton state mixing. This enhanced complexity

has allowed to realize a more elaborated investigation of exciton dynamics where the different

mechanisms were not considered phenomenologically, but through direct calculation of the

corresponding Hamiltonian matrix elements (e.g. inter-level transfers were evaluated directly

through hyperfine interaction and LA-phonon coupling Hamiltonians, rather than through

generic free parameters).

3.1.3 Methods

In article 1 and 2, the method used for studying the exciton dynamics was based on a

comparison of time-resolved PL (TRPL) measurements with calculated intensities obtained

through balance of populations models, allowing to extract quantitative information on the

different mechanisms involved during exciton recombination. Hereafter, I present a brief

overview of the experimental and analytical methods used in these works.

Experimental setup

In both articles, TRPL measurements were realized with the experimental setup depicted in

Fig. 3.1. The excitation was provided by a Ti:sapphire laser with a repetition rate of 80 MHz

set between 780 and 840 nm. In the first article (related to GaP) the excitation frequency

was doubled using second harmonic generation inside a LBO crystal allowing to excite free

carriers in the GaP host, and the repetition rate was reduced to 8 MHz with a pulse picker

in order to match the longer PL decay rates.

The emission was analyzed using a spectrometer with a resolution of ∼ 50 µeV (allowing

to spectrally discriminate the different excitonic states forming the fine structure) and an

avalanche photodiode (APD) with a time resolution of ∼ 50 ps allowing to monitor the

temporal evolution of the PL intensity; CW PL measurements were realized with a CCD

camera. A motorized half-wave plate (HWP) and a polarizer (POL) were used to analyze

the polarization of the emission.

Measurements were realized using a confocal microscope with a spatial resolution of ∼ 0.8 µm

allowing to spatially resolve a restricted number of dyads (Article 1) and single dyads (Article

2), as depicted in the inset of Fig. 3.1. In Article 1, we estimated that the average number

pf dyads observed was less than ten considering the nominal sheet density of N (1011cm−2),

and the microscope resolution. The samples were held on three piezoelectric nano-positioners
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allowing independent motion along x-, y-, and z- axes, and placed in a He cryostat allowing

to reach temperatures down to 4 K.

Ti: sapphire

Pulse picker + SHG
(for GaP)

Sample

HWP

Spectro

Optical

fiber

CCD

APD

Sample

Cryostat He (T > 4 K)

Beam splitter

ICs Sample

POL
QWP

(for ZnSe)

Figure 3.1 Time-resolved PL setup used in article 1 and 2. The inset presents a close-up on
the sample.

Analytical model: balance of populations

Balance of population models use differential equations to describe the temporal evolution of

the occupation probability for every state forming a fine structure [133]. Following each laser

pulse, the exciton follows a random path between the different energy state of the fine struc-

ture (each path is not equivalent and its probability of occurrence depends on the strength

of inter-level transfers) until its radiative (or non-radiative) recombination. Averaging over

many repetition of the laser, we obtain occupation probabilities for all states that follow a

set of differential equations whose general form correspond to:

dni

dt
= −



Γ
(i)
rad + Γ(i)

nr +
∑

j Ó=i

Γ
(i→j)
tr



 ni + Γ(i)
capn0 +

∑

j Ó=i

Γ
(j→i)
tr nj (3.1)

dn0

dt
= −

∑

i

Γ(i)
capn0
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Here, ni corresponds to the population of the different excitonic states and n0 to the pop-

ulation of photo-generated free carriers. The parameters Γ
(i)
rad, Γ(i)

nr and Γ(i)
cap correspond,

respectively, to the rate of exciton radiative decay, non-radiative emission, and capture for

the state (i), and Γ
(i→j)
tr to the inter-level transfer rate, from state i to state j.

The instantaneous PL intensity from each exciton state (Ii(t)) was calculated as:

Ii(t) = Γ
(i)
radni. (3.2)

The Γ parameters were then adjusted in order to fit simultaneously the experimental TRPL

curves for all exciton states and all temperatures. This has allowed to extract quantitative

values for the different parameters associated to the mechanisms involved in the exciton

dynamics.

3.2 Article 3: Initialization of a hole-spin qubit bound to a Te dyad in ZnSe

Contrary to excitons, the coherence time of spin qubits is not limited by their radiative decay,

and they thus represent a more promising platform for building optically addressable qubits.

As presented in the introduction, considerable efforts have been devoted recently to using

hole-spins rather than electron spins, because their weaker interactions with nuclear spins

can lead to coherence times that are at least an order of magnitude longer [126, 134].

Te ICs in ZnSe are a natural system for hosting hole-spins as Te impurities act as hole

acceptors, and, as presented in Chapter 2, they can bind positive trions necessary to realize

the initialization, control, and read-out of hole-spin. The last article presented in this thesis

demonstrates the initialization of a hole-spin bound to a Te dyad in ZnSe which corresponds

to the first demonstration of hole-spin initialization in an impurity-based system, as previous

demonstrations were only realized in QDs.

In the following I present the theoretical arguments underlying the enhanced coherence time

of hole-spins in ZnSe, relatively to electron spins in III-V semiconductors, which was the most

important motivation driving this work, as well as a general description of the experimental

setup that was used.

3.2.1 Enhanced coherence times of hole spins in ZnSe

The most important source of spin decoherence for localized carriers, such as those bound

to IC systems, arises from their interaction with nuclear spins [135, 136]. Although the

dipole magnetic field created by a single nucleus is very small, the total contribution of
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all the atoms located below the wave-function of a bound charge can lead to an effective

magnetic field (called the Overhauser field) of several Tesla [137] (see Fig. 3.2 (b)). Even at

millikelvin temperatures, this Overhauser field fluctuates from its equilibrium value with an

amplitude proportional, in first approximation, to its standard deviation (∝ √
n for n nuclei).

This fluctuating magnetic field interacts with the spin moment of the carriers, leading to a

dephasing of spin state on a timescale of T2 ∼ 10 ns for electrons in InAs QDs [138]).

The magnetic interaction with nuclear spins is mitigated for hole-spins bound to Te dyads,

for two reasons: ZnSe exhibits a very low concentration of nuclear spins thus limiting the

Overhauser field fluctuations, and the magnetic interaction between nuclear spins and holes

is much weaker than with electrons.

Nuclear spins in ZnSe

The Overhauser field is strongly reduced in ZnSe, because most isotopes of Zn, Se and Te

have vanishing nuclear spins. In Tables 3.1, 3.2 and 3.3, I present the natural abundance of

the different isotopes of these three elements; more than 90 % of all isotopes are spin-free.

Eventually, it would be possible to isotopically purify Zn, Se and Te atoms, in order to build

spin-free materials.

Semiconductors with very low concentrations of nuclear spins are very appealing for hosting

spin qubits; the longest electron spin qubit coherence time observed right now is in isotopically

enriched Si28 where electrons bound to phosphorus donors exhibit T2 ∼ 1 s [139]. Silicon

however is an indirect band gap semiconductor and optical coupling is therefore strongly

quenched, making it less attractive in the context of optical interfaces in quantum networks.

ZnSe appears as a good compromise as it is one of the direct band gap semiconductors that

offers the lowest concentration of nuclear spins. In contrast, most-studied III-V direct band

gap semiconductors (GaAs and InAs) are formed from elements for which 100 % of the stable

isotopes present non-vanishing nuclear spins, preventing from isotopically purifying them.

Hole spin hyperfine interaction

The advantage of using hole-spins rather than electrons resides in their p-orbitals that weakly

interact with nuclear spins. The interaction between the magnetic moments of nuclei and

electrons (or holes) is described by the hyperfine interaction. Initially developed in the

context of atomic physics, hyperfine interaction corresponds to the interaction between the

magnetic moments of nuclei and electrons. The hyperfine interaction Hamiltonian [136] for

holes is identical to that for electrons, and can be separated in two terms (ignoring the



56

Electron (hole)

spin

Nuclear spins
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Figure 3.2 Spin noise is the result of the fluctuating nuclear magnetic moments under the
wave-function of the electron (or hole).

interaction between nuclear spins and orbital motion of holes), the Fermi contact (h(f)) and

the dipole-dipole (h(d)) interactions:

h(f) =
µ0

4π

8π

3
ghµB

∑

k

gkµk(S · Jk)δ(rk), (3.3)

h(d) =
µ0

4π
ghµB

∑

k

gkµk
3(nk · S)(nk · Ik) − S · Ik

r3
k

. (3.4)

Here, the summation is taken over the k atoms found underneath the hole wave-function, the

gh and gk are the hole and isotopic g-factors, J and Ik are the operators associated to the

hole pseudo-spin ( þJ = þL + þS) and to nuclear spins, rk = r − Rk is the hole position operator

defined relatively to the nuclear spin position (Rk), and nk = rk/rk.

The important difference here between these two contributions comes from the spatial de-

pendence: the Fermi contact contribution vanishes everywhere in space, except at the origin

of the nucleus (due to the delta function); and the dipole-dipole contribution decreases as

1/r3 in space.

Hole wave-functions are constructed from p-type orbitals that vanishes at the origin, contrary

to the s-type orbitals forming electron wave-functions (see Fig. 3.3). Therefore, only the

dipole-dipole interaction contributes to the hyperfine interaction between hole and nuclear

spins. It is very challenging to evaluate what are the relative weights of h(f) and h(d) to the

hyperfine interaction, but experimental works have estimated that the interaction between

hole and nuclear spins is at least an order of magnitude less than it is for electrons ([134, 140]).
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Table 3.1 Natural abundance of the principal isotopes of Zn

Element Zn

Isotopes 64Zn 66Zn 67Zn 68Zn 70Zn

Spin 0 0 5/2 0 0

Natural abundance 49.2 % 27.7 % 4.0 % 18.5 % 0.6 %

Table 3.2 Natural abundance of the principal isotopes of Se

Element Se

Isotopes 74Se 76Se 77Se 78Se 80Se 85Se

Spin 0 0 1/2 0 0 0

Abundance 0.9 % 9.4 % 7.6 % 23.8 % 49.6 % 8.7 %

Table 3.3 Natural abundance of the principal isotopes of Te

Element Te

Isotopes 122Te 123Te 124Te 125Te 126Te 128Te 130Te

Spin 0 1/2 0 1/2 0 0 0

Abundance 2.6 % 0.9 % 4.7 % 7.1 % 18.8 % 31.7 % 34.1 %

3.2.2 Experimental setup

The optical initialization of hole-spins was realized with an experimental setup very similar

to the TRPL setup depicted in Fig. 3.1. Second harmonic generation was used to double

the frequency of the Ti:sapphire in order to photo-generate free carriers in the ZnSe host

(typically λ ∼ 420 − 440 nm). Furthermore, a quarter-wave plate (QWP, see Fig. 3.1)

was used to provide a circularly polarized excitation, and to analyze the degree of circular

polarization of the PL.
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Figure 3.3 Amplitudes of s- and p-type wave-functions associated to hole and electrons,
respectively. Contrary to electron, hole wave-functions typically vanish at the position of the
nucleus, mitigating hyperfine interaction.
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CHAPTER 4 ARTICLE 1 - RECOMBINATION DYNAMICS OF

EXCITONS BOUND TO NITROGEN ISOELECTRONIC CENTERS IN

δ-DOPED GAP

Authors:

Philippe St-Jean, Gabriel Éthier-Majcher, Yoshiki Sakuma, and Sébastien Francoeur

This work was published in Physical Review B, volume 89, pp. 075308 (1-8), (2014)

4.1 abstract

Using time-resolved luminescence, we report on the recombination lifetime of excitons bound

to nitrogen isoelectronic centers (ICs) in delta-doped GaP. For all ICs considered (A-line and

NNi, with i = 1, 3, 4, 6), the recombination lifetime is identical for all transitions compos-

ing the fine structure, indicating a fast transfer between all eight excitonic states. From 5

to 60 K, the lifetime decreases by three orders of magnitude and is characterized by three

distinct regimes successively dominated by 1) transfers between thermally mixed bright and

dark states, 2) hole escape for i ≤ 4 or exciton escape for i ≥ 6 and the A-line, and 3) exciton

capture through hopping from single nitrogen centers to nitrogen dyads. Improving on pre-

vious population balance models to include both light- and heavy-hole states, we accurately

reproduce this temperature evolution of the lifetime and quantify the radiative lifetime of all

transitions, the energy position of dark states, and the exciton capture time.

4.2 Introduction

Over the last decade, considerable interest has been devoted to the implementation of single-

electron and single-exciton storing devices for classical and quantum information process-

ing. Storage has been achieved in various systems such as epitaxial quantum dots[141, 142],

nitrogen-vacancy centers in diamond[143, 144] and phosphorous donors in silicon[145, 146],

leading to impressive realizations such as atomic-size memories and single qubit initializa-

tion and manipulation. Further developing these systems beyond these first demonstrations

remains however a challenging task: electrostatically-defined quantum dots only operates at

extremely low temperatures, phosphorous donors in silicon cannot be addressed optically,

self-assembled quantum dots suffer from large inhomogeneous broadening, and NV centers

in diamond are difficult to integrate in semiconductor devices.
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Interestingly, the number of atomic impurities, such as dopants and color-centers, is truly

impressive and a number of them could be equally suitable or more advantageous that those

already actively investigated. If many impurity-host systems have already been extensively

studied, it was most often in a different context and with different objectives. It may therefore

prove advantageous to revisit some of them, determine if they can be addressed and probed

individually, and explore their respective advantages for their use as building blocks for the

implementation of quantum functionalities. Isoelectronic impurities in semiconductors are

interesting candidates as they may provide some of the required characteristics.

Isoelectronic centers (ICs) are isovalent impurities that can trap, through a disruption in

electronic charge density of the host semiconductor crystal, either an electron or hole de-

pending on the electronegativity of the impurity. Then, this primary charge, can trap an

itinerant charge of the opposite sign to form a bound exciton. The ability to optically resolve

a single IC has been demonstrated for nitrogen dyads in GaAs[104], AlAs[93] and GaP[92]

and for tellurium dyads in ZnSe[108, 117]. Many of their characteristics are reminiscent of

quantum dots, since they can bind excitons, biexcitons and charged excitons[87], they can

be addressed both optically and electrically, and there properties can be tuned by varying

the number of atoms composing the IC. However, in contrast to quantum dots, their atomic

dimension provide atomically sharp emission lines free of inhomogeneous broadening and

well-defined symmetries, both of which are highly desirable for most applications.

Extensively studied several decades ago for applications as light-emitting diodes, N isoelec-

tronic centers in GaP is probably is the most well understood isoelectronic impurities in

III-V semiconductors. It is also one of the most interesting impurity-host system, since a

large variety of IC configurations can be directly observed: the single-nitrogen IC, several

dyads with various interatomic separations[96], and other configurations involving three or

more isoelectronic impurities[98] all emit within the forbidden gap. However, a critical aspect

for the realization of single-charge storage and its exploitation for computation schemes is a

complete understanding of the exciton dynamics, which we address in this work.

We report a detailed study of the recombination dynamics of excitons bound to various nitro-

gen isoelectronic centers (ICs) in gallium phosphide. Using samples with very low nitrogen

concentrations, we measured the time dependence of the PL intensity of several configura-

tions (single-atom configuration and dyads with various interatomic distances) as a function

of temperature. By modeling our data with a numerical simulation of the excitonic pop-

ulations and inter-level transfers, we extract fundamental parameters such as the rate of

spontaneous emission, the bright and dark states splitting, the activation energy of non-

radiative channels and the capture time. Many parameters describing the exciton dynamics
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are quantified for the first time.

The article is organized as follows. First, we describe the nature of the samples and the effect

of the IC symmetry of the excitonic fine structure. Then, we present the temperature evolu-

tion of the recombination rate for all IC configurations studied and a three-level population

balance model allowing an insightful analysis of the experimental data. Finally, we discuss

the dynamical processes governing the exciton dynamics.

4.3 Samples and experimental setup

Nitrogen δ-doped layers, inserted between a 1 µm GaP buffer and a 200 nm GaP cap, were

grown by a low-pressure metal-organic chemical vapor deposition on undoped GaP(001) sub-

strates. The nitrogen density of several δ-doped layers was measured by secondary ion mass

spectroscopy. The δ-doped layer that we used had a sheet density of 1011 cm−2. Assuming a

random distribution, we estimate a dyad surface concentration of about 1 µm−2, which is only

slightly superior to that of our diffraction-limited confocal microscope system (∼ 2 µm−2).

Extensive details on the growth technique, characterization of the samples, and calculation of

the concentrations are presented in Ref. [92, 100]. In contrast to previous work on nitrogen

ICs in GaP[128–130], the measurement presented in this work were obtained on very small

ensemble of emitters, which will allow a much deeper analysis of the exciton dynamics.

Time-resolved photoluminescence (PL) measurements of exciton bounds to various nitrogen

isoelectronic centers were performed at temperatures ranging from 5 to 60 K. Excitation was

provided by a frequency doubled 1 ps mode-locked Ti:sapphire laser set at 840 nm. To access

relatively long lifetimes, the laser repetition rate was reduced to 8 MHz using a pulse picker.

The time-dependence of the PL signal was analyzed using a spectrometer with a spectral

resolution of 50 µeV and an avalanche photodiode with a time resolution of less than 50 ps.

A motorized λ/2 wave plate and a polarizer were used to analyze the polarization of the

emission.

4.4 IC configurations and excitonic fine structures

The nitrogen ICs studied in this work are shown in Figure 4.1. The A-line corresponds to

excitons bound to isolated nitrogen atoms and NNi refers to exciton bound to nitrogen dyads

of various interatomic separations and symmetries. This assignment follows the one proposed

in Ref. [96], where the lowest energy transition (NN1) is assigned to nearest-neighbor nitrogen

atoms on the anionic sublattice. At higher energies, we observe the third nearest-neighbour

dyad (NN3), the fourth (NN4), the sixth (NN6), and, finally, the single atom configuration
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at 2.316 eV. The fine-structure of each configuration is described in the following section.

We do not observe transitions associated to NN2 and NN5 in these δ-doped layers. We

attribute this to their particular configuration[98] and symmetry[96, 97], which remain to be

unambiguously determined from single emitter studies.

A-Line
+ 2 TO/LO

NN4
+ TO/LO A-Line

+ TO/LO

A-Line
In
te
n
s
it
y
(a
rb
.
u
n
it
s
)

Energy (eV)

NN1 NN3

NN4 NN6

2.18 2.20 2.22 2.24 2.26 2.28 2.30 2.32

Figure 4.1 Photoluminescence spectrum measured at 30 K. The sharp lines correspond to the
emission from ICs : single-atom configuration (A-Line) and dyads (NNi). Phonon replica of
the A-Line and NN4 are also observed.

The excitonic fine structure is determined by the electron-hole exchange interaction, which

splits bright J = 1 triplet states and dark J = 2 quintuplet states, and the crystal field in

the vicinity of the isoelectronic center which splits and mixes bright and dark states. The

observed fine-structure is uniquely determined by the symmetry of the center and can be

accurately modeled using an invariant expansion.[91] The symmetry of dyad configurations

was previously analyzed[97] and our polarization-resolved PL measurements are consistent

with these identifications. Because of the crystal field, the exciton total angular momentum

J does not provide a rigorous description of quantum states and symmetry-adapted repre-

sentations should be used[91]. However, since the exchange interaction dominates the crystal

field, we use the notation J = 1 or J = 2 to bring out the main component of these mixed

state. This will be helpful for the discussion of the relative oscillator strength and the lifetime

of various states.

The Td symmetry of the single nitrogen atom configuration in GaP does not lift the degen-

eracy of the J = 1 triplet states and only a single bright and unpolarized transition (A-line)

is observed. J = 2 states split into a doublet and a triplet and both states are not radia-

tively coupled to the ground state. However, at very low temperatures, previous works have

measured a single unresolved and unpolarized transition associated to these J = 2 states (B-

line). The presence of this transition is attributed to the spontaneous emission that becomes

faster than the thermally activated exciton transfer to higher energy bright states. It remains

unclear if this emission arises from a quadrupole transition or a local symmetry perturbation.
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Due to their lower symmetry, the fine structure of dyads is richer. For instance, NN1 is of

C2v symmetry and the degeneracy of all excitonic states is lifted, leading to a fine structure

composed of 8 individual states : one set of states (BX,Y,Z) leading to bright transitions, one

set (WX,Y,Z) leading to relatively weak transitions, and two unobservable dark states (D1,2).

All allowed transitions are linearly polarized and the subscripts X, Y , and Z represent

polarizations along [110], [11̄0], and [001], respectively. Since the nitrogen atoms are located

in (001) plane, C2v dyads can only be oriented along [110] and [11̄0], implying that only four

out of the six transitions can be observed: BX,Y and WX,Y .

Figure 4.2(a,b) shows the intensity of these four transitions as a function of energy and linear

polarization angle at 4 K. Two bright transitions are observed at high energy (BX,Y ) and

two weak transitions (WX,Y ) at lower energies. The intensity difference can be explained

by considering the dominant angular momentum component of these four states. The high

energy states BX,Y evolved directly from J = 1 states and therefore have a strong allowed

component. In contrast, WX,Y evolved from J = 2 states and have become allowed by the

mixing of some J = 1 component induced by the low-symmetry crystal field associated with

the dyad. The last two states, D1,2, do not mix and remain strictly forbidden. Their spectral

position is unknown, but the analysis of the PL dynamics will reveal that they are below

WX,Y and that their energy position depends on the interatomic separation of the dyad.

The relative intensity of B and W transitions depends on temperature. At 30 K, the PL

spectra of NN1 shown in Fig. 4.2(c,d) reveals that only Bx,y transitions can be observed.

The complete evolution of the intensity of BX,Y and WX,Y transitions with temperature is

presented in Fig. 4.2(e). Similarly to the case of the isolated nitrogen low-energy B-line, the

rapid quenching of the low energy transitions W with temperature can be explained by a fast

and effective exciton transfer, activated by temperature, to high-energy bright states. Above

30 K, the intensity of BX,Y decreases because of thermally activated non-radiative processes

that will be discussed in the next sections.

Similar results were obtained for all other dyad configurations: sets of bright and weak

transitions separated by about 1 meV were observed at low temperatures while at higher

temperatures only bright transitions remained.

As mentioned earlier, the nitrogen dyad surface density was slightly above the highest density

that could be optically resolved. Accordingly, no polarization contrast was expected from

measurements on small ensembles of nitrogen dyads. The large contrast observed for all

transitions associated to NN1 (shown in Fig. 4.2) and NN3 (not shown) likely results from the

non-equivalence between the [110] and [11̄0] directions in the surface dynamic during nitrogen

deposition. Similar effects have been reported for MBE-grown III-V and II-VI semiconductors
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[147] and for nearest-neighbour Te dyads in δ-doped ZnSe layers[117]. Interestingly, no

polarization contrast could be observed for NN4 and NN6, indicating that this effect depends

on the interatomic separation of dyads.

4.5 Excitonic recombination regimes

We proceed with the description of the time-dependence of the photoluminescence. The

first important aspect is that all transitions composing the excitonic fine structure exhibited

exactly the same time dependence. For example, the dynamics of all four transitions shown

in Figure 4.2(a) for NN1 were independently measured and were found to be identical at every

temperature. This was also the case for all other dyads studied. This result indicates that

the transfer rate between these states is much faster that the radiative lifetimes associated to

each of these levels. This allows us to easily compare the recombination dynamics of various

nitrogen dyads using only one decay curve for every configuration. Furthermore, in contrast

with previous measurements made on samples with much higher nitrogen concentrations, the

lifetime did not exhibit any variation with excitation intensity.[128]

Figure 4.3 (a) shows the measured decay time of the luminescence from NN6 at 10, 28, and 60

K. To extract quantitative information, these intensity curves were modeled with the sum of

an exponential rise term and a bi-exponential decay (red curves). Three characteristics times

were thus obtained: the rise time τr, the short decay time τs, and the long decay time τl. The

rise time, representing the characteristic time of capture of the exciton, ranges between 400 ps

and 600 ps. This capture time is not affected by temperature and does not vary with the

dyad configuration. However, the time dependence of the intensity varies significantly with

temperature. At T = 10 K, a bi-exponential behavior is clearly observed with a short decay

time (τs) of 3.0 ns and a longer decay time (τl) of 176 ns. As temperature is increased to 28

K, two effects are easily noticed. First, the short decay component is overtaken by the long

decay component and a mono-exponential decay is observed. Second, the long decay time

quickly drops from 176 ns to 16.5 ns. At 60 K, τl is further reduced and reaches a maximal

value of 0.4 ns, which is very similar to the rise time.

The temperature evolution of the recombination rate attributed to the the longer decay

(Γl = 1/τl) is presented in panel (b) of Figure 4.3. As the temperature is raised from 5

to 60 K, three distinct regimes are clearly observed. In regime I, at lowest temperatures,

a bi-exponential decay is observed. Upon increasing the temperature, the importance of

τs quickly vanishes and τl dominates. As shown in Fig. 4.3, the emission rate Γl = τ−1
l

increases relatively slowly up to 25 K. This behavior is typical of a recombination dynamic

driven by thermally mixed allowed and forbidden states, as has been observed for CdSe
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quantum dots[133] and for Te ICs in ZnSe [117]. A theoretical model describing the origin of

both the slow and the fast components have been developped by Labeau et al[133]. However,

in contrast with these two systems, our system involves degenerate heavy- and light-hole

bands and twice the number of levels participate in the time dynamics. Furthermore, the

temperature evolution of the intensity of the different transitions forming the fine-structure

(Fig. 4.2 (e)) clearly shows that a transfer between B and W states can not be neglected

and that it has to be taken into account. Therefore, a more complete model is necessary to

properly described our data, which will be presented in the next section.

In regime II, the time decay of the luminescence is mono-exponential and, as a function of

temperature, Γl increases exponentially. This increase is associated to the thermal-activation

of competing recombination mechanisms. To explain the quenching of the luminescence

intensity with temperature[148], three mechanisms were suggested : 1) the escape of the

whole exciton, 2) the escape of the loosely bound hole, leaving a single bound electron, and

3) the complete unbinding of the exciton, resulting in a free electron and a free hole. The

analysis of the data with the model presented in the next section will allow extracting an

activation energy and determination of the dominant mechanism as a function of the dyad

interatomic separation.

Finally, in the third regime, a plateau is observe as Γl reaches a maximum value of 2.5 ns−1,

corresponding to a lifetime of 400 ps. This lower lifetime limit coincides with the rise time of

the luminescence of the A-line. This suggests that, in regime III, the recombination dynamics

of NN6 is dominated by the capture of excitons by single-atom ICs followed by their hopping

to the dyad. Hopping between nitrogen dyads has already been observed[149] and it has been

demonstrated that hopping from single nitrogen atoms is an important populating mechanism

of dyads[132, 150]. Although hopping in GaP:N is efficient for distance over at least 10 nm,

the very low dyad density of our samples makes inter-dyad hopping negligible. However, as

the nitrogen surface density is three orders of magnitude higher, hopping from single-atom

ICs is most likely.

4.6 Time dynamics model

A population balance model is developed to analyze and explain the time dynamics of the

photoluminescence intensity as a function of the temperature. To reduce complexity and

limit the number of parameters required, the proposed model groups into a single level all

excitonic states with similar characteristics, therefore requiring three independent excitonic

levels instead of eight. These levels and the population transfer processes considered are

shown in figure 4.4.
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Figure 4.4 Three-level model used for the analysis of the exciton dynamics. All transfer
processes considered (γ) are described in the text and E refers to energy difference between
the three excited levels.

The first level B is formed from the three bright states BX,Y,Z located at high energy, the

second level W is formed from the three weak states WX,Y,Z of intermediate oscillator strength

and located exactly EBW below B (this value is extracted from the PL spectra), and the third

level D is formed from the two dark states D1,2. The energy position of these dark states EBD

is not known and will be determined from the experimental decay curves. The two following

arguments are used to justify this simplification. The PL intensities of BX and BY (and that

of WX and WY ) evolve identically with temperature, indicating that excitonic populations

and oscillator strengths for these states are similar. Secondly, the energy splitting between

similar levels is small (∼ 100 µeV) relatively to kT in the experimental temperature range.

Therefore, all intra-levels transfers can be considered equivalent.

Populations in these three levels (nB, nW and nD) evolve with time according to the following

balance equations,
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dnB

dt
= −

(

γB
rad + γnr + γBW + γBD

)

nB

+ γW BnW + γDBnD + γcn0

dnW

dt
= −

(

γW
rad + γnr + γW B + γW D

)

nW (4.1)

+ γBW nB + γDW nD + γcn0

dnD

dt
= −

(

γD
rad + γnr + γDB + γDW

)

nD

+ γBDnB + γW DnW + γcn0

where n0 represents the population of photo-generated carrier and γc represents the rate at

which an IC captures an exciton. γB
rad, γW

rad and γD
rad are the rates of spontaneous emission

of the three levels. The rate of thermally activated non-radiative processes γnr is given by,

γnr(T ) = γ0
nr

(

1

exp (Enr/kBT ) − 1

)

(4.2)

where γ0
nr is a characteristic rate and Enr is the activation energy, which we will both assume

equal for all three levels. The transfer rate from low-energy level i to a high energy level j

through spin-flip processes is given by

γij(T ) = γ0

(

1

exp (Eij/kBT ) − 1

)

(4.3)

and the transfer rate for a high-energy level j to a low energy-level i is γji(T ) = γij(T ) + γ0.

γ0 is assumed constant for all levels and Eij is the energy separation between levels i and j.

Numerical solutions to this system of differential equations allows calculating the PL decay

curves as a function of temperature. The free parameters are γcapt, mainly dependent on the

rising edge of the PL, and γB,W,D
rad , γ0

nr, Enr, γ0, and the energy splitting between B and D,

EBD, mostly dependent on the decay of the PL.

For a given IC configuration, the values for these parameters were determined by simulta-

neously fitting all PL decay curves obtained between 5 and 60 K. Figure 4.3(a) compares

the experimental and the numerical PL decay curves for NN6 (yellow curves) for tempera-

tures located in each of the three regimes discussed earlier. As can be seen, a single set of

parameters reproduces all the important characteristics of the decay curves measured at 10,

28 and 60 K and for all other temperatures studied (not shown). The parameters extracted



70

for NN6 and all other IC configurations are presented in Table 4.1. Although the number

of extracted parameters may appear relatively large, their determination from a fit involving

about 10 individual PL decay curves spanning a wide temperature range allowed extracting

reliable values. Furthermore, the decay curve proved quite sensitive to each parameters and

no other meaningful sets of values could be found, indicating that this approach is robust

and accurate.

The long rate of emission, Γl, is extracted from calculated curves for each IC configurations

studied and presented as the continuous lines in Figure 4.5(b). As can be observed, the

temperature variation of the decay rate of NN6 first presented in Fig. 4.3(b) and that of

NN1, NN3 and NN4 are extremely well represented. This excellent agreement indicates that

the model proposed and its underlying assumptions capture all important aspects of the

carrier dynamics, which is discussed next, as function of the IC configuration.
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4.7 Discussion on the processes governing the dynamics

Table 4.1 reveals that similar values for spontaneous emission rates γrad were obtained for

all IC configurations and that no significant dependence on the interatomic separation can

be identified. The spontaneous lifetime is about 18 ns for B states, 0.90 µs for W states and

superior to 100 µs for D states. In agreement with previous PL intensity measurements [96],

B states have an oscillator strength about an order of magnitude stronger than W states.

As expected, the oscillator strength of D states is so small relatively to W and B states that

any values0 under 1 × 104 s−1 lead to satisfactory results.

Energy Enr is directly related to the mechanism responsible for the intensity reduction with

temperature and its value can be used to identify it. Table 4.1 shows that these activation

energies are more than one order of magnitude greater that the energy splitting between levels

forming the fine-structure. This confirms our earlier hypothesis that, in first approximation,

all the excitonic states of an IC are equally affected by the non-radiative process and that a

single parameter (γ0
nr) can be used for all excitonic levels.

For ICs with the lowest interatomic separations and highest binding energies (NN1,3,4), activa-

tion energies between 38 and 44 meV are obtained. In contrast, the value for NN6, 21 meV, is

significantly lower and is about half that of configurations with larger interatomic separation.

This difference in activation energy points to two distinct PL quenching mechanisms[84, 148].

For dyads of low interatomic separations, the binding energy of the localized electron is rela-

tively large and the activation energy measured is associated to the escape of the Coulomb-

bound hole[148], with the electron remaining bound to the dyad. For dyads of large inter-

atomic separations and single-atom centers, the activation energy Enr is close to the optical

binding energy, indicating that the whole exciton escapes.

Although the escape mechanism for NN1,3 has already been identified as hole escape, which is

consistent with our findings, no clear identification of the mechanisms associated to shallower

centers has been made yet. Ref. [148] and [84] have respectively identified hole escape and

exciton escape the mechanisms governing NN4, and both have tentatively suggested exciton

escape for NN6. Our results clearly indicate that the quenching of NN4 is dominated by

hole escape while that of NN6 is dominated by exciton escape. From NN1 to NN4, the hole

binding energy decreases by 6 meV, because, as the dyad interatomic separation increases, the

electron localization decreases and so does the strength of the Coulomb interaction between

the electron and the hole.

The bright and dark states splitting (Ebd) is 0.6 meV for single-nitrogen ICs. As mentioned

earlier, this exchange splitting is expected to be larger for dyads and should increase as the
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internuclear distance decreases, but it has never been measured before. The data of Table 4.1

reveals that this is indeed the case: the splitting increases from 1.2 meV for NN6 to 2.1 meV

for NN1. The exchange interaction is inversely proportional to the confinement volume[151].

and since the hole binding energy and potential do not vary significantly for NN1−4, the hole

wavefunction is not affected and the magnitude of the splitting can thus be related to the

extension of the electron wavefunction. With this analysis, the data clearly indicates that

the electron wavefunction are significantly more localized for dyads than for single atom ICs.

Finally, this localization increases significantly as the interatomic separation decreases.

As initially assumed from the similar lifetimes for all transitions composing the fine structure

of a given IC configuration, inter-level transfer rates dominate spontaneous emission rates.

For high (NN6 and A-line) and low (NN1,3,4) interatomic separation configurations, γ0 ex-

ceeds γB
rad by one and three orders of magnitude, respectively. This indicates that one or

more spin-flip mechanisms efficiently randomize excitonic states. These may include hyper-

fine interaction between the electron and nuclei[152], electron-hole exchange interaction[153],

deformation-potential interaction described by the Bir-Pikus Hamiltonian[154], spin-orbit

coupling[155], and electrical interaction with neighboring charges[156]. However, it has been

demonstrated that spin-flip mediated by phonon-assisted spin-orbit interaction is suppressed

in strongly confined quantum dots [157]. Also, transfer rates between dark and bright states

in quantum dots, due to the interplay of the exchange interaction and the Bir-Pikus Hamilto-

nian, were estimated to be very large (T > 150 ns)[154, 158], compared to the exciton lifetime.

Therefore, it is believed that hyperfine interaction or influence of neighboring charges likely

dominate the inter-level transfer of excitons in this system.

In the discussion of the decay rate of NN6 in regime III, we suggested that dyads are pop-

ulated through the fast hopping of excitons from single-nitrogen ICs since the decay rate of

NN6 plateaus at a value corresponding to the rise time of the A-line (see Fig.4.3(b)). The

calculated decay rates, presented in Fig. 4.5, clearly show this behavior for NN6. For dyads

with a larger binding energy, the activation energy of hopping from single-nitrogen ICs is

superior and higher temperatures would be necessary to unambiguously conclude that it is

the dominating capture mechanism of excitons.

4.8 Conclusion

In conclusion, we presented an extensive study of the recombination dynamics of excitons

bound to nitrogen isoelectronic centers in GaP formed by single-atom and two-atom isoelec-

tronic centers. For all ICs studied, the temperature dependence of the decay times clearly

exhibits three different regimes where the dynamics is dominated by : 1) thermally activated



75

transfer between the different excitonic states forming the fine structure at low temperatures,

2) thermally activated non-radiative channel of emission at intermediate temperatures, and

3) a fast hopping from the single-atom configuration to dyads at high temperatures. By

fitting the data with PL decay curves calculated with a balance of populations model we

were able to extract the fundamental parameters governing these three regimes : the time

of capture of excitons, the rate of spontaneous emission of all excitonic states forming the

fine structure, the dark and bright states splitting, the activation energies of non-radiative

processes. Most of these parameters were calculated for the first time and the precise values

of the activation energies of the non-radiative processes allowed a clarification of their nature

which is the escape of the hole for NN1,3,4 and the transfer to a free excitonic state for NN6

and the A-line.

These findings suggest that nitrogen ICs are interesting candidates for classical single-electron

memories of atomic dimensions. Since the hole binding energy is significantly less than that

of the electron for NN1,3,4, a relatively weak electric field could be applied to break the

exciton and expel the hole, leaving the electron in a long-lived metastable state until a hole

is brought back to induce excitonic emission. On the other hand, the fast spin-flip mechanisms

observed represent an obstacle for the realization of exciton qubits. However, as the nature of

these mechanisms is not yet understood, it remains to be determined if their effect could be

mitigated, as it has been demonstrated for example for the hyperfine interaction in quantum

dots [159]. Interestingly, inter-level transfers do not play a similar role for nitrogen ICs

in GaAs, indicating that different impurity-host combinations present remarkably different

sets of characteristics. Other IC systems of interest that would likely provide advantageous

coherence times include hole traps like Te dyads in ZnSe and electron-traps like Be dyads in

isotopically purified Si.
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5.1 Abstract

A detailed analysis of the dynamic of excitons bound to two nitrogen atoms forming an

isoelectronic center of C2v symmetry in GaAs is presented. The temperature dependence of

photoluminescence (PL) intensities under both continuous and pulsed excitations reveals 1)

overall decay rates significantly slower than that of spontaneous emission, 2) a decay rate

anisotropy between states of orthogonal symmetry representations, and 3) a complementary

behavior of relative intensities measured from states of identical symmetry representations.

A comprehensive model of the exciton fine structure and the exciton dynamics allows the

determination of the strength of the exchange and crystal-field interactions, the light- and

heavy-hole splitting and composition of exciton states, the exciton capture time, the rates

of spontaneous and non-radiative emission, and the rates of inter-level transfers induced by

interactions with nuclear spins and by longitudinal acoustic phonons. It is found that the

rate of electron spin-flips is comparable to that measured in quantum dots, but that the near

degeneracy of light- and heavy-holes results in an efficient transfer channel between light-and

heavy-holes states of identical symmetry representation.

5.2 Introduction

The ability to write, manipulate and read out quantum states is a fundamental requirement

for quantum information processing and, over the last decade, several promising optically-

addressed systems for qubits storage and operations have been identified and studied. Sem-

inal demonstrations were realized using electrostatic and epitaxial quantum dots[58, 160],

nitrogen-vacancy centers and other defects in diamond[143, 161], and phosphorous donors in

isotopically purified silicon[139, 146]. Each of these systems provides a unique set of advan-

tageous characteristics, but also faces a number of challenges, making the evaluation of their

long-term prospects for quantum information applications difficult. It is therefore not sur-

prising that the search for other material systems is ongoing. In fact, the choice is wide and
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remains largely unexplored. This is particularly true for bound states created by impurities or

other point defects in crystalline hosts[67, 71, 162, 163]. Recently, we have demonstrated that

charges trapped on isoelectronic centers (ICs) in semiconductors are promising candidates, as

they combine two fundamentally advantageous characteristics not commonly found together:

the optical homogeneity of atomic defects and the high dipole moment of semiconductor

quantum dots[74].

ICs are atomic defects built from one, two, or a small number of impurities forming an

isovalent center. Through a deformation of the lattice and a disruption of the electronic

charge density of the host material, this center can either trap an itinerant electron or hole,

depending on the nature of the impurities. This primary charge can then trap via Coulomb

interaction a secondary charge of opposite sign to form an exciton. These defects were first

studied several decades ago, but the ability to individually address and optically control them

has only been demonstrated recently[104]. Although a number of isoelectronic impurities

have been identified for many semiconductor materials, pairs of nitrogen atoms (dyads) in

GaAs[104], GaP[100] and AlAs [93], and of Te atoms in ZnSe[117] are the most studied

impurity/host systems to date. The physics of ICs is reminiscent of quantum dots, since

conduction and valence band states remain valid for describing bound electrons and holes

states. IC characteristics can be tuned by varying the composition (number or type of

impurities), configuration (interatomic separation and symmetry), and orientation within

the host lattice. They can be addressed both electrically or optically. Furthermore, ICs can

bind single charges, excitons, biexcitons and charged excitons[108], a technological advantage

observed for only very few atomic-size defects[164]. However, in contrast to other optically

controlled qubits, their intrinsically low inhomogeneous broadening, high photo-stability,

and high electric dipole moments may be strategically advantageous for scaling up quantum

information applications with minimal implementation complexity.

To determine their potential as building blocks for quantum information, it is critical to

establish a better understanding of IC characteristics (charge trapping mechanisms, exciton

fine structure, energy levels associated with various configurations,...) and of the behavior

of bound charges. In this work, we reveal several fundamental aspects related to exciton

states bound to N dyads in GaAs and their spin dynamics, from the exciton capture rate to

interlevel transfer rates. The scope of the experimental data and the depth of the present

analysis exceeds everything that has previously been done on Te dyads in ZnSe[117] and N

dyads in GaAs[106] and GaP[165]. Furthermore, in contrast with many previous work on

semiconductor nanostructures[133], this analysis rigorously take into account the reduced

symmetry of the system (C2v) and the considerable light- and heavy-hole mixing of exciton

states. It therefore allows for a richer and more complete understanding of the various
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mechanisms governing the exciton dynamics.

The paper is organized as follows. Section II briefly describes the sample structure and ex-

perimental methods used. Section III presents experimental results. It includes the exciton

fine structure and the temperature dependence of time-resolved PL curves and of PL inten-

sities. Section IV presents a comprehensive model used to simulate the exciton dynamics

and reproduce the experimental data of Section III. Section V demonstrates that this model

satisfactorily accounts for all experimental observations and presents an insightful discussion

on the important mechanisms governing the exciton dynamics. Finally, Section VI briefly

summarizes our findings.

5.3 Samples and methods

A single GaAs:N layer of 25 nm was grown between two 5 nm layers of undoped GaAs(001),

and inserted between two Al0.25Ga0.75As barriers. The concentration of the nitrogen doped

layer is such that the dyad surface density is 1 µm−2 allowing to spatially resolve single dyads

using a diffraction-limited confocal microscope with a resolution of 0.8 µm at 820 nm.

The known nitrogen dyad configurations that emit in the band gap of GaAs exhibit C2v

symmetry[104] and have been assigned to two substitutional nitrogen atoms positioned in

first and fourth nearest-neighbor sites on the anionic sublattice[86]. In this work, we present

emission characteristics of the nitrogen dyad emitting at 1.508 eV, which has been attributed

to the first nearest-anionic neighbor configuration, NN1.

Micro-photoluminescence measurements were performed on single dyads at temperatures

ranging from 5 to 12 K. Excitation was either provided by a 1 ps mode-locked Ti:sapphire

laser operating at 800 nm with a repetition rate of 80 MHz or a CW 780 nm laser. The

photoluminescence signal was analyzed using a spectrometer and an avalanche photodiode

providing a spectral resolution of 60 µeV and a temporal resolution of less than 100 ps.

A motorized λ/2 wave plate and a polarizer were used to analyze the polarization of the

emission.

5.4 Experimental results

5.4.1 Fine structure of the emission

Figure 5.1 (d) and 5.1 (e) show the photoluminescence intensity from a single nitrogen dyad

as a function of energy and linear polarization angle. The fine structure of the excitonic

emission arises from the combined effects of confinement, electron-hole exchange interaction,
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and crystal-field interaction. Although similar to what is usually observed from conven-

tional quantum dots, the quasi-degeneracy of heavy- and light-hole states results in a richer

fine structure involving twice the number of excitonic states. The specifics of the emission

fine structure and polarization can be used to unambiguously identify the symmetry of the

dyad[91], as was done for N in GaP[100] and GaAs[104], and for Te dyads in ZnSe[117]. The

four transitions presented in Fig. 5.1 clearly identify a dyad with a C2v symmetry.

Under C2v symmetry, the degeneracy between the eight excitonic states formed by the J = 2

quintuplet and the J = 1 triplet is completely lifted[91, 108]. Mixing of these states gives

rise to two dark states (D1,2) not coupled to the electromagnetic field and six bright states

exhibiting linearly polarized emission: two polarized along the dyad (X1,2), two polarized

perpendicular to the dyad and the C2 axis (Y1,2), and two polarized along the C2 axis (Z1,2).

Transitions in the spectra of Fig. 5.1 are labeled according to the orientation of their polar-

ization (X, Y , Z) and to their relative energy (1 and 2 for the low- and high-energy manifold,

respectively). The absence of Z1,2 transitions in the spectra shown in Fig. 5.1 (d) and 5.1 (e)

indicate that this particular center is formed from two nitrogen atoms located in the plane of

the sample and oriented along 〈110〉. Transition Z2 is only observed from out-of-plane dyads

for which a PL spectrum is presented in Fig. 5.1 (c) in order to complete the set of optical

transitions observed from this isoelectronic center configuration[90].

5.4.2 Luminescence decay time anisotropies

Time-resolved photoluminescence (TRPL) was performed on X1, X2, Y1, and Y2 at tem-

peratures of 5, 6.5, 8, 10 and 12 K. Above 12 K, the photoluminescence intensity abruptly

vanishes. Figure 5.2 presents a representative subset of the data used in this work to analyze

the exciton dynamics: Panel (a) shows the TRPL curves of the four allowed transitions at

8 K, and Panel (b) shows the TRPL curves of Y1 at all temperature studied. As can be seen

from the two panels, all curves are very well represented by a the sum of one rising and one

decaying mono-exponentials (red curves). It was also the case for the 12 other PL decay

curves.

The rise time of the photoluminescence varies between 250 ps and 500 ps and does not exhibit

a dependence on temperature or on the excitonic state involved, indicating that the exciton

or charge carrier capture process does not sensitively depend on these two aspects for the

temperature range studied. In contrast, the decay time of the luminescence significantly

depends on both. As indicated on Fig. 5.2 (a), at 8 K, the decay time of X1 and X2

are respectively 5.8 and 5.7 ns and those of Y1 and Y2 are respectively 4.3 and 4.6 ns.

Interestingly, decay times of states involving identical polarizations are quite similar, but
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Figure 5.1 (a) In-plane and out-of-plane configurations for dyads of C2v symmetry. (b) Cal-
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Figure 5.2 Time-resolved PL from the single nitrogen dyad presented in Fig. 5.1. Panel (a)
shows all four excitonic transitions at T = 8 K and (b) shows transition Y1 at all temperatures
studied. For both panels, the red curves show the sum of one rising and decaying mono-
exponentials that best fitted the data; decay times are indicated. Blue curves show the PL
intensities calculated from the model presented in Section 5.5. (c) Temperature evolution of
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(circles). Dashed (Xi) and solid (Yi) lines are added to guide the eye.
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they strongly differ for states involving orthogonal polarizations. This decay time anisotropy

is very well illustrated in Panel (c) of Fig. 5.2, as it is observed at all temperatures, although

most significantly at low temperatures.

In addition to this anisotropy, we note that the measured PL decay times are about 10 times

slower than the anticipated spontaneous emission lifetimes. Determined from resonantly

driven Rabi oscillations, dipole moments reveal radiative lifetimes on the order of 500 ps.[74]

5.4.3 Revealing symmetries in photoluminescence intensities

Relative luminescence intensities as a function of temperature exhibit surprisingly rich infor-

mation also pertaining to the exciton dynamics. Panel (a) of Fig. 5.3 presents the relative

intensity of the four transitions and Panel (b) shows the evolution of the total intensity.

Relative intensities show distinctive behaviors depending on both the transition energy and

polarization. Intensities of X1,2 are almost equal at 5 K, but the higher-energy X2 strongly

dominates the lower-energy X1 at higher temperatures. In contrast, transitions Y1,2 show

dissimilar intensities at 5 K, but their intensities converge at higher temperatures. At all

temperatures, the sum of the intensity of X1 and X2 and of Y1 and Y2 make up 50% of the

total intensity.

5.4.4 Quenching of the photoluminescence total intensity

Figure 5.3(b) shows an Arrhenius plot of the total intensity measured from the four allowed

transitions as a function of temperature. A rapid intensity drop of more than 3 orders

of magnitude is observed as temperature is raised from 5 to 12 K. It is due to thermally

activated non-radiative processes quenching the radiative emission. Finally, all experimental

results presented in this section are representative of those measured on other nitrogen dyads

emitting at 1.508 eV.

5.5 Exciton dynamics model

Identical decay times for similarly polarized transitions together with striking symmetries

in photoluminescence intensities suggests that efficient X1 ↔ X2 and Y1 ↔ Y2 transfers

occur before radiative emission. Furthermore, the X and Y decay time anisotropy along

with the fact that all decay times measured significantly exceed spontaneous emission life-

times suggest that recombination dynamics is also influenced by a second inter-level transfer

mechanism connecting bright and dark states together. Although valuables clues can be

directly extracted from the data, a comprehensive understanding of the exciton dynamics
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requires a quantitative model. In this section, we present the model used to analyze the time

and temperature dependence of the PL, extract information on the angular component of

exciton wave-functions, reproduce exciton transition energies and determine radiative and

non-radiative rates along with inter-level transfer rates.

Fig. 5.4 presents the structure of the model and the parameters (shown inside gray boxes)

required to numerically reproduce the experimental data (labeled in red). This model is

divided in three parts. Part I calculates exciton energies and wave-functions from an Hamil-

tonian that takes into account the exchange and the crystal field interactions, and light- and

heavy hole confinement effects. A rigorous treatment of C2v symmetry requires six parame-

ters. Part II uses these wave-functions to calculate transfer rates associated to spontaneous

emission and non-radiative emission, and inter-level transfer rates induced by the hyperfine

interaction and by acoustic phonons. The relative influence of these four mechanisms is mod-

ulated by five parameters: Γ
(rad)
0 , Γ

(nr)
0 ,W (hf)

0 , Γ
(ap)
0 , and the energy barrier Ef associated to

the non-radiative process. Except for spontaneous emission, exciton transfers are thermally

activated and sensitively depend on temperature. Finally, part III dynamically calculates

exciton populations and PL intensities using a 9-level population balance model. It exploits

the transfer rates calculated in part II with the addition of a parameter describing the exciton

capture rate (Γ(capt)). Here, we present a detailed description of these three parts.
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5.5.1 Part I - Excitonic wavefunctions

The perturbation Hamiltonian lifting the degeneracy between the eight states of the bound ex-

citon takes into account three effects: the electron-hole exchange interaction, the crystal-field

perturbation produced by the dyad on the crystal, and the confinement effects experienced

by light- and heavy-holes.

Under C2v symmetry, the three principal axes are inequivalent and the Hamiltonian is,

H = −
∑

i=x,y,z

aiJiSi +
∑

i=x,y,z

viJ
2
i , (5.1)

where J and S represent the total angular momentum of the hole and the electron spin. The

first term in the Hamiltonian corresponds to the exchange interaction, where ax,y,z are the

non-degenerate exchange parameters. Similarly, the crystal-field Hamiltonian is composed of

three coefficients, vx,y,z. The diagonal part of this Hamiltonian is isomorphic to the effect of

confinement on light- and heavy-hole bands, such that these coefficients also take into account

effects of confinement on the exciton fine structure. More details about the development of

this Hamiltonian can be found in Ref. [91].

The remote spin-orbit split-off valence states are ignored and this hamiltonian is expanded in

a basis of eight excitonic states built from two electron states (αe = |1/2, 1/2〉, βe = |1/2, − 1/2〉)
and 4 hole states (φ1 = |3/2, 3/2〉, φ2 = |3/2, 1/2〉, φ3 = |3/2, − 1/2〉 and φ4 = |3/2, − 3/2〉).
Symmetry-adapted exciton wavefunctions are presented in Table 5.1 and Figure 5.5 along

with their representations and dipole moments. ψ1−4 and ψ5−8 are respectively built from

light- and heavy-hole states and superscripts (x, y, x or d) either indicate the polarization

orientation or a dark state not interacting with the radiation through the usual dipolar term.

Exciton energies and wavefunctions are obtained by diagonalizing Eq. 5.1. Mixing between

light- and heavy-holes states of identical representations generates eight coupled wavefunc-

tions Ψi. This approach has already been used to analyze the excitonic fine structure of

in-plane[166] and out-of-plane nitrogen dyads[90].

5.5.2 Part II - Exciton transfer mechanisms

Exciton energies and wavefunctions are then used to calculate transfer rates associated with

spontaneous emission to the ground states, non-radiative processes, and inter-level transfers.
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Spontaneous emission and non-radiative processes

The rate of spontaneous emission from excitonic state |Ψi〉 to the ground state |0〉 is calculated

using

Γ
(rad)
i = Γ

(rad)
0 | 〈Ψi|r̂|0〉 |2. (5.2)

where r̂ is a vector of unit length. In this expression, the radial part of atomic and envelope

wave-functions were decoupled from angular and spin coordinates and were absorbed into

Γ
(rad)
0 , which is to be determined experimentally. The angular part 〈Ψi|r̂|0〉 is explicitly

integrated to obtain the relative dipole moment of excitonic transition i.

As shown in Fig. 5.3(b), the total PL intensity is strongly influenced by temperature, indi-

cating the presence of thermally activated non-radiative processes. Assuming the presence

of an external state f positioned at energy Ef , the non-radiative rate for state i is

Γ
(nr)
i =

Γ
(nr)
0

exp (∆Ei/kBT ) − 1
, (5.3)

where ∆Ei = Ef −Ei is the activation energy associated to the transfer from i to state f . Γ
(nr)
0

is a constant describing the strength of phonon-exciton interactions enabling non-radiative

processes. It does not depend on the exciton state and it is determined experimentally.
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Wavefunction Representation 〈ψi| r̂ |0〉
ψ

(z)
1 = 1√

2
(−βeφ4 + αeφ1) Γ1 (0, 0, 0)

ψ
(x)
2 = 1√

2
(βeφ1 + αeφ4) Γ2 ( 1√

2
, 0, 0)

ψ
(d)
3 = i√

2
(βeφ4 + αeφ1) Γ3 (0, 0, 0)

ψ
(y)
4 = i√

2
(−βeφ1 + αeφ4) Γ4 (0, 1√

2
, 0)

ψ
(z)
5 = 1√

2
(−βeφ2 + αeφ3) Γ1 (0, 0, 2√

3
)

ψ
(x)
6 = 1√

2
(βeφ3 + αeφ2) Γ2 ( −1√

6
, 0, 0)

ψ
(d)
7 = i√

2
(βeφ2 + αeφ3) Γ3 (0, 0, 0)

ψ
(y)
8 = i√

2
(−βeφ3 + αeφ2) Γ4 (0, 1√

6
, 0)

Table 5.1 Symmetry-adapted exciton wavefunctions, C2v representations and dipole moments
(expressed in units of (〈s|x|x〉, 〈s|y|y〉, 〈s|z|z〉)). ψ1−4 and ψ5−8 are built from heavy- and
light-hole states, respectively.

Inter-level transfers mechanism

Inter-level transfers between excitonic states involve processes flipping the spin of the elec-

tron or hole, or both. The most relevant spin-flip mechanisms for isoelectronic centers are

discussed below.

Spin-orbit induced transfers The spin relaxation of electrons (∼ 100 ps) and holes (∼ 100 fs)

in bulk semiconductors is dominated by spin-orbit interaction[167, 168]. In quantum dots,

much longer relaxation times are experimentally found at low temperatures, revealing that

carrier localization strongly quenches spin-orbit related mechanisms[140, 169–173]. Indeed,

theoretical calculations estimate that spin-orbit interaction leads to electron and hole spin

relaxation times exceeding 1 µs in strongly confined quantum dots (≤ 10 nm)[157, 174, 175].

Although the localization of electrons bound to ICs like N dyads in GaAs is not accurately

known, two important aspects indicate a strong localization: the rapid variation of the exciton

binding energy with the separation between the two nitrogen atoms[102] and the very small

diamagnetic[176] shift (1.27 µeV T−2) associated to the bound electron[166]. Furthermore,

empirical pseudopotential calculations suggest that the electron wavefunction is concentrated

within the volume of a few unit cells[86]. Spin-orbit related processes are thus expected to

be of secondary importance.

Hyperfine induced transfers The dominant electron spin relaxation mechanism in semiconduc-

tor quantum dots is the simultaneous spin-flip of an electron and a nucleus induced by the

hyperfine interaction.[137, 177] The calculation of transfer rates between non-degenerated

excitonic states requires second-order perturbation theory, because the energy involved in
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the spin flip of a nuclear spin does not match the exciton energy splitting[178, 179] and a

phonon interaction is necessary to fulfill energy conservation. Analytical models reveal that

the rates are inversely proportional to N , the number of nuclei under the electron wavefunc-

tion. Therefore, in comparison with quantum dots where N ∼ 105, the strong localization of

the electron mentioned above could lead to very efficient hyperfine induced exciton transfers.

The calculation of transfer rates starts from the Hamiltonian describing the hyperfine contact

interaction between a bound electron and nearby lattice nuclei,

H(hf) =
∑

k

Ak
þS · þIk

=
∑

k

Ak

(

1

2
(S+I−,k + S−I+,k) + SzIz,k

)

, (5.4)

where the summation runs over all nuclei sites. Ak = A0,kν0|Ψ(þrk)|2, where A0,k are the

hyperfine constants, ν0 is the primitive cell volume and |Ψ(þrk)|2 is the electron density at

site k. þS and þIk are the electron and nucleus spin operators, and S± and I± are the usual

ladder operators. Since they have been shown to be less efficient, spin-flips involving holes

and nuclei are neglected.[134, 180]

The first two terms of Eq. 5.4 lead to electron-nucleus spin flips. The nuclear spin-flip energy

(h̄ωn) is negligible compared to the energy difference between exciton states and inter-level

transfers must be assisted by phonon emission or absorption (h̄ωþq). The transfer rate is

therefore determined by both the hyperfine H(hf) and exciton-phonon H(ph) interactions.

Using second-order perturbation and Fermi’s golden rule, the transfer rate from |Ψi〉 to |Ψj〉
is

Γ
(hf)
ij = Γ

(ph)
0

∑

µ,µ′

P (µ)

∣

∣

∣

∣

∣

〈Ψv, µ′| H(hf) |Ψi, µ〉
Eij

∣

∣

∣

∣

∣

2

, (5.5)

where

Γ
(ph)
0 =

2π

h̄

∣

∣

∣〈Ψj| H(ph) |Ψv〉
∣

∣

∣

2
δ (Ei − Ej)

·






NB(Eij) if Ej > Ei

NB(Eij) + 1 otherwise
(5.6)
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is the phonon-exciton scattering rate, NB(Eij) is the phonon occupation probability given by

the Bose-Einstein statistic, |Ψv〉 is a virtual state with angular component similar to that of

Ψj, and Eij = |Ej − Ei|. Ej > Ei corresponds to phonon absorption and Ej < Ei to phonon

emission. µ and µ′ refer to the initial and final nuclear spin states and P (þµ) is their occurence

probability. In the absence of nuclear polarization, P (µ) is the same for all possible values

of µ. Equation 5.5 is simplified by collecting into a single parameter, W
(hf)
0 , all quantities

independent of the excitonic states involved. This includes normalization constants arising

from the radial and envelope parts of wave-functions, hyperfine constants Ak, and physical

constants. In addition, the phonon-exciton interaction is assumed to be identical for all states

j, such that the influence of 〈Ψj| H(ph) |Ψv〉 is also collected in W
(hf)
0 . The hyperfine transfer

rate is thus given by,

Γ
(hf)
ij =W

(hf)
0

∑

þµ, þµ′

P (þµ)

∣

∣

∣

∣

∣

〈Ψj, þµ′| (S+I− + S−I+) |Ψi, þµ〉
Eij

∣

∣

∣

∣

∣

2

·






Nb(Eij) if Ej > Ei

Nb(Eij) + 1 otherwise
(5.7)

Matrix elements are evaluated using wave-functions |Ψi〉 and, as expected, non vanishing

transfer rates occur between dark or Z-polarized states and X- or Y - polarized states. The

value for W
(hf)
0 is determined by fitting the model to the experimental data.

Acoustic phonons induced transfers For epitaxial quantum dots, valence band degeneracy is

lifted by confinement and external strains, leading to negligible exciton transfers between

light- and heavy-hole manifolds[154]. For isoelectronic centers, the Hamiltonian presented in

Eq. 5.1 couples nearly degenerate light- and heavy-hole excitonic states and, as a result, new

processes can significantly influence the exciton dynamics.

Through their deformation of the lattice, phonons creates a momentary perturbation provid-

ing the impulse and energy needed for inter-level exciton transfers. These exciton-phonon in-

teractions arise principally through the piezoelectric and deformation potential couplings gen-

erated by acoustic phonons, but, for exciton states, piezoelectric coupling is relatively unim-

portant because the electron and hole wavefunction overlap reduces polar interactions[181,

182]. Deformation potential coupling is treated using the Bir-Pikus strain Hamiltonian which,

for a system of C2v symmetry, is
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H(dp) =4
∑

i=x,y,z

(

dxiJ
2
x + dyiJ

2
y + dziJ

2
z

)

〈ǫii〉 (5.8)

+
2√
3

(exz{Jx, Jz}〈ǫxz〉 + eyz{Jy, Jz}〈ǫyz〉 + exy{Jx, Jy}〈ǫxy〉) ,

where the notation {Ji, Jz} denotes an anticommutator, dij and eif are deformation po-

tentials, and 〈ǫij〉 are phonon-induced strains averaged over the hole wavefunction. This

Hamiltonian couples any given heavy-hole (light-hole) state with its light-hole (heavy-hole)

counterpart of identical representation through longitudinal strain elements (ǫii) and with

the three remaining light-hole (heavy-hole) states through shear strain elements (ǫij, i Ó= j).

Simplifications are necessary to reduce the complexity of this Hamiltonian to a tractable

level. First, it has been demonstrated that deformation potential coupling is dominated by

LA phonons[183, 184], as long wavelength TA phonons are akin to lattice translations at the

scale of a localized exciton. Thus, coupling induced by TA phonons through shear compo-

nents are neglected by setting dij = 0 for i Ó= j. This assumption implies that transfers can

now only occur between light- and heavy-hole states of similar symmetry representations.

The next simplification consists in assuming that deformation potentials are simply propor-

tional to the crystal-field parameters solutions of Eq. 5.1, dii = dvi. These simplifications

lead to,

H(df) = 4d
(

vxJ2
x + vyJ2

y + vzJ2
z

)

(〈ǫxx〉 + 〈ǫyy〉 + 〈ǫzz〉) (5.9)

By combining d, strain components and all other constants into a single parameter Γ(ap), the

transfer rate from |Ψi〉 to |Ψj〉 induced by LA phonons is then

Γ
(ap)
ij =Γ

(ap)
0 |〈Ψi|H(dp)|Ψj〉|2

·






NB(Eij) if Ej > Ei

NB(Eij) + 1 otherwise.
(5.10)

As will be seen, this light- and heavy-hole coupling explains the efficient population transfer

between bright states of identical polarizations.
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5.5.3 Part III - Population balance model

The time evolution of the population of all eight excitonic states can be obtained by solving

9 coupled differential equations. The population balance model schematically represented in

the inset of Fig. 5.4 leads to eight equations of the form,

dni

dt
= −

(

Γ
(rad)
i + Γ

(nr)
i +

∑

j Ó=i

(

Γ
(hf)
ij + Γ

(ap)
ij

)

)

ni

+
∑

j Ó=i

(

Γ
(hf)
ji + Γ

(ap)
ji

)

nj + Γ(capt)n0, (5.11)

and,

dn0

dt
= −

(

∑

i

Γ(capt)
)

n0, (5.12)

where ni is the population of state i (i = 1 − 8) and n0 is the exciton reservoir population.

Index j runs over the indices of all other states for which j Ó= i. Γ(capt) is the exciton capture

rate, which is in this model identical for all states and independent of temperature. All other

transfer rates were defined earlier.

These equations are solved numerically as a function of time and temperature using n0 = 1

and ni = 0 for initial conditions. The time-evolution of exciton populations are calculated

with time increments of 4 ps. The instantaneous PL intensities given by

Ii(t, T ) = ni(t, T )Γ
(rad)
i (5.13)

can be directly compared with experimental TRPL curves and decay times τ(T ). The PL

intensity under continuous excitation is obtained by time-integrating I(t, T ).

5.6 Results and analysis

The model parameters listed in Fig. 5.4 were determined in two phases. First, the exchange

and crystal-field coefficients were deduced from the observed optical transition energies and

three additional physical considerations. Then, the parameters describing the exciton dy-

namics were determined by simultaneously fitting all experimental time decay curves and

intensities.
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5.6.1 Excitonic fine structure

A reliable determination of exchange (ai) and crystal-field (vi) coefficients minimally requires

six conditions. The first set of conditions is provided by the five transition energies shown

in Fig. 5.1: X1,2 and Y1,2 measured from an in-plane dyad and Z2 measured from an out-of-

plane dyad. Z1 is associated with a very low oscillator strength in high-quality samples and

its energy position could not be reliably determined.

A second set of conditions is obtained from these three additional considerations. First,

the average value of exchange coefficients must be positive, such that dark (triplet) states

are pushed below bright (singlet) states. Second, the dyad orientation with respect to the

measurement axes is obtained from the polarization information gathered from both in-plane

and out-of-plane dyads. This identification allows associating to each transition the required

wavefunction symmetry representation and restricts the range of values for the exchange and

crystal-field coefficients[90]. Finally, we use the fact that the relative intensities of Y1 and Y2

plateaus at 25% for T > 10 K (see Fig. 5.3). In this temperature regime, the thermal energy

(> 1000 µeV at 12 K) overcomes the energy difference between Y1 and Y2 (180 µeV) such

that the exciton occupation probability is uniformly distributed over both states. Populations

can then be factored out of Eq. 5.13 and relative intensities are determined by spontaneous

emission rates, or, according to Eq. 5.2, by their dipole moments. Equal intensities therefore

imply,

| 〈Y1|r̂|0〉 |2 = | 〈Y2|r̂|0〉 |2. (5.14)

This condition sets the relative weight of light- and heavy-hole components of Y1 and Y2 and,

because the sums of light- and heavy-hole components are conserved, it affects the energy and

wavefunction of the other six states. It considerably narrows down the range of admissible

values and facilitate the search of the optimal solution.

These two sets of conditions are used to extract the following values of the exchange and

crystal-field coefficients,

ax = 142.0 µeV, ay = 202.0 µeV, az = 180.8 µeV,

vx = 116.0 µeV, vy = 198.4 µeV, vz = −82.4 µeV.

As can be seen from Fig. 5.1(a), a precise agreement between calculated (vertical rectangles)

and experimental energy values is obtained.

In Ref. [166], the uncertainty in the value of exchange and crystal-field coefficients was
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estimated to be less than 25 %. We believe that the values reported here are more accurate,

since additional restrictions were taken into account, such as the intensity ratio Y1/Y2 and

the spectral position of Z2. Small variation of the coefficients did not significantly affected

energies and wave-functions and the uncertainty is estimated at about 10 %.

Although D2d or other higher symmetry versions of Eq. 5.1 could not satisfactorily reproduce

experimental results, the three exchange coefficients are nonetheless relatively similar and

differ by less than 20% from their average value (182 µeV). In addition to strain produced

by the dyad onto its environment, crystal-field coefficients indirectly take into account light-

and heavy-hole confinement effects. The light- and heavy-hole splitting resulting from strain

and confinement is vx + vy − 2vz, leading to a value of 474 µeV. This energy splitting is

considerably larger than the exchange energy, indicating that the exciton states preserve a

dominant light- or heavy-hole character. In contrast, the exchange interaction dominates the

crystal field and confinement effects for nitrogen dyads in GaP. [165]

Solution to Eq. 5.1 also provide excitonic wavefunctions. They are given in Table 5.2, along

with their energy and relative dipole moment. Excitonic states can be divided in two groups:

the low (high) energy group Ψ1 (Ψ2) shows a dominant heavy-hole (light-hole) character, il-

lustrating again that crystal-field and confinement effects dominate the exchange interaction.

The heavy- and light-hole mixing is relatively important fo[185], but it is particularly weak

for D and Z states. We will therefore refer to states X1, Y1, Z1, D1 as heavy-hole states, and

to states X2, Y2, Z2, D2 as light-hole states.

As expected, the relative oscillator strength is equally distributed along the three polarization

directions. Interestingly, light-hole excitons (Ψ2) gather three times the oscillator strength

of heavy-hole excitons (Ψ1).

5.6.2 Exciton dynamics

The six parameters related to the exciton dynamics were determined by simultaneously fitting

the experimental dataset composed of 20 TRPL curves and 20 integrated intensities. They are

listed in Table 5.3. Their determination was facilitated by the distinctive effects each transfer

mechanism has on decay times and relative intensities and by their relative importance as a

function of temperature.

As shown by the blue decay curves of Fig. 5.2, the calculated time-evolutions reproduce that

of the four allowed transitions at 8K and that of Y1 at all five temperatures. As already

mentioned, only a fraction of the data experimentally measured and numerically modeled

is shown, but the agreement is just as satisfactory for the 12 other TRPL curves. The
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Wavefunction (Ψi)
PL energy Relative dipole

(µeV) moment

|Z2〉 = 0.115ψ1 + 0.993ψ5 854.7 0.33

|X2〉 = 0.449ψ2 + 0.894ψ6 721.7 0.24

|Y2〉 = −0.259ψ4 + 0.957ψ8 571.7 0.17

|D2〉 = −0.092ψ3 − 0.996ψ7 503.5 0

|Y1〉 = −0.966ψ4 − 0.259ψ8 261.7 0.17

|X1〉 = 0.894ψ2 − 0.449ψ6 171.7 0.10

|D1〉 = −0.996ψ3 + 0.092ψ7 7.1 0

|Z1〉 = −0.993ψ1 + 0.115ψ5 0 0.004

Table 5.2 Calculated wavefunctions, energies and relative dipole moments of excitons bound
to a dyad of C2v symmetry. The PL energies are relative to the state with the lowest emission
energy, |Z1〉. States ψ1−8 are presented in Table 5.1.

Γ
(capt)
0 Γ

(rad)
0 Γ

(nr)
0 Ef Γ

(ap)
0 W

(hf)
0

(ns−1) (ns−1) (ns−1) (meV) (ns−1) (µeV2/ ns−1)

0.051 15.4 151 4.7 4.2 263

Table 5.3 Parameters describing the exciton dynamics.

experimental decay times shown in Fig. 5.2(c) are reproduced and compared to calculated

values in Fig. 5.6(a). As can be seen, the calculated decay times reproduce all important

aspects of the experimental data set: 1) the distinctive decay time associated to all transitions

at T ≤ 5 K, 2) the convergence of the decay time associated to similarly polarized transitions

at higher temperatures, 3) the decay time anisotropy between X and Y transitions at T ≤ 10

K, and 4) the vanishing anisotropy at higher temperatures. The model also satisfactorily

reproduces the relative intensity of all four transitions as a function of temperature. As can

be seen in Panel (b) and (c), Y1 (X2) dominates the spectra at low (high) temperatures, X

(Y ) transitions show equal intensities at low (high) temperatures, and X and Y transitions

make half of the total intensity. Finally, the calculated PL intensity shown in Panel (d)

accurately reproduce the effect of the temperature-dependent quenching mechanism. As the

model satisfactorily capture all aspects of the experimental data, an in-depth interpretation

of the exciton dynamics is possible.
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Figure 5.6 Panel (a) compares the temperature dependence of experimental and calculated
TRPL decay times. Panels (b) and (c) shows the relative photoluminescence intensities of
X1,2 and Y1,2, respectively (error bars are too small to be visible). Panel (d) shows the total
photoluminescence intensity. Data points and curves represent experimental and calculated
values, respectively.
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Exciton capture

The capture rate Γ
(capt)
0 represents the rate at which a given state is populated by an exciton.

The rate at which a dyad binds an exciton in any of the eight excitonic states is eight times

superior, leading to a capture time of 2.5 ns. This capture time is long compare to that of

quantum dots, which typically occurs on a timescale of hundred picoseconds. Although the

exciton formation mechanism is not yet well understood, the localized and unipolar nature

of the isoelectronic potential could indeed result in capture times significantly different from

that of quantum dots.

In conditions where the PL decay rate of photo-generated carriers in the surrounding bulk

or quantum well is faster than the capture rate, non-resonant optical pumping becomes

less efficient and the PL yield is reduced. It also implies that the spin is lost through

several bulk relaxation mechanisms before exciton capture. A better understanding of the

capture mechanism and the identification of the limiting process appears necessary for a

deeper analysis. Nonetheless, resonant excitation can be used to generate excitons and spin-

polarized excitons through a relatively high dipole moment and convenient optical selection

rules.
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Spontaneous emission

The rate of spontaneous emission rate Γ
(rad)
0 multiplied by the dipole moment of a given

state results in the radiative rates listed in Table 5.4. The radiative recombination lifetimes

associated to bright states range from 200 to 670 ps. These values are in good agreement with

Rabi oscillations measurements that revealed radiative lifetimes on the order of 500 ps.[74]

For z-polarized transitions, the rate is very high (5 ns−1) for Z2 and very low (0.06 ns−1) for

Z1. This is attributed to the fact that, as presented in Table 5.1, a pure heavy-hole state

has a vanishing dipole moment along the z-axis. Therefore, Z1 with its dominant heavy-hole

composition is associated to a very low spontaneous emission rate.

Non-radiative emission

Fig. 5.3(b) indicates that photoluminescence quenching is well represented by a single Arrhe-

nius equation (I(0)/I(T )−1 = A exp[−Ea/(kBT )], where I(0) is the extrapolated intensity at

T = 0 and Ea is the activation energy) with Ea = 5.1 ± 0.1 meV. However, this simple model

is not strictly accurate as it supposes that all excitonic states share the same energy. The

exciton dynamics model yields the temperature dependent total intensity shown in 5.6(d).

The activation energy ranges from 4.7 meV for Z2 (value shown in Table 5.3) to 5.6 meV for

Z1. The average value of 5.2 meV is similar to that obtained from the simple Arrhenius fit,

which indicates that the exciton population tends to be uniformly distributed over all states

as temperature increases.

The rather large value of Γ
(nr)
0 leads to a significant variation of the non-radiative emission

rate for different excitonic states (see Table 5.4). At 5 K, the non-radiative lifetime ranges

from 0.4 µs (Z2) to 2.6 µs (Z1), while at 12 K it ranges from 0.6 ns to 1.4 ns only. Over

12 K, the rate of non-radiative emission overcomes the rate of spontaneous emission, and the

photoluminescence signal completely disappears.

Taking into account the binding mechanism of excitons to isoelectronic impurities [148],

quenching can be either associated to 1) the escape of the hole leaving the electron bound to

the nitrogen dyad, 2) the escape of the whole exciton (the free exciton energy is 1.5141 meV),

or 3) the escape of the electron and hole as uncorrelated particles (the free electron and hole

energy is 1.519 eV). For nitrogen dyads in GaP, it has been demonstrated [148, 165] that

the dominant mechanism depends on the binding energy of the nitrogen pair configuration:

the first mechanism dominates for the deepest levels, and the second and third mechanisms

dominate for shallower levels. For excitons bound to the nitrogen dyad emitting at 1.5078

meV in GaAs, PL experiments under hydrostatic pressure have suggested that hole escape
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can be clearly identified as the dominant mechanism only if the optical binding energy clearly

exceeds the thermal activation energy[102]. In the case at hand, the binding energy of 6.3

meV is only slightly higher than the activation energy 5.2 meV and our analysis cannot

discriminate between both escape mechanisms.

Inter-level transfers

Acoustic phonon induced transfers Longitudinal acoustic phonons provide the impulse and

energy to drive exciton transfers between exciton states of identical polarization. As seen

from Table 5.4, these transfers considerably exceeds those of exciton capture, radiative and

non-radiative emission, and hyperfine mediated transfers at 12 K. Therefore, after being

populated, an exciton state reaches thermodynamic equilibrium with its counterpart of sim-

ilar polarization before other types of transfer occur. As a result, identical decay times for

similarly polarized transitions are observed. At 5 K, phonon-induced transfer rates are com-

parable to radiative rates. Populations of similarly polarized states do not reach complete

equilibrium and a slight difference in photoluminescence decay times appears (see Fig. 5.6a).

Hyperfine interaction is a second order process that allows transfer between dark or z-

polarized states to x- and y- polarized. Transfer rates are significantly lower than spontaneous

emission rates of most optically active states and phonon induced transfer rates. As can be

seen from the data of Table 5.4, the dominant hyperfine transfers from X or Y states are

to the closest Z or D states, and vice versa. The relatively slow transfers from D to bright

states explains the long PL decay time observed.

Depending on the initial state of the exciton, different processes leading to radiative decay

predominates. Directly populated X1,2 and Y1,2 states most likely recombine radiatively (or

non-radiatively if thermal energy is sufficient) before transferring to D or Z states. Similarly,

Z2 likely recombines radiatively before transfers to X or Y state occurs. In contrast, the

weak dipole moment of Z1 allows for exciton transfer prior to radiative recombination. Ac-

cording to Table 5.4, a fast acoustic phonon-mediated transfer to Z2 occurs, where radiative

recombination then takes place. Although these sub-nanosecond decay rates influence the

PL dynamics, they are not directly observed as two slower processes mask their presence as

described next.

The PL decay time observed for Y transitions corresponds to the sum of several characteristic

times associated with 1) the capture of an exciton in either dark state D1,2, 2) the fast

phonon-mediated transfer between D1 and D2, 3) the dominant hyperfine transfer at 5 K is

then to Y2, 4) phonon-mediated transfer efficiently mixes the population of Y1 and Y2 and

5) radiative emission occurs from either one of these two states. Therefore, the PL decay
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time of Y -states is dominated by the slowest processes, which in this case are the capture

time and the hyperfine transfer. The PL decay time for X transitions can be explained in a

similar fashion. In this case however, phonon-mediated transfer from D1,2 to X1,2 is slower

because of the larger energy splitting separating these states, explaining the longer decay

time observed in Figure 5.6.

In quantum dots, experimental relaxation times at low temperature (T ≤ 10 K) are typically

in the range of 10 to 20 ns. [152, 186]. Assuming that hyperfine induced relaxation dominates

in this temperature regime, scaling down the number of interacting nuclei to match that of

an IC bound electron should lead to much larger Overhauser field fluctuations [178] and

significantly shorter relaxation times. However, this does not appear to be the case. For X1

and Y1, hyperfine relaxation times are respectively 15 and 25 ns, at 5 K. Because of D2 and

Z2 positioned nearby, the relaxation times of X2 and Y2 are somewhat shorter, 5.0 and 1.8

ns. Although hyperfine interaction might possibly be enhanced by the smaller number of

interacting nuclei, it appears that it does not significantly affect the exciton dynamics and

that spin relaxation times remain comparable to those observed from quantum dots.

Temperature evolution of the decay time. At low temperatures (T < 2 K), thermally activated

processes are quenched and dark excitons are trapped for a timescale significantly larger than

the laser repetition rate. The PL decay time is therefore determined solely by the capture

of bright excitons and their subsequent radiative recombination. As temperature increases,

slow hyperfine transfers from long-lived D states to bright states are activated, leading to

an increase of the observed PL decay times. The maximum decay time occurs at 3.2 K

for Y transitions and at 4.7 K for X transitions. This difference is again explained by the

larger energy separating X states from D states. In this intermediate range of temperatures

(2 − 5 K), inter-level transfers mediated by LA phonons are too slow to bring the exciton

populations to thermodynamic equilibrium and dissimilar decay times are observed for tran-

sitions with similar polarizations. At higher temperatures, decay times are dominated by

the capture of dark excitons and their hyperfine transfer to bright states. Over 10 K, decay

times decrease faster, because non-radiative recombination starts to overcome every other

mechanism.

Temperature evolution of relative PL intensities. Intensities are proportional to integrated

occupation probabilities and radiative decay rates. In the limit of relative high temperature

(T ≥ 12 K), thermal energy is sufficient to equalize occupation probabilities of all states.

Relative intensities are then proportional to radiative decay rates. As temperature is reduced,

occupation probabilities are higher for lower energy states and the relative intensity of X1

and Y1 increase at the expense of X2 and Y2.
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5.7 Conclusion

We have presented an extensive study of the recombination dynamics of excitons bound to

nitrogen dyads in GaAs, which present a rich and complex behavior depending sensitively on

temperature, on symmetry representation, and on the light- and heavy-hole content of the ex-

citon states involved. Through a simulation of the experimental data using a comprehensive

model, we were able to identify the nature of the mechanisms governing the recombina-

tion dynamics and extract quantitative informations on these processes. We have identified

that exciton capture and inter-level transfers mediated by the hyperfine interaction are slow

processes responsible for the slow and anisotropic decay times experimentally observed. Fur-

thermore, we have demonstrated that deformations induced by LA phonons couples heavy-

and light-holes. This phenomenon is relatively unique to systems with near degenerate light-

and heavy-hole states and leads to efficient transfers between states of similar symmetry rep-

resentation. We also extracted numerical values for the radiative and non-radiative emission

rates, which agree with previously reported values.

These findings significantly enhance our understanding of the dynamics of excitons bound to

ICs and suggest that they are interesting candidates for the realization of electron qubits. In-

deed, the electron spin-flip mediated by the hyperfine interaction is not significantly enhanced

and remains comparable to that of quantum dots. Interestingly, much longer relaxation times

should be obtained from ICs in a host with fewer nuclear spins, like Si or II-VI semiconduc-

tors.
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CHAPTER 6 ARTICLE 3 - HIGH-FIDELITY AND ULTRAFAST

INITIALIZATION OF A HOLE-SPIN BOUND TO A TE ISOELECTRONIC

CENTER IN ZNSE

Authors:

Philippe St-Jean, Gabriel Éthier-Majcher, Régis André, and Sébastien Francoeur

This work has been accepted for publication in Physical Review Letters

6.1 Abstract

We demonstrate the optical initialization of a hole-spin qubit bound to an isoelectronic

center (IC) formed by a pair of Te impurities in ZnSe, an impurity/host system providing

high optical homogeneity, large electric dipole moments, and long coherence times. The

initialization scheme is based on the spin-preserving tunneling of a resonantly excited donor-

bound exciton to a positively charged Te IC, thus forming a positive trion. The radiative

decay of the trion within less than 50 ps leaves a heavy-hole in a well-defined polarization-

controlled spin state. The initialization fidelity exceeds 98.5 % for an initialization time of

less than 150 ps.

6.2 Introduction

Interfacing long-lived solid-state qubits with optical fields is the cornerstone of long-distance

transmission of information inside quantum networks[20]. Optically addressable hole-spins

bound to semiconductor nanostructures are promising candidates for building such quantum

interfaces[62, 63, 187, 188]. Indeed, their energy splitting with trion states typically resides

within the optical or near-infrared region of the electromagnetic spectrum, allowing for an

efficient mapping of their quantum states onto photon polarization states that can be trans-

mitted through optical networks. In addition, the coherence time of hole-spins is usually

an order of magnitude longer than that of electrons, as p-type wave-functions mitigate the

hyperfine interaction with nuclear spins [134, 140].

However, the scalability of quantum networks using optically addressable spins is compro-

mised by the challenging task of finding an emitter that provides both a strong electric

dipole moment and a high optical homogeneity. The first allows rapid and high-fidelity opti-

cal initialization, control, and single-shot read-out of quantum states. The second facilitates
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scalabitily by alleviating implementation complexity and providing easier means to interface

qubits together, to a cavity, and to an external driving field. On the one hand, systems

exhibiting strong electric dipole moments, such as charges confined to epitaxial quantum

dots, usually suffer from important inhomogeneous broadening. On the other hand however,

highly homogeneous systems, such as impurity-bound charges (e.g. defects in diamond and

SiC), usually exhibit electric dipole moments at least one order of magnitude weaker than

semiconductor nanostructures[70, 189]. It is in this context that impurity-bound excitonic

complexes in various semiconductor hosts are actively investigated [72, 73].

Lesser known in the context of quantum information, isoelectronic centers (ICs) in semicon-

ductors provide both key advantages. Formed from one or few isoelectronic impurities, ICs

provide the exceptionally high optical homogeneity of atomic-size systems with an inhomo-

geneous broadening determined by the quality of the host crystal. ICs bind single electrons

or holes, and multiple excitonic complexes like excitons, trions, and biexcitons [108] with

electric dipole moments as strong as in quantum dots[74]. Although several IC systems have

been studied over the past decades,[93, 96, 100, 104, 117, 190] pairs of Te atoms (dyads)

in ZnSe offer unique advantages for implementing optically addressable spin qubits. Most

isotopes of Zn, Se, and Te have vanishing nuclear spins, thereby favoring long spin relaxation

and coherence times. Te dyads primarily bind holes, which further reduces hyperfine interac-

tion with nuclear spins, and positive trions that can be used, through their optical selection

rules[108], as intermediate states to initialize a hole-spin in a well-defined state. Contrary to

single-atom ICs and dopants, lower dyad concentrations are readily achieved eliminating the

need for sub-micron patterning, which facilitate their integration in nanophotonic devices

such as optical cavities and waveguides.

In this letter, we demonstrate fast on-demand optical initialization of a hole-spin bound to an

IC formed by a pair of Te atoms (dyad) inside a ZnSe host. In doing so, we also demonstrate

a novel initialization scheme, proper to IC systems, based on the efficient tunneling of an

exciton from a resonantly excited donor-bound state to a single hole bound to an IC. The

rapid radiative decay of the trion leaves a single hole bound to the dyad in a well-defined

spin state, with a fidelity given by the degree of polarization of the emission. Under favorable

excitation conditions, this fidelity exceeds 98.5 %.

6.3 Sample and experimental method

The samples investigated were grown by molecular beam epitaxy on a GaAs-(100) substrate

and consists of a single Te-doped plane at the center of a 80 nm-thick ZnSe layer. The

estimated density of Te atoms is 2500 µm−2, leading to a dyad density of 4 µm−2. Micro-
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photoluminescence measurements were performed in a 1 µm2-resolution confocal microscope

at T = 4 K. Excitation was provided by a frequency-doubled tunable 1-ps Ti-sapphire

laser and emission was analyzed with a spectrometer coupled to an avalanche photodiode

providing a spectral resolution of 60 µeV and a temporal resolution of 80 ps. Time-integrated

(CW) measurements were performed with a 405 nm laser diode and a CCD camera. The

polarization of the excitation and the detection were both controlled with a λ/4 wave-plate

and a polarizer.

Fig. 6.1 (a) presents a CW micro-photoluminescence spectrum measured at 4K. The 5 meV

wide emission observed slightly above 2800 meV is associated to the radiative recombination

of neutral donor bound excitons (D-X0)[116]. The chemical identity of these donors have not

been conclusively identified, but may result from aluminium atoms on zinc sites. The emission

from Te dyads is found between 2710 to 2790 meV. Emission over this wide energy range

is attributed to the existence of several Te dyad configurations with different interatomic

separations. This is similar to the well-known emission observed from N dyads in GaP[96]

or GaAs [102, 104], where the exciton binding energy varies over a range of about 150 meV

with N separation. As this interatomic separation is rigidly set by the anionic sublattice, the

emission energy varies in large discrete steps. The inhomogeneous broadening associated with

a given dyad configuration is then only limited by its environment. Polarization studies of

the exciton emission revealed that most Te dyads in this δ-doped layer have a C2v symmetry

with impurities aligned along < 110 >[108, 117]. Due to the compressive strain created by

the GaAs substrate on the ZnSe layer, light-holes are pushed 12 meV towards higher energy

and only heavy-hole excitonic complexes are observed.

Te is a pseudo-donor that can trap an itinerant hole in a short-range potential[80, 86], which

can then trap through its Coulomb field an electron to form an exciton or an exciton to form

a positive trion. The spectrum shown in Fig. 6.1(a) presents three Te dyads binding an

exciton (X0), a positive trion (X+) and a biexciton (XX0). Two key results suggest that

trions are positively charged: their binding energy is positive with respect to the neutral

exciton and their diamagnetic shift is only slightly superior to that of the exciton[108]. Had

the trion been negatively charged, the binding energy would likely have been negative due to

the hole-attractive potential of Te and the diamagnetic shift would have been significantly

reduced or even negative[126], as the final state would be that of a free or very weakly bound

electron. As will be discussed later, the polarization memory observed in this work and the

high efficiency of the spin initialization process confirms that the extra charge is positive.

From the reminder of this work, we describe and analyze the emission from positively charged

trions (X+) as the one shown in 6.1 (d) and (e).
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Figure 6.1 (a) Time-integrated micro-photoluminescence spectrum of the sample studied in
this work. This spectrum reveals the presence of a three distinct Te dyads preferentially
binding neutral excitons (X0), bi-exciton (XX0), and positive trions (X+). (b) and (c)
Schematic diagrams of the selection rules associated to trion emission at B = 0 and 5 T in
a Faraday configuration. σ and π represent circularly and linearly polarized transitions. (d)
and (e) Trion photoluminescence intensity as a function of the excitation energy and circular
polarization at these magnetic field values.
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Optical initialization requires the strong optical selection rules depicted by the strait arrows

in Fig. 6.1 (b)-(c): the circularly polarized emission, σ+ or σ−, of heavy-hole trions (X+)

initializes the hole in spin state J = −3/2 or J = +3/2, respectively. However, this process

is efficient only if these hole states are exempt from any admixture from the light-hole states,

since mixing add two linearly polarized (π) emission channels (dashed lines in Panels (b)-(c))

compromising the fidelity of this optical initialization scheme. Two key results indicate a

low valence band mixing despite their energy separation of only 12 meV. First, luminescence

under a magnetic field in Faraday configuration does not reveal the presence of additional

linear polarized transitions (Fig. 6.1 (e)). Second, an analysis of the polarization-resolved PL

intensity of exciton states (see Supplementary Information), which present a more complex

fine structure than trions due to the non-vanishing exchange interaction, with a model similar

to those developed in Ref. [125, 185], give an LH admixture of 0.6 %. This LH-HH mixing is

lower than those typically observed in quantum dots[185], due to lower symmetry-breaking in-

plane anisotropic strain fields, and appears to be another distinctive feature of ICs [43, 125].

We next discuss the trion emission with the assumption that the LH-HH mixing has negligible

effects.

6.4 Initialization of a hole spin

As shown Fig. 6.2(e), the degree of polarization of the trion emission depends sensitively on

the energy of the circularly polarized excitation. Two dyads exhibiting very similar behaviors

are presented: Dyad 1 corresponds to the one shown in Fig.6.1, and Dyad 2 is another dyad

of C2v symmetry emitting at a slightly higher energy (2.765 e V). Panels (a) to (d) show the

time-dependence of the luminescence of Dyad 1 under co-polarized (σ+/σ+ or σ−/σ−) and

cross-polarized (σ+/σ− or σ−/σ+) excitation and detection for the three excitation energies

indicated in panel (e). The degree of polarization is discussed next, starting from high energy

excitation.

For an excitation energy (∼250 meV) above the gap, the trion photoluminescence exhibits a

small but non-zero degree of polarization (15 %) indicated by the horizontal dashed line. As

the excitation energy decreases, the degree of polarization slowly increases and at 2885 meV

(65 meV above the gap), the degree of polarization reaches 30 %. Panels (c) and (d) from

which the degree of polarization was calculated show that both σ+ and σ− excitations lead

as expected to identical degrees of polarization and decay times. At these energies higher

than the LH bands but lower than the split-off bands, spin-up and spin-down electrons are

generated in a 1:3 ratio (3:1) under a σ+ (σ−) excitation[119], which limits the degree of

polarization to a theoretical maximum of 50 %. The lower polarization observed results from
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electron spin randomization in the thermalization, diffusion, and capture processes.

Decreasing the excitation energy such that only the HH bands are excited significantly in-

creases the degree of polarization: from 30 % at the LH bands to more than 80 % at the HH

band (Panel (b)). Although exciting below the LH bands is clearly favorable, exciting reso-

nantly at the HH extremum lead to an optimal polarization as k-dependent spin-admixture

and spin-relaxation processes are minimized. At this band edge, σ− (σ+) photons now only

generates spin-up (-down) electrons in the conduction band. The reduced polarization ob-

served implies that some electron spin relaxation processes remain effective. Nonetheless, this

very strong polarized emission provides conclusive evidence that trions bound to Te dyads

carry a net positive charge. Spin-orbit interaction randomizes hole-spins on a picosecond time

scales [191], such that negative trions, two electrons in a spin-singlet state and a heavy-hole

spin state solely determining the emission polarization, would not exhibit any polarization

memory.

For an excitation energy below the HH band gap, the optical generation of charge carriers

is inhibited by the lack of absorption in the ZnSe layer. However, it is possible to recover

efficient trion emission by optically pumping the donor-bound excitons band (D-X0) shown

in Fig. 6.1 (a). At an excitation energy of 2.805 eV, the degree of polarization measured

from several dyads is greater than 98.5 %, a figure which is limited by the noise associated to

the measurement. This high polarization memory results from three processes efficiently pre-

serving the spin of the electron: resonant excitation of donor-bound spin-polarized excitons,

exciton tunneling to Te dyads, and trion emission.

Resonant excitation of bound excitons suppresses most spin-orbit related relaxation pro-

cesses occurring at the HH band edge. Bound electrons have been shown to exhibit long

relaxation (T1 ∼ 1.6µs [192]) and dephasing (T ∗
2 > 30 ns [193]). For the time during which

they are bound to the donor, the exciton spin is preserved because, in contrast to quantum

dots, donors exhibit a high symmetry (Td) effectively protecting them from exchange-induced

precession mechanisms. The efficient recovery of trion emission indicates that donor-bound

excitons rapidly tunnel to nearby Te dyads before their radiative recombination lifetime esti-

mated at > 200 ps [193]. Phonon-assisted tunneling of charges from donors to ICs have been

demonstrated in various IC systems [124, 165, 194], and is expected to be very efficient in

ZnSe due to the relatively strong electron-phonon coupling. Our results demonstrate for the

first time that this tunneling efficiently preserves the electron spins. Finally, during the short

trion lifetime before radiative recombination, the electron spin does not experience signifi-

cant relaxation and, as discussed above, the HH-LH mixing has a negligible effect of emission

selection rules. Following this polarized emission, the hole is bound to the IC in a spin state
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Figure 6.2 Time-resolved photoluminescence of trions bound to dyad 1 presented in panel (a)
of Fig. 6.2 for excitations tuned to the D-X0 band (a), to the HH band edge (b), and far above
the LH band edge but below the spin-orbit band edge (c)-(d). The blue (red) curves show
the emission intensity under co-polarized (cross-polarized) circular excitation and detection.
(e) The horizontal line indicates the degree of polarization of the emission for an excitation
energy 250 meV above the ZnSe band gap. (f) Decay times of trion emission for co- (blue
squares) and cross-polarized (red circles) configurations as a function of the excitation energy
for dyad 1. The dashed line indicates the upper bound for the radiative decay time of trion
states (< 50 ps)
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given by the polarization of the emission as indicated in Fig. 6.1 (a). In contrast, to other

reported spin initialization schemes, such as coherent population trapping [195, 196], ioniza-

tion of excitons [197, 198] and optical pumping [61, 72, 199], our scheme does not require

resonant excitations of trion states, special sample structure, or external magnetic fields, but

nonetheless achieves near-unity fidelity.

6.4.1 Decay time of trions luminescence

Through the decay time of the trion photoluminescence, we demonstrate that this high-

fidelity spin-initialization can be achieved on a picosecond timescale. Figure 6.2 (f) indicates

the decay time of trion emission as a function of excitation energy and polarization con-

figuration. Decay times are obtained from mono-exponential fits of the experimental decay

curves such as those presented in Fig. 6.2 (a)-(d). For all excitation energies, the decay

times are one order of magnitude lower than that of excitons[117, 125], which is explained

by the absence of dark states influencing the dynamics. Nonetheless, these decay times are

significantly longer than the spontaneous emission time estimated from the spectral linewidth

or Rabi oscillations measurements, which both indicated a spontaneous lifetime of less than

50 ps (indicated with the dashed line in Fig. 6.2 (f)). The observed decay time is therefore

dominated by processes occurring prior to radiative emission.

At an excitation energy of 2880 meV, trion decay times are respectively 200 and 300 ps for co-

and cross-polarized configurations. This significant difference is explained by the coexistence

of two factors: 1) different initial electron spin populations (spins are generated in 3:1 ratio),

and 2) the presence of spin-flip mechanisms prior to trion formation on the Te dyad. A

balance population model taking into account these two factors reveal a capture time (all

processes prior to trion formation) of 180 ps and a spin-flip time of 450 ps. This dynamic is

strikingly different for trions bound to N dyads in GaAs, where the spin-flip rate dominates

the capture time, yielding identical decay times irrespective of the polarization configuration.

From 2880 to 2825 meV, decay time decreases due to lower excess energy and momentum,

and spin-flip time increases as indicated by the higher polarization memory shown in Fig.

6.2.

Below the light-hole band gap, both decay times abruptly shorten. Although there is less

energy and momentum to shed, it also becomes increasingly favorable to form excitons in-

stead of electron-hole pairs. Approaching the heavy-hole gap, exciton formation dominates

and a capture time of 92 ps is recorded. This regime of accelerated capture suggests that the

most efficient trion formation mechanism is through whole exciton capture. This mechanism

is probably even faster than the value quoted due to the limited time-resolution of the detec-
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tion system, demonstrating that both the capture time and the spontaneous emission lifetime

are indeed quite fast. At the heavy-hole gap edge, decay times for both polarization config-

urations are similar, since the time associated to spin-flip events is now much longer than

the capture time. Finally, the decay time of the trion luminescence for resonant excitation of

the donor bound exciton (D-X0) is 150 ps. It is principally determined by exciton tunneling

time from the neutral donor to the Te dyad, which is similar for every dyads measured due

to the relatively high donor concentration. In contrast to heavy-hole band edge excitation,

exciton capture is slower, but it better protects the electron-spin as demonstrated earlier.

These initialization times are several orders of magnitude faster than optical pumping schemes

with an external magnetic field in Faraday configuration [199] (µs-timescale and fidelities of

99.5 %), and one order of magnitude faster than optical pumping schemes in Voigt con-

figuration [200, 201] (ns-timescale and fidelities of 98.9 %). This speed-up allows for the

initialization on timescales much shorter than the expected coherence time of hole-spins in

ZnSe. In fact, this initialization time is comparable to those obtained through field induced

exciton dissociation. This last approach however requires an adapted sample structure for

electron ionization, a preselection of quantum dots with low fine-structure splitting, and an

elaborate strategy to suppress exchange-induced spin precessions prior to ionization. [198]

6.5 Conclusion

In summary, we have demonstrated picosecond optical initialization of a hole-spin bound to a

Te IC in ZnSe with sufficiently high fidelity (F > 98.5 %) and low operation time (T < 150 ps)

for implementing error correction protocols[202]. The efficiency of the initialization scheme

used, based on the rapid spin-preserving tunneling of excitons from donor-bound states to

Te dyads occupied by a single heavy-hole, arise from the long relaxation time of donor-

bound excitons, the very low admixture of light-hole states, and the very short radiative

lifetime of IC-bound trions. The next step would be to evaluate the hole spin relaxation and

coherence time, and to demonstrate complete optical control. Due to the moderate light- and

heavy-hole splitting and concomitant low light- and heavy-hole mixing, LH states provide

the appropriate Λ level structure necessary for coherent control and HH states provide robust

recycling transitions for single-shot readout [43].
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CHAPTER 7 GENERAL DISCUSSION

The articles that were presented in this thesis follow a progression from the study of exciton

qubits bound to ICs toward that of spin qubits. More precisely, the first two articles investi-

gated the dynamics of excitons bound to ICs and allowed the identification of the important

mechanisms involved during their recombination, and the last article demonstrates the ini-

tialization of a hole-spin qubit. In light of these results, I present hereafter a brief discussion

to summarize and put in perspectives the major contributions of these works to the field of

ICs and, more generally, to the field of optically addressable qubits.

7.1 Dynamics of excitons bound to N ICs in GaP - Article 1

The first article of this thesis presents a study of the dynamics of excitons bound to N ICs

in GaP that combines time-resolved PL measurements with a complete balance of popula-

tions model describing the temporal evolution of exciton occupation probabilities for every

state forming the fine structure. This complete model has allowed to confirm the reexami-

nations of the HTL model of exciton capture that were previously reported (particularly in

Ref. [80, 132, 148]); this observation of different capture mechanisms indicates as well that

non-radiative recombination is dominated by different mechanisms, which were precisely iden-

tified. Furthermore, it has allowed as well to investigate the mechanisms underlying exciton

inter-level transfers and radiative recombination, both of which had never been studied.

7.1.1 Reexamination of exciton capture and non-radiative recombination

As mentioned in Chapter 3, previous theoretical [83] and experimental [132, 148] works have

determined that the HTL model for exciton capture (describing the sequential binding of a

primary charge by the IC short-range potential, and then of a secondary charge by Coulomb

interaction) does not hold for all ICs in GaP, but only for deeper centers (NNi, i ≤ 3).

Shallower centers (NNi, i ≥ 6) directly bind excitons either through the capture of free

excitons (by the crystal deformation induced by the IC [83]) or through their thermally-

activated tunneling from single N-bound state [132]. For ICs presenting intermediate exciton

binding energies (NN4,5), the nature of the mechanisms involved was still unclear and debated.

The argument underlying this reexamination arises from the claim that the short-range bind-

ing potential of shallow ICs is too weak to bind single charges [148], and can thus only bind

free excitons directly. Similarly, this weak short-range potential should as well affect the
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mechanisms involved in exciton non-radiative recombination, because the unbinding of the

charges forming the exciton should necessarily lead to the escape of both the hole and the

electron; in comparison, non-radiative processes for deeper centers are expected to be domi-

nated, at low enough temperatures, by the escape of the weaker-bound hole only.

Two important results of Article 1 agree with these reexaminations of exciton capture and

non-radiative recombination: the dominance of tunneling in the capture of excitons by NN6

at high temperatures, and the extracted activation energies of non-radiative processes for the

different ICs.

1- Apparition of a dominant tunneling effect at high temperatures

The plateau observed in the PL decay times of NN6 clearly demonstrates that exciton tun-

neling, for this configuration, is an important and efficient binding mechanism, presenting

characteristic tunneling times as low as 400 ps at T ≥ 45 K. For deeper dyads, however,

higher temperatures would be required for exciton tunneling to become the dominant cap-

ture mechanism (T > 60 K), and it is expected, at these temperatures, that non-radiative

recombination of excitons dominates their radiative decay. This is a very important obser-

vation, because the scheme developed in Article 3 for initializing a hole-spin takes profit of

this efficient tunneling to bind a trion in a well-defined spin state.

2- Activation energies of non-radiative processes

Previous experimental investigations of the non-radiative mechanisms [84, 148] were based

on the evolution of PL intensity with temperature, as thermally-activated PL quenching

allows estimating the activation energy of non-radiative processes and therefore identifying

their nature. The most important element that these previous analyses were lacking is the

influence of inter-level transfers, because these thermally-activated effects should as well

affect the PL intensities. Our findings, based on balance of populations models involving

all inter-level transfers, provide a more precise identification of the mechanisms involved

in non-radiative recombination, which are summarized in Table 7.1 together with previous

assignments proposed in Ref. [84] and [148].

According to these results, non-radiative processes are dominated by hole escape for NN1,

NN3 and NN4, because the extracted activation energies (Ea = 44.2, 41.5 and 38.2 meV,

respectively) are comparable to the hole binding energy previously reported (E(h+)
b ∼ 40 meV

[148]). The hole binding energy is not expected to vary significantly with the IC configuration,

because its Bohr radius is much larger than the size of the electron wave-function; therefore,
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the electron-hole Coulomb binding is not affected, in first approximation, by the electron

localization. A slight increase of the activation energy between NN1 and NN4 is however

observed due to the small variation of the electron localization. It is important to notice

that at higher temperatures than those studied (T > 60 K), the escape of both the electron

and the hole might start to dominate, but this regime was not observed here, as only one

activation energy could be extracted from evolution of PL intensity with temperature.

These results clarify the nature of the non-radiative mechanisms associated to NN4 which

was attributed in Ref. [148] and [84] to the hole and exciton escape, respectively. They also

demonstrate that NN1, NN3 and NN4 can bind a single electron, and that exciton capture

is therefore expected to be dominated by the HTL sequential model. This could open the

way to bind a single electron to either of these configurations, e.g. by applying a sufficiently

strong electric field to break a bound exciton, in order to form a spin or charge qubit, or to

implement a classical bit on an atomic-size physical support.

The mechanism involved in non-radiative recombination of excitons bound to NN6 and to

single N, was determined to be the escape of the whole exciton, as the activation energies

(Ea = 21.3 and 13.9 meV, respectively) are significantly weaker than hole binding energy,

confirming results from previous works. Adding these activation energies to the spectral

position of the associated IC lead to a final state located 10-15 meV below the band gap,

indicating that the final state of the non-radiative process corresponds to a free exciton.

Table 7.1 Non-radiative recombination mechanisms associated to single N and NNi ICs (hole
or exciton escape) determined in this work as well as in previous works presented in Ref.
[84, 148]. The activation energies extracted for these mechanisms (Ea) are presented as well
as the emission energy (Ei).

ICs
Ei Ea Non-radiative mechanisms

(eV) (meV) This work Ref. [148] Ref. [84]

A-line 2.3171 13.9 Exciton Exciton Exciton

NN6 2.3035 21.3 Exciton Exciton Exciton

NN4 2.2891 38.2 Hole Hole Exciton

NN3 2.2645 41.5 Hole Hole Hole

NN1 2.1850 44.2 Hole Hole Hole
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7.1.2 Evaluation of exciton radiative decay and inter-level transfers

Although exciton radiative decay and inter-level transfers had been discussed in previous

works [96], quantitative information on the rate of these processes was still lacking. The

decay and transfer rates extracted in this work therefore correspond to the first precise

estimation of the strengths of these mechanisms.

In the context of optically addressable qubits, the most important aspect regarding the rates

of radiative decay and inter-level transfers does not regard their absolute value, but rather

their ratio: for shallower centers (NN6 and the A-line), the radiative decay rate is at least

an order of magnitude slower than exciton transfer; for deeper centes (NN1,3,4), it is at least

three orders of magnitude slower. This is very problematic as the exciton spin states flip

many times before its spontaneous emission, which is contrary to the requirement of a long

coherence time relatively to the spontaneous emission time.

In regard of this, it clearly appears that ICs presenting stronger optical coupling and weaker

inter-level transfers are highly desirable (with the caveat that optical spontaneous emission

will lead lower gate fidelities). This has therefore triggered our following investigations of

N dyads in GaAs (a direct band gap semiconductor host that exhibits faster spontaneous

emission [106]), and of Te dyads in ZnSe (a direct band gap semiconductor where inter-level

transfers are expected to be strongly mitigated due to the low concentration of nuclear spins

[117]).

7.2 Dynamics of excitons bound to N ICs in GaAs - Article 2

The second article presented in this thesis studies the dynamics of excitons bound to N

dyads in GaAs. As mentioned above, the most important advantage of this IC system, in

comparison to N in GaP, is the strong oscillator strength of bound excitons [106], allowing

for a more efficient optical control. In the following, I discuss several results of this article,

mostly focusing on how they affect the potential of N dyads for building optically addressable

qubits, and how they compare with exciton qubits confined in QDs.

7.2.1 Exciton fine structure

The analysis of the exciton fine structure realized in Article 2 exceeded that presented in

previous works [90, 91], and has thus led to a more precise identification of the energy

splittings and LH-HH mixing of every exciton eigenstates. Accurate determination of angular

and spin composition of every state forming the fine structure is a crucial step toward efficient
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coherent manipulation of exciton qubits as it furnishes quantitative information on their

coupling with optical fields as well as with other excitonic states.

For ICs the calculated LH-HH mixing ratio typically ranges around ∼ 10 %, and does not

vary significantly from one center to the other (all N ICs investigated exhibited comparable

mixing). In comparison, recent calculations of the LH-HH mixing in InAs QDs have revealed

that the average ratio is ∼ 15 % but could exhibit strong variations from one dot to another,

being possibly as high as ∼ 50 % [185]. This non-negligible and highly inhomogeneous mixing,

despite the important splitting between HH and LH states, is attributed to the presence of

anisotropic strain fields that are very hard to control during the growth of the dots. Since the

polarization of the emission strongly depends on valence band mixing, this inhomogeneous

variation from one dot to the other represents an important threat to the scalability of QDs.

The atomic nature of ICs, on the other hand, insures that these crystal-field deformations

are much less important leading to a higher homogeneity of the LH-HH mixing.

7.2.2 Radiative recombination vs. inter-level transfers

I pointed out that the most interesting aspect of N ICs in GaAs is their stronger coupling

to optical fields compared to GaP. Prior determination of the exciton electric dipole moment

through optically driven Rabi oscillations has indeed revealed spontaneous emission times on

the order of 500 ps [74], which is 2 orders of magnitude faster than for excitons bound to N

ICs in GaP [101]. In the second article, these values were confirmed for every state of the

fine structure (ranging from 200 to 700 ps), except for dark states, confirming that exciton

qubits bound to ICs can be optically addressed on a timescale comparable to those confined

in QDs. It is also an order of magnitude faster than typical values reported for NV centers

in diamond, for which the radiative decay time is ∼ 10 ns [69].

Although spontaneous emission is a fundamentally important aspect of optically addressable

qubits, it is necessary to compare the efficiency of optical coupling with that of inter-level

transfers. Two important mechanisms underlying inter-level transfers were clearly identi-

fied: LA phonon interaction coupling HH and LH states belonging to the same symmetry

representation, and hyperfine interaction coupling bright and dark states together.

1- LA phonon induced transfers

Contrary to epitaxial QDs where light- and heavy-hole exciton states are separated by sev-

eral tens of meV [65], their near-degeneracy in IC systems leads to very effective phonon-

mediated transfers between LH and HH states belonging to the same symmetry representation

(ψ1 ↔ ψ5, ψ2 ↔ ψ6, ψ3 ↔ ψ7, ψ4 ↔ ψ8). These very rapid transfers (ranging from 30 ps
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to 10 ns as the energy splitting changes from 300 to 850 µeV) are not observed in QDs and

are very detrimental to the coherence of exciton qubits.

Their effect could however be mitigated by applying a biaxial strain, e.g. by growing the GaAs

host on a substrate presenting a slight lattice mismatch such as In1−xGaxAs. Consequently,

the biaxial strain field would lift the degeneracy between LH and HH states, thus rapidly

quenching these transfers, similarly as for epitaxial QDs or for the ZnSe sample used in the

last article.

2- Hyperfine interaction

As mentioned in Chapter 3, hyperfine interaction is the most important mechanism leading

to qubit decoherence in semiconductor QDs [135]. The results presented in this work indicate

that hyperfine interaction is as well one of the main mechanisms responsible for exciton spin

flip in IC systems. The inter-level transfer rates associated to this mechanism ranges between

2 and 20 ns depending on the splitting between states involved and the composition of the

wave-functions; in InAs QDs, hyperfine mediated spin flips were estimated to be as well on

the order of 10-20 ns [152, 186].

Similarly as for QDs, hyperfine interaction in IC systems therefore represents a significant

hurdle for realizing long coherence qubits. The most promising avenues for mitigating its

effect on exciton coherence are identical as for QDs: using hole-spin qubits rather than

exciton or electron-spin qubits [134], and building spin free semiconductor hosts. These

considerations triggered the work presented in the last article describing the initialization of

a hole-spin in a ZnSe host.

7.3 Article 3- Hole-spin initialization schemes

The last article presented in this thesis demonstrates ultrafast T ≤ 150 ps and high-fidelity

(F ≥ 98.5 %) initialization of a hole-spin bound to a Te dyad in ZnSe. This is the first

demonstration of qubit initialization for a hole-spin bound to an impurity as previous demon-

strations were realized either with electrons or in QDs [61–63]. Furthermore, one key aspect

of this work is the demonstration of a novel initialization scheme based on the spin-conserving

tunneling of excitons from resonantly excited donor-bound states to a Te dyad with a bound

hole, thus forming a positive trion; the radiative decay of the trion leads to a hole-spin ini-

tialized in a well-defined state. The significant advantage of this scheme compared to those

reported in QDs, is that it does not require a magnetic field, a resonant excitation of the

trion, or the nanofabrication of electrical contacts, but provides nonetheless near-unity fideli-

ties and very rapid initialization times. In the following, I briefly overview the schemes that
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were used for initializing hole-spin in semiconductor QDs in order to discuss quantitatively

the advantage of the scheme elaborated in this last article.

7.3.1 Optical pumping of a hole-spin

Historically, the first demonstrations of optical initialization of both single electron [199] and

hole-spin [61] confined in a QD were realized through optical pumping schemes. However, as

summarized in Ref. [127], there are significant differences between the experimental details

concerning the optical pumping of electron and hole-spin, but we shall only focus here on the

details related to hole-spin initialization. Two configurations of magnetic fields can be used

to initialize a hole-spin: (1) no magnetic field, and (2) magnetic field in Voigt configuration;

both present different advantages and disadvantages, which we describe hereafter.

No magnetic field

In the absence of HH-LH mixing, the optical selection rules of positive trions are restricted

to only two uncoupled transitions, as depicted in Fig. 7.1 (a): |⇑⇓, ↑〉 and |⇑⇓, ↓〉 trion states

are coupled to |⇑〉 and |⇓〉 hole-spin state, respectively; conservation of angular momentum

imposes that these transitions be circularly polarized σ− and σ+, respectively. Consequently,

under a resonant circularly polarized driving field, only one state is optically active while the

other is inactive.

Optical pumping of a hole-spin takes profit of these strict optical selection rules to initial-

ize the hole in the optically inactive state, according to the following picture. Before the

initialization, the hole can be found in either spin state with a 50 % probability. Following

the application of a resonant driving field, if the hole-spin is in the optically active state it

will be excited to the corresponding trion state. Then, the excited trion can either radia-

tively decay back to the initial hole-spin state or transfer to the other trion state, due to the

non-negligible hyperfine interaction between the electron and nuclei spins (γhf ), where it can

radiatively decay in the inactive hole-spin state. The driving field continuously re-pump the

hole in the trion state until it relaxes in the inactive state, and the probability to find the

hole-spin initialized in this latter state thus increases monotonically with time. Due to the

much stronger relaxation time of trions (typically γhf ∼ 1 ns [61]) in comparison to that of

the hole (typically > 100 µs [61, 203]), the relaxation of the hole-spin during the initialization

is a negligible effect.

Using this scheme, initialization fidelities up to 99 % were demonstrated [61] for initialization

times exceeding 100 ns [203]. The disadvantages of this technique are that (1) it is not
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Figure 7.1 (a) The optical pumping schemes require a Λ system where the spin states are
split and are connected to an excited state, here a trion state. (b) In Faraday configuration,
the Λ system is provided by the HH-LH mixing that opens the cross transitions (dashed
lines) radiative channels. (c) In Voigt configuration, the Λ system is provided by the in-plane
magnetic field that mixes the spin-up and -down state.

compatible with previously reported scheme of optical control of a hole-spin based requiring

Λ level structures, rather than uncoupled transitions [53], (2) the efficiency of the initialization

relies on a strong hyperfine interaction, which in turn is detrimental to the coherence time of

the hole-spin, and (3) the initialization time is very long in comparison to trion spontaneous

emission time (typically ranging between 0.5 and 1 ns).

Voigt configuration

Optical pumping in Voigt configuration was developed initially for electron spin in QDs [200,

201], but can be identically used for hole-spins [62, 204], where it allows to circumvent the

disadvantages of the previous configuration. According to the electron and hole Hamiltonians

developed in Chapter 2, a magnetic field in Voigt configuration (perpendicularly to the optical

axis) strongly mixes the spin states, leading to four non-degenerate transitions with rapid

radiative decays (T ∼ 0.5 − 1 ns) (see Fig. 7.1 (b)).

These four transitions form two Λ level structure between two hole-spin states and the trion

states, either of which can be used to initialized the hole-spin (e.g. that define by the gray

area in Fig. 7.1 (b)). The initialization scheme is very similar to that without magnetic field,

as a resonant driving field couples one spin state to one trion state, leaving the other spin

state optically inactive due to the energy mismatch induced by the Zeeman splitting (here

again, this inactive state corresponds to the initialized state). The radiative decay of the

trion can lead to either spin state with similar probabilities; the optically active hole-spin

state is re-pumped until the trion decays in the inactive state.
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The much more efficient path for populating the optically inactive hole-spin state (which does

not require hyperfine interaction) leads to initialization times that can be lowered by two

orders of magnitude, reaching the ns timescale ([62]). The cost of this speed-up is that both

spin states are now coupled to the trion states with the same strength; it is therefore possible

for the initialized spin to be pumped back to the optically active state if the Zeeman splitting

is not strong enough. The fidelities achieved are therefore lower than for the previous scheme,

and requires strong magnetic fields in order to achieve near-unity fidelity. For hole-spins, a

fidelity of 91 % was demonstrated at 6 T [204], but fidelities of 98 % at 1 T were demonstrated

for electron spins [201]. Furthermore, Voigt Configuration brings important complications to

the single-shot read-out of the quantum state, which typically requires uncoupled spin states

to drive cycling transitions [53].

7.3.2 Coherent population trapping

Optical pumping schemes with a single pumping field only allow to initialize a spin in a well-

defined state, either up or down, but no coherent superposition of these two states can be

formed. Initializing a spin-state in an arbitrary superposition of states can be realized using

coherent population trapping, which was demonstrated for electon spins ([195, 205, 206]) and

hole-spins [196].

Coherent population trapping is very similar to optical pumping in the Voigt configuration,

except that a second pumping field resonant with the second transition of the Λ system is

added. The role of this second field is to insure that both spin states are coherently coupled

together. If the power of the second field is set to zero, we have an architecture identical

to the Voigt optical pumping scheme, and the hole is initialized in a well-defined spin state;

if the first field is removed but the second is on, the hole is initialized in the other spin

state, again similarly to the Voigt optical pumping scheme; if the two fields are present

simultaneously, the hole will be initialized in a superposition of the two spin states, with a

up-to-down proportion determined by the ratio between the Rabi pulse area (proportional

to the amplitude and duration of the pulse [207]) of both driving fields.

Determining the fidelity of the superposition is however very challenging as the quantum state

needs to be compared with a numerical simulation that describes the temporal evolution of

the coherent superposition (e.g. by solving the set of optical Bloch equations describing the

system [201, 206]). For NV centers, the fidelity was demonstrated to saturates around 80 %

[206] for initialization time superior to 100 ns.
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Figure 7.2 Ionization of an exciton leads to the initialization a hole in a well-defined spin
state. This scheme is however limited by the exchange interaction between the electron and
hole forming the exciton, as the driving field leads to an exciton in a superposition state
rather than a well-defined state. ([198])

7.3.3 Ionization of excitons

The last scheme of initialization is based on the ionization of an exciton by an electric field

which leaves a single hole initialized in a well-defined spin state. As illustrate in Fig. 7.2, this

scheme can be separated in two steps: (1) a circularly polarized driving field excites either a

J = 1 or J = −1 exciton, and (2) an electric field breaks this exciton, moving the electron

outside the dot. This leaves a single hole initialized in the state defined by the polarization

of the driving field in step (1).

This scheme offers very rapid initialization times (∼ 100 ps), but the fidelity of the initializa-

tion can be strongly compromised by the exchange interaction. Depending on the symmetry

of the QD, electron-hole exchange interaction can mix the J = ±1 exciton states to form

linearly polarized X and Y states, and lift their degeneracy by several hundreds of µeV [122].

For degenerate exciton states, the fidelity of the initialization can be as high as 99.5 %, but

for a 30 µeV splitting the fidelity decreases down to 60 % [198]. This is attributed to the fact

that the circularly polarized pump laser excites a superposition of X and Y eigenstates that

precesses at a frequency proportional to the fine structure splitting (ω = ∆E/h̄). Therefore,

the angular momentum of the pump photons is lost within the radiative lifetime of excitons,

weakening the fidelity of the initialization.

Achieving high-fidelity initialization through ionization of excitons requires to mitigate the

exchange interaction. This can be achieved either by controlling the growth of the underlying

nanostructure in order to raise its symmetry, or by driving a second optical field, slightly

detuned from one of the exciton transition, in order to push it to the same energy as the

other, through the AC Stark effect (ASE) [198, 208].

The important disadvantages of this scheme is therefore the complexity of its implementation,
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because it requires (1) the realization of electrical contacts for ionizing the electron, (2) a

high-power (typically ∼ 100 W/cm2, [198]), laser to realize the AC Stark shift, and (3)

controlling the growth of the QD to minimize the exchange interaction.

7.3.4 Summary of the different initialization schemes

In Table 7.2, I present a brief summary of the initialization times and fidelities for these three

schemes, as well as that developed in the last article of this thesis. I present also a checklist

of the different requirements necessary for each scheme: magnetic field, resonant pumping

fields, and electrical contacts.

Table 7.2 Summary of the different hole-spin initialization scheme used in Qds as well as
that used in the last article. All values are extracted for epitaxial QDs, except coherent
population trapping determined from NV centers in diamond. The references from which
were taken the values are presented in the first column.

Schemes
Initialization

Fidelity
Magnetic Resonant Electrical

time field pumps contacts

Optical pumping
100 ns 99% No Yes No

(B = 0 T) [61, 203]

Optical pumping
1 − 10 ns 91 % % Yes Yes No

(Voigt) [62, 204]

Coherent population
100 ns (NV) 90 % Yes Yes No

trapping [206]

Exciton ionization [198] 100 ps 60-99 % No
Yes

Yes
(pump + ASE)

This work
150 ps 98.5 % No No No

(tunneling)
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CHAPTER 8 CONCLUSION AND RECOMMENDATIONS

The work presented in this thesis studied the dynamics of excitonic complexes bound to iso-

electronic centers in semiconductors in order to evaluate their potential for building optically

addressable qubits. As presented in Section 1.1 the technological interest of realizing opti-

cally addressable qubits is (1) to entangle remote quantum computers or memories inside a

quantum network, and (2) to build quantum repeaters to prevent the loss of photon coherence

in long distance transmission channel.

8.1 Requirements for building optically addressable qubits

In section 1.2, I presented three particular requirements necessary for building optically

addressable qubits that were evaluated in this thesis for all three IC systems (N in GaP and

GaAs and Te in ZnSe).

1. Optical coupling requirement - The first requirement can be separated in two

aspects. Firstly, it is necessary that the quantum state of the qubit be coupled to optical

fields (either in the visible or near-infrared regions of the electromagnetic spectrum),

in order to couple with photons that can be transmitted with low loss through optical

fibers. Secondly, it is necessary that the light-matter coupling of the qubit be strong

enough to allow for efficient transfer of a quantum state from matter to photons, and

vice-versa.

2. Scalability requirement - It is required that the qubit can be replicated in identical

copies, so that increasing the number of qubits inside a network does not require a

fundamental reengineering of the platform. For optically addressable qubits, the most

important aspect of scalability regards the ability to build qubits with identical energy

splittings, so that any added qubit can be easily entangled with the previous qubits.

3. Coherence requirement - Finally, the platform used for implementing the optically

addressable qubits is required to preserve the coherence of quantum states over a period

of time long enough to (1) transfer quantum information from matter to photon states;

(2) transmit the photons to an adjacent node of the quantum network; and (3) reconvert

quantum information to a matter state. Steps (1) and (3) are closely related to the

optical coupling requirement as the efficiency of these transfers influences the time over

which the coherence needs to be preserved.
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The important problematic that this work was addressing is the very challenging task of

finding a qubit platform that respects altogether these three classes of requirements. The

two most promising implementations of optically addressable solid-state qubits previously

studied, self-assembled QDs and NV centers in diamond, both lack one or the other of

these requirements. Self-assembled QDs offer excellent coupling with optical fields, and their

coherence can be enhanced up to 100 ns by using hole-spin qubits [134]; their scalability is

however strongly limited due to the very challenging task of growing homogeneous ensembles

of dots. Impressive long-distance entanglement has been realized with NV centers in diamond,

thanks to their very long coherence time reaching milliseconds at room temperature [209],

but their radiative recombination is however typically an order of magnitude weaker than

QDs [69, 70] and strongly coupled to phonon emission; furthermore, their diamond host is

very difficult to integrate inside optical cavities or other semiconductor heterostructures.

In the following I will describe, in light of the results obtained in this thesis, to what extent

exciton and spin qubits bound to ICs fulfill these different requirements.

8.1.1 Exciton qubits bound to N ICs in GaP

Optical coupling requirement

The optical coupling of excitons, described by the rate of spontaneous emission, for all con-

figurations of N ICs in GaP, is at least two order of magnitude weaker than that of excitons

confined in QDs, ranging between Γ−1
rad = 200 and 700 ns. This low optical coupling is

attributed to the indirect band gap of the semiconductor host.

Scalability requirement

The inhomogeneous broadening of N-bound excitons in GaP is less than ∼ 50 µeV (limited

by the resolution of our experimental detection setup). This high homogeneity, in comparison

with self-assembled QDs, demonstrates that atomic-size defects such as ICs allows for a much

more promising scalability.

Coherence requirement

The relaxation rates extracted through balance of population modeling of excitons PL decay

depend significantly on the configuration of the ICs: shallower centers (A-line and NN6)

typically present relaxation rates one order of magnitude weaker than their radiative decay

(Γ−1
ij ∼ 10 ns), while those associated to deeper centers (NN1−4) are at least three orders of

magnitude weaker than their radiative decay (Γ−1
ij ∼ 0.5 ns). These rapid exciton transfers,

attributed to hyperfine interaction between the spin moments of nuclei and electrons, strongly

compromise the potential fo N-bound excitons in GaP for building optically addressable



124

qubits. The exciton dephasing has not been studied in this thesis.

8.1.2 Exciton qubits bound to N dyads in GaAs

Optical coupling requirement

The spontaneous emission time of every bright state forming the fine structure of NN1 (only

this N related ICs was studied in this thesis) ranges between 200 and 700 ps. These values

are of the same order than those reported in QDs and are one order of magnitude larger than

NV centers. This radiative decay rate has been confirmed by resonant PL measurements

[74].

Scalability requirement

The inhomogeneous broadening of excitons bound to N dyads (∼ 100 µeV ) is slightly superior

in GaAs than it is in GaP, according to our PL spectra. However, this inhomogeneity is not

attributed to an intrinsic difficulty to build identical N ICs (e.g. ICs presenting similar

deformation crystal-fields), and could easily be mitigated by improving the growth of the

GaAs host. The optical homogeneity is however still orders of magnitudes superior than that

of QDs and comparable to that of NV centers.

Coherence requirement

Two important mechanisms were identified for exciton relaxation: hyperfine interaction and

LA phonon mediated transfers between HH and LH exciton states. The latter mechanism

strongly dominates, leading to rates of relaxation typically one order of magnitude faster

than the radiative decay. This mechanisms is not observed in epitaxial QDs du to the

important splitting between HH and LH states (∼ 50 meV ); therefore, lifting the HH-LH

near-degeneracy (e.g. with a bi-axial strain) could allow for strongly improving the relaxation

rate of excitons. On the other hand, the rate of relaxation mediated by hyperfine interaction

is comparable to that observed in QDs (typically ∼ 10 ns). In a work realized in parallel to

that reported in this thesis, it was establish that the dephasing time (T ∗
2 ) of excitons bound

to N dyads in GaAs corresponds to ∼ 115 ps [74].

8.1.3 Spin qubits bound to Te dyads in ZnSe

Optical coupling requirement

The spontaneous emission of trions bound to Te dyads in ZnSe is estimated to be faster than

50 ps, as our determination was limited by the temporal resolution of our detector. This is

one of the key aspect that has allowed to achieve initialization with near-unity fidelities, as
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no spin-flip are expected on such short timescales. It would however be very interesting to

evaluate exactly the rate of radiative decay; preliminary works on the exciton have revealed,

using resonantly driven Rabi oscillations similar as in Ref. [74], that the lifetime of excitons

bound to Te dyads might be as low as 10 ps.

Scalability requirement

The inhomogeneous broadening of Te dyads is more important than both previous systems,

but is hard to estimate because the emission from different dyad configurations overlap. The

inhomogeneity is attributed to the presence of defects in the host and could be mitigated by

improving the growth techniques; highly homogeneous emission characteristic of atomic-size

defects is expected for high quality ZnSe hosts.

Coherence requirement

Although decoherence mechanisms were not studied in this work, they are expected to be

less important than in previous systems, because (1) contrary to excitons, coherence of spin

states is not limited by their radiative decay, (2) most isotopes of Zn, Se, and Te present

vanishing nuclear spins, and (3) hyperfine interaction is strongly quenched for hole-spins. It

would be however very interesting, in future works to evaluate precisely the rate of relaxation

and dephasing associated to these hole-spin qubits, to establish a basis of comparison with

QDs and nV centers.

8.1.4 Summary of the different qubits performances

A summary of the physical properties describing each of these requirements, radiative lifetime

for optical coupling, inhomogeneous broadening for scalability, and relaxation and dephasing

(not measured in this thesis) times for coherence (T1 and T ∗
2 , respectively), is presented in

Table 8.1 for all ICs studied in this work; exciton and spin qubits in QDs and spin qubits

bound to NV centers are also presented to offer a basis of comparison.

8.2 Outlook

Although significant advances were realized for understanding the dynamics of exciton qubits

bound to ICs, it appears in light of this work that the most promising IC system for realizing

optically addressable qubits are hole-spins bound to Te dyads. Firstly, the coherence time

of spin qubits is not limited by their spontaneous emission; furthermore, hole-spin in a

nuclear spin-free semiconductor host should lead to long coherence and relaxation times.

Consequently, the following steps of the work presented in this thesis consist, in my opinion,
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Table 8.1 Summary of the different systems considered for hosting optically addressable
qubits in this thesis and in most studied platforms in the literature (self-assembled quantum
dots and NV centers). ∗ indicates values taken at room temperature, N/A indicates a value
that is still lacking.

System
Type of Radiative Inhomogeneous Relaxation Dephasing
qubit time (ns) broad. (meV) time T1 (ns) time T ∗

2 (ns)

N in GaP Exciton 100-500 < 0.05 0.5 N/A

N in GaAs Exciton 0.2-0.7 ∼ 0.1
< 0.5 (LA)

0.1 [74]
∼ 10 ns (hyp.)

Te ZnSe Hole-spin < 0.05 ∼ 1 N/A N/A

InAs QDs Exciton 0.5-1.0 [57] ∼ 50 [65] 20 [152] 0.04 [57]

InAs QDs Spin
(e−)

0.5-1.0 [58] ∼ 50 [65]
20 [152] 10 [59]

(h) >1e5 [61] 100 [134]

NV centers Spin 10 ns [69] ∼ 0.1 [66] ∼ ms∗[209] ∼ ms∗ [66]

to further evaluate the potential of these hole-spin qubits. The most important aspects

regarding this task are the following.

1- Evaluating the rates of radiative decay, relaxation and dephasing

The initialization of hole-spins that was demonstrated in this thesis presents very interesting

fidelity and initialization time. Significant informations are however still lacking to clearly

evaluate the potential of this system for building efficient optically addressable qubits, and

further efforts should be devoted to identify the rates of radiative decay, relaxation and

dephasing.

Investigations of these important characteristics have been initiated recently. Firstly, clear

identification of radiative decay rate are expected to be determined through resonantly driven

Rabi oscillations between the hole and trion states, similarly to that of Ref. [74]. Secondly,

the rate of hole-spin relaxation could be evaluated through pump-probe measurements, where

the pump initializes the spin and the probe (controlled with an adjustable delay line) reads-

out its state after a precise time delay, such as in Ref. [61]. Relaxation could also be

evaluated through the rate of nuclear polarization induced by the hyperfine interaction, as

in Ref. [134, 210]. Finally, dephasing rates could be evaluated by measuring the visibility

of the quantum interference in a coherence population trapping experiment, similarly as was
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realized for a hole-spin confined in a QD (Ref. [196]). It could as well be evaluated through

time-resolved pump-probe Kerr rotation in ensemble measurements, as in Ref. [193].

2- Optical control and single-shot readout of the spin state

The next important step toward the realization of IC-based optically addressable qubits is to

demonstrate coherent control and single-shot readout of the spin state. Although single-shot

readout could be realized without important complications by resonantly scattering light on

either of the uncoupled trion transitions (see Ref. [53]), the realization of optical control

appears challenging. Indeed previous schemes used for optically controlling spin qubits in

QDs require a Λ level configuration [53], e.g. using a magnetic field in Voigt configuration,

which is not compatible with the uncoupled trion transitions required for the single-shot

readout. However, due to the strong similarity between ICs and QDs, the recent efforts

devoted to allow control and read-out of spin qubits in QDs under the same magnetic field

configuration [211–215] could be applied to spin qubits bound to ICs.
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APPENDICE A Td - symmetry operations and character table

[001]

[111]

Figure A.1 An isolated-atom IC (pink atom) presents a Td symmetry inside a zinc-blende
host. The symmetry point group describing the defect and its host includes 24 operations.

The Td point group is composed of 24 symmetry elements (see Fig. A.1) which are separated

in 5 classes:

E Identity (1 operation);

C3 Clockwise and counterclockwise rotations of 2π/3 about the 〈1 1 1〉 directions

(8 operations);

C2 Rotations of π about the 〈1 0 0〉 axes (3 operations)

S4 Improper rotations of π/2 about the 〈1 0 0〉 axes (6 operations)

σd Reflections across the {1 1 0} family of planes (6 operations)

In addition to these crystal elements symmetries, the half-integers spin of the electrons,

which is invariant under 4π rotations, doubles the number of symmetry elements. 9 of these

elements are added to existing classes:C2R (3 operations) and σdR (6 operations); and 15

form three new classes of operations:

R Spin state rotation around the quantization axis (1 operation);

C3R C3 transformations added to the R spin rotation (8 operations);

S4R S4 transformation added to R spin rotation (6 operations)

C2R (3 operations) and σdR (6 operations) do not form new classes of operations, because

they belong to the existing C2 and σd classes, respectively.
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The character table of the Td double group is presented in Table A.1. In the last column

of the table are presented basic functions that transform according to the corresponding

representation. x, y, z stand for the spatial coordinates, lx, ly, lz for the components of angular

momentum vectors, (α, β) for the up and down spinors of s-type electrons, and φ1−4 for the

angular wave-function of p-type electrons.

Table A.1 The Td double group character table presents 7 irreducible representations, among
which two corresponds to the symmetry representation of s-type conduction electrons (Γ6)
and light- and heavy-holes (Γ8). Space and angular momentum vectors transform according
to the Γ4 and Γ5 representations, respectively.

Td E R 8C3 8C3R 3C2 6S4 6S4R 6σd Basis functions
3C2R 6σdR

Γ1 1 1 1 1 1 1 1 1 x2 + y2 + z2

Γ2 1 1 1 1 1 -1 -1 -1 lxlylz
Γ3 2 2 -1 -1 2 0 0 0

Γ4 3 3 0 0 -1 -1 -1 1 (x, y, z)
Γ5 3 3 0 0 -1 1 1 -1 (lx, ly, lz)

Γ6 2 -2 1 -1 0
√

2 -
√

2 0 (α, β)
Γ7 2 -2 1 -1 0 -

√
2

√
2 0

Γ8 4 -4 -1 1 0 0 0 0 (φ1−4)

The wave-function of excitons is obtained by taking the direct product of the electron and

hole symmetry representations (Γ6 and Γ8, respectively):

ΓX = Γe ⊗ Γh = Γ6 ⊗ Γ8 = Γ3 ⊕ Γ4 ⊕ Γ5, (A.1)

Excitons bound to isolated-impurity ICs thus present a fine structure separated in three

sub-spaces corresponding to one doublet (Γ3) and two triplets (Γ4,5). Understanding the

strong difference in the intensity of these transitions requires to evaluate the strength of their

coupling to the electromagnetic field, which is presented in the following section.



156

APPENDICE B C2v - symmetry operations and character table

Anion

Cation

IC

Z [001]

X
[110]

[010]

Y

Y
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X
[101]

Out-of-plane

Figure B.1 Dyad (green atoms) presenting a C2v symmetry inside a zinc-blende host. The
symmetry point group describing the defect and its host includes 8 operations.

The C2v double point group presents 4 spatial symmetry elements and as much spin symmetry

elements (see Fig. B.1 (b)), that form 5 classes of symmetry operations:

E Identity (1 operation);

R Spin state rotation of 2π around the quantization axis (1 operation).

C2/C2R π rotation around axis C2 (2 operations);

σv/σvR Reflection across the plane normal to the dyad (2 operations);

σv′/σv′R Reflection across the plane defined by the dyad and the C2 axis (2 operations);

C2R, σvR and σv′R correspond to C2, σv and σv′ operations followed by a spin rotation. All

these symmetry operations form the character table presented in Table B.1:

HH and LH excitonic states are each obtained by the direct product of the electron and hole

representations, which here corresponds to the product of the Γ5 representation with itself:

Γ5 ⊗ Γ5 = Γ1 ⊕ Γ2 ⊕ Γ3 ⊕ Γ4. (B.1)

The exciton fine structure associated to C2v dyads is therefore formed of 8 non-degenerate
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Table B.1 The C2v double group character table presents 5 classes of symmetry represen-
tations, where the spatial coordinates x, y, and z are all non-equivalent, as they transform
according to different representation. Half-integer spin states all belong to the Γ5 represen-
tation.

Td E C2 σv σv′ R Basis functions
C2R σvR σv′R Basis functions

Γ1 1 1 1 1 1 z
Γ2 1 -1 1 -1 1 Rz

Γ3 1 -1 -1 1 1 x, Ry

Γ4 1 1 -1 -1 1 y, Rx)

Γ5 2 0 0 0 -2
(α, β)
(φ1−4)

exciton states separated in 2 sub-spaces of 4 non-degenerate states belonging to the Γ1, Γ2, Γ3,

and Γ4: one subset corresponding to LH excitons, and the other associated to HH excitons.


