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v  
RRÉÉSSUUMMÉÉ   Le sujet général de la thèse de doctorat présentée réside dans la recherche sur des nouvelles méthodes dans le domaine de l’imagerie aux micro-ondes, en particulier l’imagerie passive aux ondes millimétriques, qui est aussi connue sous le nom d’imagerie radiométrique. Cette dernière technique est utilisée pour former une image d’une scène particulière en capturant la radiation électromagnétique émise naturellement par chaque objet à la bande de fréquence des micro-ondes / ondes millimétriques, similaire à la façon dont une photographie est prise en capturant la radiation aux fréquences optiques. De cette façon, une image d’ondes millimétriques peut être formée et utilisée pour tracer différentes caractéristiques de la scène ou de l’objet, qui sont implicites à la bande de fréquences des micro-ondes / ondes millimétriques. L’imagerie à ondes millimétriques représente un des sujets d’actualité des plus prometteurs dans le domaine de la conception des capteurs à haute fréquence. L’utilité de cette technique réside surtout dans les particularités des phénomènes de l’atténuation atmosphérique permettant aux ondes millimétriques de pénétrer à travers une grande variété de conditions de mauvaise visibilité, comme par exemple la brume, le brouillard, les nuages, la fumée et les tempêtes de sable, ainsi que la capacité de se propager à travers des vêtements et certains autres matériaux. Outre ces avantages par rapport aux systèmes infrarouges ou optiques, les systèmes à ondes millimétriques surpassent les systèmes micro-ondes à plus basse fréquence par leurs longueurs d’ondes plus petites permettant d’atteindre une plus haute résolution. Pour leur mise en application, des fenêtres de propagation à 35, 77, 94, 140 et 220 GHz ont été assignées. Les domaines d’application présents et futurs sont principalement associés aux infrastructures militaires et commerciales. Ceux-ci englobent la surveillance, la navigation et la technologie automobile, ainsi que l’atterrissage des avions et le suivi de la circulation dans le brouillard sur les autoroutes. De plus, la demande de plus en plus grande en systèmes de détection de sécurité aux aéroports et d’autres lieux publics crée une demande toujours plus grande en scanners automatisés en temps réel dotés des caractéristiques suivantes : ne présenter aucun risque pour la santé, générer un nombre 



vi  réduit de fausses alertes et permettre la détection des armes cachées ou des objets dangereux à travers les vêtements. Cette dernière caractéristique recherchée désigne l’imagerie aux ondes millimétriques comme choix approprié. En outre, les ondes millimétriques sont appliquées à l’imagerie biomédicale comme dans la localisation des points chauds, des tumeurs ou d’autres anomalies dans le corps humain. Des applications supplémentaires consistent dans l’essai non-destructif des matériaux et des examens géologiques comme l’observation de l’atmosphère de la Terre, la détection des marées noires, la recherche sur l’activité des volcans ou la météorologie. Le développement de tels systèmes à ondes millimétriques à haute performance présente un grand défi technologique, et un certain nombre de systèmes récents ont été réalisés. L’acquisition d’une image millimétrique peut être effectuée de plusieurs façons différentes, avec la méthode la plus simple, mais aussi la plus lente, qui consiste en un scan mécanique 
x-y de la région d’intérêt en utilisant un récepteur simple, contrairement à un réseau à plan focal avec un grand nombre d’éléments de détection entièrement indépendants dans le plan focal d’une lentille ou d’un réflecteur d’imagerie opérant en parallèle et par conséquent à une vitesse d’acquisition plus élevée et souvent à temps réel. Quelques systèmes utilisent aussi une combinaison plus coûteuse des deux méthodes, et l’approche moins utilisée présentement et plus complexe basée sur les réseaux de phase représente une autre possibilité pour l’acquisition d’une image à ondes millimétriques. Toutefois, les présents systèmes de pointe nécessitent presque toujours un compromis entre un système de réseau à plan focal coûteux et un système de scan mécanique moins coûteux, plus encombrant et plus lent. Présentement, un nombre important de limitations technologiques est rencontré dans la conception des récepteurs opérant aux fréquences millimétriques. Les amplificateurs à faible bruit aux fréquences millimétriques sont coûteux et sujet à une consommation d’énergie très élevée à cause de leur faible efficacité, ce qui entraîne un problème de dissipation de chaleur surtout pour des réseaux à plan focal à taille compacte et haute densité avec un grand nombre de canaux de récepteurs en parallèle. En évitant ce problème au moyen d’un récepteur hétérodyne, l’utilisation des oscillateurs externes avec une puissance adéquate devient nécessaire, ce qui, encore une fois, introduit une conception difficile et coûteuse à haute fréquence et augmente en plus 



vii  les dimensions des circuits, puisqu’un oscillateur externe doit être intégré avec chaque élément de récepteur. Par conséquent, les directions possibles de recherche future sont dans le développement des systèmes de réseau à plan focal à haute fréquence et temps réel, qui sont efficaces en termes de coût et compacts au niveau des dimensions. Une approche novatrice réside dans l’utilisation des ainsi nommés mélangeurs auto-oscillants dans les récepteurs hétérodynes d’imagerie de haute fréquence. Les mélangeurs auto-oscillants représentent un choix excellent pour un tel concept car la source oscillante et le mélangeur sont tous deux combinés dans un seul composant. Outre la réduction du nombre de composants, ils offrent plusieurs avantages comme leur consommation d’énergie plus basse et la possibilité d’une intégration simple et directe dans des circuits micro-ondes monolithiques intégrés. Une extension à la technique standard du mélangeur auto-oscillant est l’opération subharmonique : au lieu de mélanger l’énergie incidente millimétrique radiofréquence avec la fondamentale de la fréquence d’oscillation, une harmonique de la fréquence d’oscillation est utilisée. De cette façon, les limitations des présents systèmes de réseaux à plan focal peuvent être surmontées, car d’une part un récepteur hétérodyne plus efficace peut être utilisé avec l’oscillateur intégré dans le mélangeur, qui d’un seul coup résout le problème mentionné ci-haut de la dissipation de chaleur et des dimensions du circuit. D’autre part une puissance d’oscillation suffisante peut être atteinte en se servant de l’opération subharmonique parce que la génération du signal d’oscillation à une fraction de fréquence de celle du signal radiofréquence est beaucoup moins problématique. Dans ce projet, un système d’imagerie passif complet à 35 GHz basé sur la technique des mélangeurs auto-oscillations subharmoniques mentionnés ci-haut est proposé. Le travail de recherche dans cette thèse de doctorat se concentre en particulier sur la conception, la mise en opération, et le test expérimental des mélangeurs auto-oscillants subharmoniques. Le circuit final de mélangeur auto-oscillant à 35 GHz est finalement intégré dans un simple système d’imagerie basé sur le scan mécanique avec un récepteur simple afin de prouver la fonctionnalité de la technique des mélangeurs auto-oscillants dans le cadre des systèmes d’imagerie millimétrique. Ce premier environnement de test d’imagerie millimétrique sert 



viii  de base pour la recherche future dans le domaine. Les travaux futurs incluent la parallélisation de ces récepteurs dans un réseau à plan focal, et aussi l’adaptation du concept à des fréquences plus élevées, en particulier à 94 GHz, afin d’atteindre une résolution plus précise et des systèmes plus compacts. Le présent travail a été effectué en trois étapes majeures de conception avec, en premier lieu, la recherche profonde sur les mélangeurs auto-oscillants et leur mise en opération en mode subharmonique. Cette étape a été réalisée en réalisant un prototype à basse fréquence, soit à 5.8 GHz, afin de bien pouvoir analyser et optimiser le design et a ensuite été transféré à une fréquence de 35 GHz. En deuxième lieu le travail présenté consiste du développement d’un récepteur basé sur le concept de mélangeur auto-oscillant, et, en troisième lieu, l’intégration de ce récepteur dans un système complet d’imagerie de scan mécanique à 35 GHz est effectuée. 
  



ix  
AABBSSTTRRAACCTT  

 The broad topic of the presented Ph.D. thesis consists in the research on novel methods in the field of microwave imaging, in particular the so-called passive millimetre-wave imaging, which is also referred to as radiometric imaging. This latter technique is used to form an image of a particular scene by means of sensing the natural electromagnetic radiation emitted by any object at microwave / millimetre-wave wavelengths, similar to the way in which a photograph is captured by sensing the radiation occurring at optical wavelengths. In this way, different characteristics of the observed scene or object, which are inherent to the microwave / millimetre-wave frequency range, can be mapped in the form of an image.  Millimetre-wave imaging represents one of today’s most promising research topics in the field of high frequency sensor design. The usefulness of this technique lies in particular in the peculiarities of atmospheric attenuation phenomenologies allowing millimetre-waves to penetrate through a variety of low-visibility conditions such as haze, fog, clouds, smoke, and sandstorms and furthermore in the ability to propagate through clothing and a number of other materials. Together with these advantages over infrared and optical systems, moreover, millimetre-wave systems outperform imagers at the lower microwave frequency range due to their smaller wavelengths and the thus achievable higher resolution. For their implementation, propagation windows at 35, 77, 94, 140, and 220 GHz are generally allocated. Present and future applications consist in both military and commercial infrastructure fields such as in surveillance, navigation, and automotive technology, as well as aircraft landing or highway traffic monitoring in fog. Moreover, the ever increasing demand for security screening systems at airports and other public environments creates a growing need for health-hazardless automated real-time scanners with minimized false alarms, and millimetre-wave imaging offering the ability to detect concealed weapons or hazardous objects through clothing material represents an excellent choice for this purpose. Furthermore, millimetre-wave imaging is applied to biomedical imaging such as the location of hot spots, tumours, or other anomalies in the body. Additional applications 



x  consist in non-destructive material testing and geological examinations such as the sensing of the Earth’s atmosphere, oil spill detection, research on volcano activity, or meteorology. The development of such high-performance millimetre-wave imaging systems presents a great technological challenge and a number of recent systems have been demonstrated. The acquisition of a millimetre-wave image can be performed in several ways, with the simplest but also slowest method being a mechanical x-y raster scan of the area of interest using a single receiver as opposed to a focal plane array (FPA) system employing an array of many entirely independent detector elements in the focal surface of an imaging lens or reflector working in parallel and therefore at higher and often real-time acquisition speed. Some systems also employ a more cost-effective combination of both methods, and the currently less employed and more complex phased-array approach represents another possibility for the acquisition of a millimetre-wave image. However, present state-of-the-art systems almost always require a trade-off between a cost-intensive real-time FPA imager and lower-cost bulkier and slower mechanical scanning systems. Currently, a number of technological limitations are encountered in the design of receivers operating at millimetre frequencies. Low-noise amplifiers (LNA) at millimetre-wave frequencies are cost-intensive and subject to high power consumption due to their low efficiency, which results in a heat dissipation problem especially for compact-size high-density FPAs with a large number of parallel receiver channels. Avoiding this problem by using a heterodyne receiver requires the use of external local oscillators (LO) with adequate power, which, once again, introduces a difficult and cost-intensive design at high frequencies and moreover increases circuit size as an external LO has to be implemented on each receiver element. Consequently, future research aims for the development of cost-effective, compact size high-frequency real-time FPA systems overcoming these limitations. A novel approach consists in the use of so-called self-oscillating mixers (SOMs) in high-frequency heterodyne millimetre-wave imaging receivers. SOMs are excellent choices for such a design as both the oscillating source and the mixer are combined in one single device. In addition to the reduction in component number, they offer numerous advantages such as their lower power consumption and the possibility of simple and straight-forward integration into microwave monolithic integrated circuits (MMICs). 



xi  An extension to the standard SOM technique is given by subharmonic operation: instead of mixing the incoming millimetre-wave radio frequency (RF) signal with the fundamental LO frequency, a harmonic of the LO frequency is used. In this way, the limitations of current FPA systems may be overcome, as on one hand, a more efficient heterodyne receiver can be used with the external LO being integrated in the mixer, which simultaneously solves the previously mentioned heat dissipation and circuit size problem. On the other hand, adequate LO power can be generated by employing subharmonic operation, thus generating the LO signal at a frequency of only a fraction of the RF input, where its generation is much less problematic. In this project, a complete passive millimetre-wave imager at 35 GHz based on the previously described subharmonic SOM technique is proposed. The research work in this Ph.D. thesis focuses in particular on the design, implementation, and experimental testing of subharmonic SOMs. The final 35 GHz SOM circuit is eventually implemented into a straight-forward mechanical raster scanning imaging system based on a single-element receiver in order to prove functionality of the SOM technique in the framework of millimetre-wave imaging systems. This first millimetre-wave imaging test-bed serves as the base for future research in the field. Future work includes the parallelization of these receivers in the form of an FPA system, and also the task of pushing the design toward higher frequencies, in particular 94 GHz, for achieving higher image resolutions and more compact-sized imagers. The presented work has been carried out in three major design steps with 1) the extensive research on SOMs and their subharmonic implementation using a low-frequency prototype at 5.8 GHz as a means of design optimization and verification and its subsequent scaling to the final design frequency of 35 GHz, 2) the development of a single-element receiver based on the successfully implemented subharmonic SOM design, and 3) the integration of the receiver into a complete mechanical scanning imaging system at 35 GHz. 
 

  



xii  
CCOONNDDEENNSSÉÉ  EENN  FFRRAANNÇÇAAIISS   Le sujet général de la thèse de doctorat présentée réside dans la recherche sur des nouvelles méthodes dans le domaine de l’imagerie aux micro-ondes, en particulier l’imagerie passive aux ondes millimétriques, qui est aussi connue sous le nom d’imagerie radiométrique. Cette dernière technique est utilisée pour former une image d’une scène particulière en capturant la radiation électromagnétique émise naturellement par chaque objet à la bande de fréquence des micro-ondes / ondes millimétriques, similaire à la façon dont une photographie est prise en capturant la radiation aux fréquences optiques. De cette façon, une image d’ondes millimétriques peut être formée et utilisée pour tracer différentes caractéristiques de la scène ou de l’objet, qui sont implicites à la bande de fréquences des micro-ondes / ondes millimétriques. L’imagerie à ondes millimétriques représente un des sujets d’actualité des plus prometteurs dans le domaine de la conception des capteurs à haute fréquence. L’utilité de cette technique réside surtout dans les particularités des phénomènes de l’atténuation atmosphérique permettant aux ondes millimétriques de pénétrer à travers une grande variété de conditions de mauvaise visibilité, comme par exemple la brume, le brouillard, les nuages, la fumée et les tempêtes de sable, ainsi que la capacité de se propager à travers des vêtements et certains autres matériaux. Outre ces avantages par rapport aux systèmes infrarouges ou optiques, les systèmes à ondes millimétriques surpassent les systèmes micro-ondes à plus basse fréquence par leurs longueurs d’ondes plus petites permettant d’atteindre une plus haute résolution. Pour leur mise en application, des fenêtres de propagation à 35, 77, 94, 140 et 220 GHz ont été assignées. Les domaines d’application présents et futurs sont principalement associés aux infrastructures militaires et commerciales. Ceux-ci englobent la surveillance, la navigation et la technologie automobile, ainsi que l’atterrissage des avions et le suivi de la circulation dans le brouillard sur les autoroutes. De plus, la demande de plus en plus grande en systèmes de détection de sécurité aux aéroports et d’autres lieux publics crée une demande toujours plus grande en scanners automatisés en temps réel dotés des caractéristiques suivantes : ne présenter aucun risque pour la santé, générer un nombre 



xiii  réduit de fausses alertes et permettre la détection des armes cachées ou des objets dangereux à travers les vêtements. Cette dernière caractéristique recherchée désigne l’imagerie aux ondes millimétriques comme choix approprié. En outre, les ondes millimétriques sont appliquées à l’imagerie biomédicale comme dans la localisation des points chauds, des tumeurs ou d’autres anomalies dans le corps humain. Des applications supplémentaires consistent dans l’essai non-destructif des matériaux et des examens géologiques comme l’observation de l’atmosphère de la Terre, la détection des marées noires, la recherche sur l’activité des volcans ou la météorologie. Le développement de tels systèmes à ondes millimétriques à haute performance présente un grand défi technologique, et un certain nombre de systèmes récents ont été réalisés. L’acquisition d’une image millimétrique peut être effectuée de plusieurs façons différentes, avec la méthode la plus simple, mais aussi la plus lente, qui consiste en un scan mécanique 
x-y de la région d’intérêt en utilisant un récepteur simple, contrairement à un réseau à plan focal avec un grand nombre d’éléments de détection entièrement indépendants dans le plan focal d’une lentille ou d’un réflecteur d’imagerie opérant en parallèle et par conséquent à une vitesse d’acquisition plus élevée et souvent à temps réel. Quelques systèmes utilisent aussi une combinaison plus coûteuse des deux méthodes, et l’approche moins utilisée présentement et plus complexe basée sur les réseaux de phase représente une autre possibilité pour l’acquisition d’une image à ondes millimétriques. Toutefois, les présents systèmes de pointe nécessitent presque toujours un compromis entre un système de réseau à plan focal coûteux et un système de scan mécanique moins coûteux, plus encombrant et plus lent. Présentement, un nombre important de limitations technologiques est rencontré dans la conception des récepteurs opérant aux fréquences millimétriques. Les amplificateurs à faible bruit aux fréquences millimétriques sont coûteux et sujet à une consommation d’énergie très élevée à cause de leur faible efficacité, ce qui entraîne un problème de dissipation de chaleur surtout pour des réseaux à plan focal à taille compacte et haute densité avec un grand nombre de canaux de récepteurs en parallèle. En évitant ce problème au moyen d’un récepteur hétérodyne, l’utilisation des oscillateurs externes avec une puissance adéquate devient nécessaire, ce qui, encore une fois, introduit une conception difficile et coûteuse à haute fréquence et augmente en plus 



xiv  les dimensions des circuits, puisqu’un oscillateur externe doit être intégré avec chaque élément de récepteur. Par conséquent, les directions possibles de recherche future sont dans le développement des systèmes de réseau à plan focal à haute fréquence et temps réel, qui sont efficaces en termes de coût et compacts au niveau des dimensions. Une approche novatrice réside dans l’utilisation des ainsi nommés mélangeurs auto-oscillants dans les récepteurs hétérodynes d’imagerie de haute fréquence. Les mélangeurs auto-oscillants représentent un choix excellent pour un tel concept car la source oscillante et le mélangeur sont tous deux combinés dans un seul composant. Outre la réduction du nombre de composants, ils offrent plusieurs avantages comme leur consommation d’énergie plus basse et la possibilité d’une intégration simple et directe dans des circuits micro-ondes monolithiques intégrés. Une extension à la technique standard du mélangeur auto-oscillant est l’opération subharmonique : au lieu de mélanger l’énergie incidente millimétrique radiofréquence avec la fondamentale de la fréquence d’oscillation, une harmonique de la fréquence d’oscillation est utilisée. De cette façon, les limitations des présents systèmes de réseaux à plan focal peuvent être surmontées, car d’une part un récepteur hétérodyne plus efficace peut être utilisé avec l’oscillateur intégré dans le mélangeur, qui d’un seul coup résout le problème mentionné ci-haut de la dissipation de chaleur et des dimensions du circuit. D’autre part une puissance d’oscillation suffisante peut être atteinte en se servant de l’opération subharmonique parce que la génération du signal d’oscillation à une fraction de fréquence de celle du signal radiofréquence est beaucoup moins problématique. Dans ce projet, un système d’imagerie passif complet à 35 GHz basé sur la technique des mélangeurs auto-oscillations subharmoniques mentionnés ci-haut est proposé. Le travail de recherche dans cette thèse de doctorat se concentre en particulier sur la conception, la mise en opération, et le test expérimental des mélangeurs auto-oscillants subharmoniques. Le circuit final de mélangeur auto-oscillant à 35 GHz est finalement intégré dans un simple système d’imagerie basé sur le scan mécanique avec un récepteur simple afin de prouver la fonctionnalité de la technique des mélangeurs auto-oscillants dans le cadre des systèmes d’imagerie millimétrique. Ce premier environnement de test d’imagerie millimétrique sert 



xv  de base pour la recherche future dans le domaine. Les travaux futurs incluent la parallélisation de ces récepteurs dans un réseau à plan focal, et aussi l’adaptation du concept à des fréquences plus élevées, en particulier à 94 GHz, afin d’atteindre une résolution plus précise et des systèmes plus compacts (Figure 0.1).  

 Figure 0.1 Système d’imagerie à réseau focal: La radiation électromagnétique émise naturellement par un objet est reçue par un capteur à haute sensibilité à réseau focal. Ensuite, les signaux sont convertis à une bande de fréquence intermédiaire et évalués par un système d’ordinateur ou de processeur digital.  Le présent travail a été effectué en trois étapes majeures de conception avec, en premier lieu, la recherche profonde sur les mélangeurs auto-oscillants et leur mise en opération en mode subharmonique, en deuxième lieu le développement d’un récepteur basé sur le concept de mélangeur auto-oscillant, et, en troisième lieu, l’intégration de ce récepteur dans un système complet d’imagerie de scan mécanique à 35 GHz. 
CCOONNCCEEPPTTIIOONN  DD’’UUNN  MMÉÉLLAANNGGEEUURR  AAUUTTOO--OOSSCCIILLLLAANNTT  

Le travail principal de la thèse de doctorat présentée se situe au niveau de la première étape, soit la recherche détaillée sur les mélangeurs auto-oscillants à ondes millimétriques et leurs équivalents subharmoniques. Une analyse détaillée de leur conception, des techniques spécifiques pour leur simulation, des techniques appropriées pour leurs mesures afin de pouvoir qualifier leur performance, et leur applicabilité pratique dans une variété d’applications est effectuée, gardant toujours à l’esprit leur utilisation finale dans 



xvi  un système d’imagerie passive aux ondes millimétriques, guidant l'optimisation en performance et les paramètres de conception en fonction de cette application. Comme nous l’avons déjà mentionné, les mélangeurs auto-oscillants représentent un choix excellent pour le développement des architectures de récepteurs de radiomètre compacts à faible coût, étant donné que la source oscillante et le mélangeur sont combinés dans un seul dispositif, tel que démontré dans l’exemple d’un radiomètre à puissance totale dans la Figure 0.2. Ceci résulte en un nombre de composants réduit, une consommation d’énergie plus basse, et la possibilité d’une intégration simple dans des circuits monolithiques intégrés à micro-ondes. Dans des travaux réalisés pendant les dernières décennies, les mélangeurs auto-oscillants ont été réalisés en utilisant des diodes et des transistors. Par contre, la capacité d’atteindre un gain de conversion en utilisant des transistors comme dispositifs actifs et leur développement technologique récent dans la bande de fréquence des ondes millimétriques a favorisé leur adoption, au point où ils sont devenus les dispositifs les plus fréquemment utilisés.   

  Figure 0.2 a) Structure d’un récepteur de radiomètre à puissance totale, b) substitution du mélangeur conventionnel par un mélangeur auto-oscillant.  Comme nous l’avons décrit précédemment, une extension à la technique standard des mélangeurs auto-oscillants est l’opération subharmonique, laquelle s’avère particulièrement bien adaptée pour les applications dans la bande des ondes 

a) 

b) 



xvii  millimétriques. En utilisant cette technique, le transistor doit avoir un gain seulement à la fréquence fondamentale de l’oscillateur local, ce qui réduit dramatiquement les exigences à la fréquence maximale du transistor et représente ainsi un choix excellent pour la conception des systèmes à ondes millimétriques, tel qu’expliqué précédemment. L’opération subharmonique peut être réalisée à l’aide d’une structure balancée. De cette façon, d’une part soit les produits de mélange pairs ou impairs peuvent être augmentés, et d’autre part certains produits de mélange pas désirés peuvent être éliminés de la sortie.  De plus, les structures balancés offrent une isolation RF-LO inhérente ainsi que plusieurs autres avantages importants tel qu’un bruit AM plus faible, l’élimination des harmoniques non-désirées, etc. En outre, l’entrée ne doit pas être adaptée à la fois à la fréquence de RF et LO, ce qui simplifie les exigences d’adaptation d’entrée. Pour le succès dans la conception d’un tel mélangeur auto-oscillant subharmonique, de multiples considérations importantes doivent être prises en compte afin d’atteindre une architecture de circuit à haute performance qui est applicable dans des systèmes réels. Premièrement, la sélection de la technologie du transistor est un point important dans la conception : les composants qui ont été utilisés dans le circuit de mélangeur auto-oscillant présenté ici sont des transistors GaAs pHEMT offrant des caractéristiques de faible bruit et une capacité d’opération aux ondes millimétriques. Une autre considération très importante est l’utilisation des outils appropriés pour la simulation et l’analyse afin de pouvoir prédire correctement la performance des mélangeurs auto-oscillants proposés. En utilisant des méthodes « Harmonic Balance », il n’est pas directement possible d’analyser les circuits des mélangeurs auto-oscillants à cause de leur opération autonome. En général, les simulateurs de circuits RF standards doivent être adaptés afin de pouvoir simuler ces structures. De plus, des algorithmes spécifiques pourraient devenir nécessaires afin de bien s’adapter aux caractéristiques spéciales des circuits des mélangeurs auto-oscillants. Dans la thèse de doctorat présentée, ces aspects de simulation ont été considérés et inclus dans la procédure de conception, et un nouvel algorithme a été développé. Pour une analyse et une procédure de conception précise, il est également important d’utiliser un modèle de transistor approprié qui représente le composant utilisé dans le design du mélangeur auto-oscillant. Comme ceci est un point faible pour beaucoup de 



xviii  dispositifs commerciaux, la modélisation des transistors devient une partie importante du circuit de mélangeur auto-oscillant proposé. La performance des circuits mélangeurs auto-oscillants peut être analysée en considérant les paramètres combinés des mélangeurs et les oscillateurs. En détail, une attention particulière doit être portée au gain de conversion, la largeur de bande, et la figure de bruit, mais aussi la dérive de fréquence d’oscillation et le bruit de phase. Le travail présenté inclut une analyse détaillée des mélangeurs auto-oscillants subharmoniques. De plus, afin de réduire le temps et le coût de conception de tels circuits, nous proposons de prouver le concept proposé à l’aide d’un prototype à basse fréquence. Un transfert à haute fréquence vers la bande des ondes millimétriques est plus facile à ce point et peut être basé sur les nombreux résultats tirés des expériences à basse fréquence. Ceci est d'une grande importance, car le coût et la durée prohibitifs de fabrication des circuits fonctionnant aux fréquences des ondes millimétriques requièrent des méthodes de prédiction pour l'analyse du comportement du circuit très précises. Ceci permet d'éviter que les erreurs soient détectées seulement après la fabrication. De plus, les prototypes à basse fréquence offrent une meilleure reconfigurabilité comme ils utilisent des composants discrets qui peuvent être échangés facilement et conséquemment permettent une analyse paramétrique expérimentale plus simple par rapport aux éléments imprimés distribués fixés géométriquement utilisés dans les structures à ondes millimétriques à plus haute fréquence. Pour cette raison, la conception des mélangeurs auto-oscillants dans la thèse présentée a été divisée en deux étapes majeures. La première étape consiste dans le développement d’un prototype à basse fréquence comme et est ensuite transformé dans la bande des ondes millimétriques, spécifiquement à 35 GHz pour cette thèse, comme la deuxième étape. 
LLEE  DDÉÉVVEELLOOPPPPEEMMEENNTT  DD’’UUNN  RRÉÉCCEEPPTTEEUURR  DDEE  RRAADDIIOOMMÈÈTTRREE  ÀÀ  BBAASSEE  DDEE  

MMÉÉLLAANNGGEEUURR  AAUUTTOO--OOSSCCIILLLLAANNTT  

Dans cette étape, un prototype de récepteur à la base du mélangeur auto-oscillant développé dans l’étape précédente est réalisé à une fréquence de 35 GHz. 



xix  Un récepteur radiométrique mesure la radiation passive incidente émise par un objet en utilisant une antenne, qui peut recevoir la radiation respective à travers une certaine largeur de bande. La tâche principale d’un récepteur radiométrique est de mesurer la puissance de cette radiation, ce qui, dans la plupart des cas, est effectué à l’aide d’une diode détecteur qui convertit la puissance reçue à une tension DC. La puissance de la radiation incidente peut être soit mesurée directement à la fréquence RF, ce qui est connu sous le nom d’un récepteur à conversion directe, ou bien peut être préalablement convertie à une fréquence intermédiaire, ce qui permet de rendre l'amplification et la détection plus faciles et moins chers à réaliser, comme il est le cas dans un récepteur hétérodyne. Dans le projet proposé, cette dernière technique est appliquée, utilisant le mélangeur auto-oscillant subharmonique qui a été développé dans l’étape précédente pour la conversion. Dans la radiométrie, des nombreux types de récepteurs ont été proposés. Le type le plus élémentaire se nomme radiomètre à puissance totale. Il est utilisé pour capter la puissance totale de la radiation incidente, tel que démontré dans la Figure 0.3, en amplifiant tout simplement la radiation incidente jusqu’à un niveau adéquat, en convertissant ensuite le signal à une fréquence intermédiaire, puis en détectant la puissance du signal avec une diode de détecteur. L’intégration à travers le temps offre une moyenne de la puissance mesurée et améliore ainsi la sensibilité. Certains types de récepteurs plus complexes incluent le radiomètre de Dicke, qui est utilisé à calibrer automatiquement le récepteur et à éliminer l’influence des fluctuations de gain et de température, ainsi que des nombreux autres récepteurs plus évolués. Le but de cette thèse de doctorat étant la preuve de concept d’un système d’imagerie basé sur les mélangeurs auto-oscillants, le type de récepteur le plus élémentaire est réalisé: le radiomètre à puissance totale. Dans le développement des récepteurs de radiométrie, il est très important de considérer différents facteurs qui influencent la performance. Un radiomètre mesure sa radiation incidente dans la forme de puissance de bruit, qui s’ajoute au bruit interne du système du récepteur. En considérant cet aspect, il devient clair qu’un des paramètres clés dans un récepteur de radiomètre est sa sensibilité, qui est défini comme le signal incident égal à la valeur effective des fluctuations de la sortie causé par le bruit interne du système. Cette valeur est habituellement donnée en Kelvin. La sensibilité augmente 1) avec une largeur de 



xx  bande plus grande à cause de la quantité de bruit plus grande accumulée; 2) avec une figure de bruit de récepteur plus basse car il réduit le bruit interne du système; 3) avec le gain du système car la radiation incidente est plus fortement amplifiée; 4) le temps d’intégration car le calcul de la moyenne de la puissance de bruit accumulé élimine le bruit du système encore plus. La sensibilité théorique représente seulement des limites de base. Celle-ci est dégradée encore par des fluctuations de gain, l’efficacité des antennes, et d’autres pertes dans le système. Ainsi, pour la conception de notre système entier, il n’est pas seulement important d’atteindre un niveau de bruit faible, un gain élevé et une large bande, mais il est aussi essentiel de minimiser les pertes autant que possible. La procédure de conception pour cette thèse de doctorat a été réalisée en développant une antenne appropriée, suivie par la conception d’une escale d’amplificateur à faible bruit, et leur intégration avec le mélangeur auto-oscillant et les éléments à fréquence intermédiaire. 
LLAA  RRÉÉAALLIISSAATTIIOONN  DD’’UUNN  SSYYSSTTÈÈMMEE  MMÉÉCCAANNIIQQUUEE  DD’’IIMMAAGGEERRIIEE  CCOOMMPPLLEETT  

Cette étape inclut l’intégration du module d’un simple récepteur présenté dans un système d’imagerie à ondes millimétriques à 35 GHz. Différents techniques permettent d’obtenir une image passive radiométrique d’une scène. Premièrement, un récepteur simple peut être scanné à travers une scène afin de former l’image (Figure 0.3). Dans ce type de récepteur, la radiation est focalisée sur le récepteur avec soit des réflecteurs paraboliques ou des lentilles diélectriques, et l’image est formée par soit un mouvement du détecteur dans son plan focal ou en balayant mécaniquement ou électriquement la direction du faisceau du système.  
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 Figure 0.3 Comparaison des techniques d’acquisition d’image: a) imagerie en utilisant un seul récepteur à balayage mécanique; b) réseau à plan focal utilisé pour l’imagerie à faisceaux multiples.  Une autre manière d’acquérir une image à ondes millimétriques est la réalisation d’un réseau à plan focal, qui utilise un réseau d’éléments de détection indépendants dans la surface d’une lentille ou d’un réflecteur d’imagerie (Figure 0.3). Finalement, des systèmes de réseau de phase peuvent être utilisés pour l’imagerie à ondes millimétriques qui effectuent un scan électronique de la scène d’intérêt, mais un faible niveau de succès a été atteint pour ceux-ci à cause de leur conception difficile et complexe. L'utilité des systèmes mécaniques a été prouvée pour un grand nombre d'applications d'imagerie, mais ceux-ci souffrent de leur grand taille et de leur vitesse d'acquisition de données lente, compliquant ainsi leur déploiement dans des applications en temps réel. La solution équivalente plus sophistiquée qui utilise un mécanisme à balayage électronique a jusqu’à présent été une solution complexe surtout aux fréquences des ondes millimétriques. Les récepteurs à réseau à plan focal représentent l’architecture de choix du futur pour des systèmes d’imagerie commerciaux mais souffrent encore d’inconvénients en termes de coût et complexité dans des systèmes utilisant un large nombre de pixels ainsi qu’une large consommation d’énergie et le problème de la dissipation de chaleur associé 

(a) (b) 



xxii  qui ont été décrits précédemment. Ainsi, récemment, plusieurs essais ont été réalisés afin de combiner des petits réseaux à plan focal avec une procédure de balayage afin de former un système à faible coût qui permet tout-de-même une acquisition de données en temps réel. Le but de cette thèse est le développement d’un premier système à balayage mécanique basé sur la technique des mélangeurs auto-oscillants étant utilisés pour développer de l’expérience expérimentale dans les mesures radiométriques, faisant partie intégrante d’un système d’imagerie à ondes millimétriques basé sur un réseau à plan focal. Un autre aspect très intéressant de cette thèse est le développement d’un système d’imagerie à plusieurs polarisations. L’utilisation de polarimétrie ajoute une dimension supplémentaire à l’acquisition des données d’imagerie. Essentiellement, la radiation naturelle radiométrique n’est pas polarisée, mais la réfraction et la réflexion des médias et des objets introduit la polarisation, qui peut être exploité afin de pouvoir distinguer entre les objets qui émettent de la radiation électromagnétique naturellement par eux-mêmes et les objets qui réfléchissent la radiation qui émerge d’autres sources de la scène, comme c’est souvent le cas avec des réflexions du ciel radiométriquement froid. Les paramètres Stokes représentent une technique permettant de caractériser ces effets de polarisation. Certainement, le système d’imagerie envisagé doit être adapté  afin de fonctionner comme un système à plusieurs polarisations. Les antennes Vivaldi croisées avec une architecture antipodale miroir permettent de réaliser un tel système afin d’étendre le réseau à plan focal à polarisation linéaire versus un système multi-polarisations. L’antenne Vivaldi et son extension à un réseau à deux dimensions est illustré par la Figure 0.4. Une autre possibilité est l’utilisation d’une surface sélective aux fréquences, comme il peut séparer la radiation incidente dans une onde à polarisation horizontale et une onde à polarisation verticale pour les signaux réfléchis et transmis. 



xxiii  

   Figure 0.4 Concept of dual-polarization Vivaldi antenna: a) 4-element Vivaldi antenna employing dual polarization; b) integration into a multibeam array.  Dans la thèse présentée, une telle surface sélective aux fréquences est construite et testée, et sert comme un test de futur pour la polarisation de deux orientations du système d’imagerie proposé. 

(a) (b) 
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CChhaapptteerr  11    

IINNTTRROODDUUCCTTIIOONN     The broad topic of the presented Ph.D. thesis consists in the research on novel methods in the field of microwave imaging, in particular the so-called passive millimetre-wave imaging, which is also referred to as radiometric imaging. This latter technique is used to form an image of a particular scene by means of sensing the natural electromagnetic radiation emitted by any object at microwave / millimetre-wave wavelengths, similar to the way in which a photograph is captured by sensing the radiation occurring at optical wavelengths. In this way, different characteristics of the observed scene or object, which are inherent to the microwave / millimetre-wave frequency range, can be mapped in the form of an image. Millimetre-wave imaging represents one of today’s most promising research topics in the field of high frequency sensor design. The usefulness of this technique lies in particular in the peculiarities of atmospheric attenuation phenomenologies allowing millimetre-waves to penetrate through a variety of low-visibility conditions such as haze, fog, clouds, smoke, and sandstorms and furthermore in the ability to propagate through clothing and a number of other materials. Together with these advantages over infrared (IR) and optical systems, moreover, millimetre-wave systems outperform imagers at the lower microwave frequency range due to their smaller wavelengths and the thus achievable higher resolution. For their implementation, propagation windows at 35, 77, 94, 140, and 220 GHz are generally allocated [1]–[4]. Present and future applications consist in both military and commercial infrastructure fields such as in surveillance, navigation, automotive technology, and precision targeting, as well as aircraft landing or highway traffic monitoring in fog. Moreover, the ever increasing demand for security screening systems at airports and other public environments creates a growing need for health-hazardless automated real-time scanners with minimized false alarms, and millimetre-wave imaging offering the ability to detect concealed weapons or hazardous objects through clothing material represents an excellent 



2  choice for this purpose. Furthermore, millimetre-wave imaging is applied to biomedical imaging such as the location of hot spots, tumours, or other anomalies in the body. Additional applications consist in non-destructive material testing and geological examinations such as the sensing of the Earth’s atmosphere, oil spill detection, research on volcano activity, or meteorology. The development of such high-performance millimetre-wave imaging systems presents a great technological challenge and a number of recent systems have been demonstrated. The acquisition of a millimetre-wave image can be performed in several ways, with the simplest but also slowest method being a mechanical x-y raster scan of the area of interest using a single receiver [5]–[9] as opposed to a focal plane array (FPA) system employing an array of many entirely independent detector elements in the focal surface of an imaging lens or reflector working in parallel and therefore at higher and often real-time acquisition speed [10]–[13]. Some systems also employ a more cost-effective combination of both methods [14]–[16], and the currently less employed and more complex phased-array approach [17] represents another possibility for the acquisition of a millimetre-wave image. However, present state-of-the-art systems almost always require a trade-off between cost-intensive real-time FPA imagers and lower-cost bulkier and slower mechanical scanning systems. Currently, a number of technological limitations are encountered in the design of receivers operating at millimetre frequencies. LNAs at millimetre-wave frequencies are cost-intensive and subject to high power consumption due to their low efficiency, which results in a heat dissipation problem especially for compact-size high-density FPAs with a large number of parallel receiver channels. Avoiding this problem by using a heterodyne receiver requires the use of external local oscillators (LO) with adequate power, which, once again, introduces a difficult and cost-intensive design at high frequencies [18] and moreover increases circuit size as an external LO has to be implemented on each receiver element. Consequently, future research aims for the development of cost-effective, compact size high-frequency real-time FPA systems overcoming these limitations. A novel approach consists in the use of so-called self-oscillating mixers (SOMs) [19] in high-frequency heterodyne millimetre-wave imaging receivers. SOMs are excellent choices for such a 



3  design as both the oscillating source and the mixer are combined in one single device. In addition to the reduction in component number, they offer numerous advantages such as their lower power consumption and the possibility of simple and straight-forward integration into MMICs. An extension to the standard SOM technique is given by subharmonic operation [20]–[24]: instead of mixing the incoming millimetre-wave radio frequency (RF) signal with the fundamental LO frequency, a harmonic of the LO frequency is used. In this way, the limitations of current FPA systems may be overcome, as on one hand, a more efficient heterodyne receiver can be used with the external LO being integrated in the mixer, which simultaneously solves the previously mentioned heat dissipation and circuit size problem. On the other hand, adequate LO power can be generated by employing subharmonic operation, thus generating the LO signal at a frequency of only a fraction of the RF input, where its generation is much more unproblematic. In this project, a complete passive millimetre-wave imager at 35 GHz based on the previously described subharmonic SOM technique is proposed. The research work in this Ph.D. thesis focuses in particular on the design, implementation, and experimental testing of subharmonic SOMs. The final 35 GHz SOM circuit is eventually implemented into a straight-forward mechanical raster scanning imaging system based on a single-element receiver in order to prove functionality of the SOM technique in the framework of millimetre-wave imaging systems. This first millimetre-wave imaging test-bed serves as the base for future research in the field. Future work includes the parallelization of these receivers in the form of an FPA system such as shown in Figure 1.1, and also the task of pushing the design toward higher frequencies, in particular 94 GHz, for achieving higher image resolutions and more compact-sized imagers.  



4  

 Figure 1.1 Proposed FPA multibeam imaging system: The naturally emitted electromagnetic radiation of an object is received by a high-sensitive FPA receiver. Subsequently, the baseband IF signals are evaluated in a PC or DSP based system.   The presented work has been carried out in three major design steps with 1) the extensive research on SOMs and their subharmonic implementation, 2) the development of a single-element receiver based on the successfully implemented subharmonic SOM design, and 3) the integration of the receiver into a complete mechanical scanning imaging system at 35 GHz. 
11..11  SSUUBBHHAARRMMOONNIICC  SSEELLFF--OOSSCCIILLLLAATTIINNGG  MMIIXXEERR  DDEESSIIGGNN  

The first design step and at the same time the main focus of the presented Ph.D. thesis is concerned with the extensive research on millimetre-wave SOMs and their subharmonic counterparts in theory and experiment. A detailed investigation on their design, on specific techniques for their simulation and analysis, appropriate measurement techniques for assessing their performance, and their practical applicability in a variety of application scenarios is carried out, always keeping in mind their eventual implementation into a passive millimetre-wave system and optimizing performance and design parameters toward this final application. As previously mentioned, SOMs represent excellent choices for the development of low-cost and compact imaging radiometer receiver architectures due to the combination of both the oscillating source and the mixer into one single device as shown for the example of a total power radiometer receiver in Figure 1.2, resulting in a reduced component 



5  number, lower power consumption, and the possibility of easy integration into microwave monolithic integrated circuits (MMICs). In previous works throughout the past decades, SOMs have been implemented using both diodes and transistors. However, the capability of obtaining conversion gain using transistors as the active devices and their recent technological development well into the millimetre-wave region has promoted them to the mainly used devices for SOM design. The first FET SOM was presented in [19].  

  Figure 1.2 a) Total power radiometer receiver structure, b) substitution of conventional mixer by an SOM.  As outlined earlier, an extension to the standard SOM technique is given by subharmonic operation [20]–[24] being especially convenient for applications in the range of millimetre-waves. Using this technique, transistor gain has to occur only until the fundamental LO frequency, which drastically lowers the transistor maximum frequency (fmax) requirements [22] and thus represents an excellent choice for the design of millimetre-wave systems as explained previously. Subharmonic operation can be easily implemented with the help of a balanced structure [23]–[27], as in this way on the one hand either even- or odd-order mixing products can be easily enhanced and on the other hand certain other unwanted mixing products can be eliminated from the IF output. In addition, balanced structures offer inherent RF-LO isolation as well as a number of other important advantages such as lower AM noise, 

a) 

b) 



6  suppression of unwanted harmonics, etc. Furthermore, the input does not have to be matched both at LO and RF frequencies, which simplifies the input matching requirements.  For the successful design of such a subharmonic SOM structure, a number of important considerations have to be taken into account in order to achieve a high-performance system-implementable circuit architecture. First of all, the selection of transistor technology is an important design point: the devices that have been used in the presented SOM design are GaAs pHEMT transistors offering low noise characteristics and millimetre-wave frequency operation capability.  Another very important consideration is the use of adequate simulation and analysis tools for correctly predicting the performance of the proposed SOMs. Using standard Harmonic Balance (HB) methods, it is not straight-forward to analyze SOM circuits because of their autonomous operation nature. In general, standard RF circuit simulators must be adapted in certain ways in order to be able to simulate these structures [54], [55]. Moreover, specific simulation algorithms may have to be worked out that adapt well to the special characteristics of SOM circuits. In the presented Ph.D. thesis, these simulation aspects have been considered and included in the design procedure, and a new simulation algorithm has been established in addition. For the purpose of an accurate analysis and design procedure it is also important to use an appropriate transistor model of the device employed in the SOM design. As this is a weak point for many commercially available devices, transistor modeling becomes an important part of the optimization and development of the proposed SOM circuit. The performance of SOM circuits can be assessed in the form of the combined performance parameters of mixers and oscillators. In detail, special attention needs to be paid to conversion gain, bandwidth, and noise figure, but also toward oscillation frequency drift and phase noise. The work presented here includes a detailed investigation about performance modeling of subharmonic SOMs. Moreover, in order to save time and cost in the course of the circuit design, it is advisable to proof the proposed concept with the help of a low-frequency prototype beforehand. A subsequent scaling into the millimetre-wave frequencies is then easier and may be based on the many results obtained from the low-frequency experiments. This is especially important, as at millimetre-wave frequencies it is necessary to provide good prediction 



7  methods for analyzing circuit behaviour and performance due to the mostly very expensive and time-consuming fabrication procedures. Moreover, low-frequency prototypes offer an easy reconfigurability as they employ discrete components that can be easily exchanged and hence an easier experimental parametric analysis as opposed to fixed geometrically determined distributed printed elements being employed in higher-frequency millimetre-wave structures. For this reason, the SOM design in the presented thesis has been divided into two major steps based on the development of a low-frequency microwave prototype as a first step that is subsequently scaled into the millimetre-wave region, i.e. to 35 GHz for this thesis, as the second and final design step. 
11..22  DDEEVVEELLOOPPMMEENNTT  OOFF  AA  SSEELLFF--OOSSCCIILLLLAATTIINNGG  MMIIXXIINNGG  RRAADDIIOOMMEETTRRYY  

RREECCEEIIVVEERR    

In this design step, a receiver prototype on the basis of the previously developed subharmonic SOM has been fabricated at a frequency of 35 GHz.  A radiometric receiver measures the incoming passive radiometric radiation emitted from an object by using an antenna, which can receive the respective radiation over a certain bandwidth. The main task of a radiometric receiver is to measure the power of this radiation, which in most cases is carried out by a square-law detector diode converting the received RF power to a DC voltage. The power of the incoming radiation can be either measured directly at the RF frequency, which is referred to as a direct-conversion receiver, or it can be downconverted to an IF frequency beforehand, where amplification and detection becomes easier and less costly to realize, such as in a heterodyne receiver. In the proposed project, the latter technique is used, employing the previously described subharmonic SOM as a downconverting element. In radiometry, various types of receivers have been proposed, with the most basic type being the so-called total power radiometer. It is used to sense the total power of the incoming radiation as shown in Figure 1.2 by simply amplifying the incoming radiation to an adequate level, downconverting it to IF frequency and then detecting the signal power with a square-law detector. Integration over time provides averaging of the measured 



8  power and thus enhances sensitivity. Enhanced receiver types include the Dicke radiometer, which is used to automatically calibrate the receiver and eliminate the influence of gain and temperature fluctuations, as well as numerous other, more complex types of radiometer receivers [30]. The purpose of this Ph.D. thesis being the proof of concept of an SOM-based radiometric imaging system, the most straight-forward receiver type, i.e. the total power radiometer receiver, is selected and implemented. In the development of radiometer receivers, it is very important to consider different factors that affect performance. A radiometer measures its incident radiation in the form of noise power, which adds up to the internal system noise of the receiver. Considering this aspect, it becomes clear that one of the key parameters in a radiometer receiver is its sensitivity, which is defined as the incident signal that is just equal to the effective value of the output fluctuations due to the internal system noise. This value is usually given in Kelvin. Sensitivity increases 1) with larger bandwidth due to the higher noise quantity collected; 2) with a lower receiver noise figure as it reduces the internal system noise; 3) with the system gain as the incident radiation is amplified more; and 4) the integration time as averaging over the collected noise power eliminates the system noise further. The theoretical sensitivity [30] only represents lower limits, which are further degraded by gain fluctuations, antenna efficiency, and other system losses. Thus, for our overall system design it is not only important to achieve a low noise, high gain, and broadband design but it is also essential to minimize losses as far as possible.  The practical design considerations for this design step include the antenna requirements, which are mostly determined by the specified imaging performance such as spatial resolution, as well as the characteristics of the LNA employed in the design. The antenna simulations were carried out with commercial simulators such as Ansoft HFSS and a prototype was fabricated and measured in an anechoic chamber environment fully available at the Poly-Grames Research center. Furthermore, the IF circuitry consisting of the IF amplifier stage, power detector, and integrator was realized by commercially available components. The entire receiver stage can be simulated on a block diagram level and its functionality will be verified by performance measurements. 



9  The design procedure for this Ph.D. thesis has been carried out developing an appropriate antenna, followed by the design of a high-quality LNA stage, and its subsequent integration with the SOM and the IF circuitry elements. 
11..33  CCOOMMPPLLEETTEE  MMEECCHHAANNIICCAALL  IIMMAAGGIINNGG  SSYYSSTTEEMM  IIMMPPLLEEMMEENNTTAATTIIOONN  

This design step involves the integration of the presented single receiver module into a complete millimetre-wave imaging system at 35 GHz. There are a number different ways to obtain a passive radiometric image from a scene. First, a single focused receiver can be raster scanned across the scene to form the image (Figure 1.3a). In this type of receiver, the radiation is focused onto the receiver with either parabolic reflectors or dielectric lenses, and the image is formed by either moving a detector in its focal plane or by mechanically or electrically scanning the beam direction of the system [5]–[9].  Another way of acquiring a millimetre-wave image is the implementation of an FPA, which uses an array of independent detector elements in the focal surface of an imaging lens or reflector (Figure 1.3b). Finally, phased array systems can be employed for millimetre-wave imaging [17] performing an electronic scan of the area of interest, but have been limited in their success due to the very complex and difficult design. Mechanical systems have been proven useful for a number of millimetre-wave imaging applications but usually suffer from bulky size and a low data rate complicating real-time requirements. The more sophisticated equivalent solution employing an electrical scanning mechanism has up to date been complex solution especially at millimetre-wave frequencies [31], [32]. FPA receivers represent the future architecture of choice for commercial millimetre-wave imaging systems but still suffer from significant drawbacks in terms of cost and complexity inherent in systems employing large number of pixels as well as high power consumption and associated heat dissipation problem that were described earlier. Thus, recently, a number of attempts have been made to combine small FPAs with a scanning procedure in order to form a low-cost system that still allows for real-time processing [14]–[16].   



10  

 Figure 1.3 Comparison of image acquisition techniques: a) single-receiver imaging with mechanical scanning; b) FPA multibeam based imaging.  The purpose of this thesis is to develop a first basic mechanically scanning imaging system test-bed based on the SOM technique being used for assessing feasibility and developing 

(a)

(b)



11  experimental experience in radiometric measurement, which can then be extended in the future to an FPA based millimetre-wave system. A further very interesting innovative aspect lies in the development of a multi-polarization millimetre-wave imaging system [43], [44]. The use of polarimetry adds an extra dimension to the acquisition of imaging data.    

   Figure 1.4 Concept of dual-polarization Vivaldi antenna: a) 4-element Vivaldi antenna employing dual polarization; b) integration into a multibeam array.  Essentially, natural background millimetre-wave radiation is unpolarized, but refraction and reflection from media and objects introduces polarization, which can be exploited in order to distinguish between objects naturally emitting electromagnetic radiation by themselves and objects reflecting the radiation emerging from other sources of the scene such as it happens very often with reflections from the radiometrically cold sky. A means to characterize these polarization effects is given by the Stokes parameters [30]. Certainly, the envisioned imaging system needs to be adapted in order to function as a multi-polarization system. One way to realize such a system is to use a crossed Vivaldi structure 

(a) (b) 



12  [41] with mirrored antipodal architecture [42] in order to extend our linearly-polarized FPA millimetre-wave imager towards a multi-polarization system. The dual-polarized Vivaldi antenna and its extension to a 2-D array are shown in Figure 1.4. Another possibility is the use of a polarizing frequency selective surface (FSS), as it may separate the incoming radiation into a horizontally and vertically polarized wave for reflected and transmitted energy. In the presented thesis, such a polarization rotating FSS is built and tested, and serves for a future dual-polarization test of the proposed imaging system. 
11..44  NNOOVVEELL  CCOONNTTRRIIBBUUTTIIOONNSS  PPRROOVVIIDDEEDD  IINN  TTHHIISS  PPHH..DD..  TTHHEESSIISS  

Summarizing the previous sections, the main novel contributions realized in this thesis work are outlined in the following sections. 
11..44..11  DDeevveellooppmmeenntt  ooff  aa  hhiigghh--oorrddeerr  sseellff--oosscciillllaattiinngg  mmiixxiinngg  tteecchhnniiqquuee  The authors present for the first time a high-order SOM concept using FETs. It pushes the state-of-the-art beyond second order mixing, and mixing orders of 3rd and 4th order are presented in theory, simulation, and experiment. 
11..44..22  UUllttrraa--hhiigghh  oorrddeerr  sseellff--oosscciillllaattiinngg  mmiixxiinngg  tteecchhnniiqquuee  An ultra-high order SOM technique is presented being able to realize arbitrary mixing orders by combining several lower-order SOMs. The theory is presented mathematically, and a prototype is built to validate the idea. 
11..44..33  SSiimmuullaattiioonn  tteecchhnniiqquueess  ssppeecciiffiicc  ttoo  sseellff--oosscciillllaattiinngg  mmiixxiinngg  Observing the lack of straightforward methods applicable to the case of the nonlinear phenomena in SOMs, a new technique is presented, which combines Volterra series and conversion matrix approaches in order to form a new method for simulation of SOMs and their subharmonic counterparts. 



13  
11..44..44  SSeellff--oosscciillllaattiinngg  mmiixxiinngg  bbaasseedd  iimmaaggiinngg  ssyysstteemm  The presented Ph.D. thesis pushes towards the realization of an SOM based imaging system. Using an SOM for imaging array systems allows for drastic reduction in power consumption, heat generation, cost, and size restrictions. 
11..44..55  FFrreeqquueennccyy  sseelleeccttiivvee  ssuurrffaaccee  For the first time, an FSS, which is capable of rotating the polarization of an incident wave is presented in SIW technology. The structure finds suitable application in the proposed imaging system for multi-polarization purposes.       
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CChhaapptteerr  22    

RRAADDIIOOMMEETTRRYY  AANNDD  MMIILLLLIIMMEETTRREE--WWAAVVEE  IIMMAAGGIINNGG     This chapter introduces the general concept of radiometry and its physical background. It describes the peculiarities of atmospheric attenuation and how they can be exploited in passive millimetre-wave imaging. The chapter concludes with a set of application scenarios, in which passive millimetre-wave imaging can be used. 
22..11  IINNTTRROODDUUCCTTIIOONN  

A radiometer is a device measuring the microwave/millimetre-wave portion of black-body radiation. Any object in nature emits this type of radiation, and its spectral frequency response depends primarily on the temperature of the object and its surface characteristics. Based on this physical phenomenon, it is possible to develop a radiometer receiver that is able to measure the temperature, to distinguish between different materials, etc. Figure 2.1 shows the concept of a radiometer: the radiation emitted by an object/target is collected by a receiver circuit that extracts the desired radiation information of the received energy and measures its power.  
  

 Figure 2.1 Concept of a radiometer system.  Radiometric radiation as being related to black-body radiation occurs in the form of noise, whose intensity depends on the temperature of the radiating object. In the millimetre-wave regime, the available spectral noise power density of an object differs from its noise temperature T only by a proportional constant: 



15   
( ) kTfS =   (2.1)  Therefore the temperature fully defines the available noise spectral power. In this way it is not necessary to know the source of the noise, but only its spectrum:  

kTBP = (2.2) with k as the Boltzmann’s constant (k = 1.38 x 10-23), T as the noise temperature and B as the bandwidth of observation. 
22..22  MMIILLLLIIMMEETTRREE--WWAAVVEE  RRAADDIIOOMMEETTRRYY  

The presented thesis concentrates on the detection of radiometric radiation in the frequency range of millimetre-waves. The usefulness of millimetre waves lies in the peculiarities of atmospheric attenuation phenomenologies over the prescribed frequency range. Figure 2.2 shows the attenuation of electromagnetic signals in decibels per kilometre of propagation path length from the microwave to the visible regime. Propagation of the electromagnetic waves over this frequency range is subject to continuum and resonant absorption by various atmospheric constituents, including water, oxygen, nitrogen, carbon dioxide, ozone, etc. Atmospheric water content in the form of fog, clouds, and rain causes significant absorption and scattering. In the far IR and submillimetre-wave regime significant attenuation occurs from water vapour, while in the millimetre-wave regime there are propagation windows at 35, 94, 140, and 220 GHz, where the attenuation is relatively modest in both clear air and fog. 
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 Figure 2.2 Atmospheric attenuation and attenuation of propagation for different weather conditions over the electromagnetic spectrum [48], [49].  Even taking into account the much higher blackbody radiation at IR and visible frequencies (Figure 2.3),  millimetre-wave radiation  is attenuated millions of times less in clouds, fog, smoke, snow, and sandstorms than visual or IR radiation (Figure 2.2). Moreover, millimetre-wave imagery is minimally affected by sun or artificial illumination. Objects reflect and emit radiation in the millimetre-wave range, just as they do in the IR and visible range. The degree to which an object reflects or emits is characterized by the emissivity ε of the object. The blackbody is the perfect radiator and has ε = 1. A perfect reflector has ε = 0. The emissivity of an object is a function of the dielectric properties of its constituents, its surface roughness, the angle of observation and it is polarization dependency. Emissivities for different materials at various frequencies, at normal incidence, and measured at one polarization are given in Table 2.1.   
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 Figure 2.3 Intensity of black body radiation at a temperature of 320 K.  
 Effective Emissivity 

Surface 44 GHz 94 GHz 140 GHz

Bare metal 0.01 0.04 0.06
Painted metal 0.03 0.10 0.12
Painted metal under canvas 0.18 0.24 0.30
Painted metal under camouflage 0.22 0.39 0.46
Dry gravel 0.88 0.92 0.96
Dry asphalt 0.89 0.91 0.94
Dry concrete 0.86 0.91 0.95
Smooth water 0.47 0.59 0.66
Rough or hard-packed dirt 1.00 1.00 1.00 Table 2.1 Effective emissivity for different materials [49].  
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 Figure 2.4 Measured radiated power consisting of different components of emitted and reflected radiation [49].   The variation in emissivity is an important factor in the generation of scene images by causing variations in the power radiated from different parts of the scene. In fact the radiation emitted by a non-ideal object in nature differs from an ideal black body. The radiometric temperature or surface brightness TS of a non-ideal object is obtained multiplying its physical thermodynamic temperature T by its emissivity ε:  
TTS ε= (2.3) However, radiometric temperature is not the only factor involved: the way the scene is illuminated is critical in determining the way the scene actually looks. It is sufficient to observe that a perfect reflector (TS = 0) will appear to have the radiometric temperature of whatever it is reflecting. This effect is taken into account by the surface scattered radiometric temperature TSC defined as the product of the object reflectivity ρ and the radiometric temperature TILL of whatever happens to be illuminating it:  
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illumSC TT ρ= (2.4) Combining the terms TS and TSC gives the effective radiometric temperature T of the object:  

SCS TTT += (2.5) So, the power measured by the radiometer is that related with TE:  
kTBP = (2.6) The observed image is the result of the image contrast provided by differences in material, temperature, and sky illumination of the scene. The principal factors that affect the observed radiometric temperature of a scene are: emissions from scene constituents, reflections of the down-welling sky radiation by the scene, up-welling atmospheric emissions between the scene and the observer, and propagation of electromagnetic energy from the scene to the observer. This becomes clear when considering the situation in Figure 2.4, where different sources of radiation are emitted/reflected and sum up to the total measured radiated power. 

22..33  IIMMAAGGIINNGG  RRAADDIIOOMMEETTRRYY  

A single-element radiometer receiver can be extended to form an imaging radiometer. As outlined in Chapter 1, there are various ways for acquiring a millimetre-wave image of a defined scene. As an example, Figure 2.5 depicts a block diagram of an FPA with a number of parallel receiver elements, each of them sensing one pixel of the scene of interest and hence forming an entire millimetre-wave image.  
 



20  

  Figure 2.5 Concept of an imaging radiometer.  This thesis project aims for the development of an imaging system at a frequency of 35 GHz. As mentioned previously, the advantage of a design within this frequency range is that electromagnetic waves at this frequency can propagate through a variety of materials and under various problematic conditions, such as snow, fog, ice, and even some solid materials such as concrete or textiles. The higher the selected millimetre-wave imaging frequency, the higher the resolution of the produced image will be.   

  Figure 2.6 Example of a millimetre-wave 94 GHz radiometer image [8].   Figure 2.6 shows an image that has been taken by a radiometer at 94 GHz. Objects at higher temperature appear white, such as vegetation (trees, mountains, etc.), whereas cold objects are dark in the image. The concept of reflected radiation is very well visible in this example, as the metallic rooftops of the buildings in the image reflect the cold temperature of the sky. The formation of such millimetre-wave images add an extra dimension to the 



21  information we can obtain from optical images. Using this technique, areas with different temperatures can be differentiated, such as the cold and warm regions in the photograph above, but also different materials can be identified and traced due to their different emissivities and hence different radiated power levels. This leads to a large number of possible application scenarios, as it is described in the next section. 
22..44  AAPPPPLLIICCAATTIIOONNSS  

Present and future applications of passive millimetre-wave imaging consist in both military and commercial infrastructure fields and are widely gaining in popularity, especially with the development of real-time video-capable imagers. In the following, a selection of commercial and industrial applications are presented and documented along with image examples [49]. 
22..44..11  AAiirrccrraafftt  llaannddiinngg  aanndd  gguuiiddaannccee  Figure 2.7 shows radiometric images compared with visible images acquired in both clear and foggy weather conditions. Darker shades in the radiometric images denote increasingly colder radiometric temperatures. The asphalt runway is brighter than the contour due to the fact that it reflects the sky at the horizon, which is warmer than the overhead sky.   
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 Figure 2.7 94 GHz image of a runway: a) and d) show optical images without and with fog, whereas b) and c) show millimetre-wave images without and with fog [49].  Comparing the images through fog it can be seen that the visual images are totally obscured, while the millimetre-wave image are nearly unaffected by the fog.  
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22..44..22  NNaavviiggaattiioonn  aanndd  ttrraannssppoorrttaattiioonn  An imaging system can be employed on patrol boats or ground vehicles to provide covert, near-all weather visibility for navigation, target location, and other enhanced vision needs, especially in fog and through marine cloud layers.  

 Figure 2.8 Near all-weather visibility for navigation at 94 GHz [49].   
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 Figure 2.9 Millimeter-wave imaging applied to automotive tracking [49].  
22..44..33  MMeeddiiccaall  aapppplliiccaattiioonnss  Passive millimetre-wave imaging is also applied to biomedical imaging such as for locating hot spots, tumours, or other anomalies in the body. As it is a non-invasive and passive method not requiring the use of any actively transmitted radiation, it represents a highly secure and health-hazardless method for the use in medical applications where strict standards for maximum radiation levels are required. 
22..44..44  SSuurrvveeiillllaannccee,,  sseeaarrcchh,,  aanndd  rreessccuuee  View capability under low visibility conditions can be used for search and rescue or reconnaissance purposes. Detection of ship wakes, low radar cross-section boats, or other 



25  vehicles are only a part of all the targets that can be identified for surveillance, searching or rescuing aims. 
22..44..55  GGeeoollooggiiccaall  aapppplliiccaattiioonnss  

  Figure 2.10 Oil-Spill detection [49].  Oil on water will produce a detectable change in the observed radiometric temperature in the milimeter-wave regime. In this frequency range the oil layer can increase or reduce the radiometric temperature of the areas where the oil patches are by varying the effective emissivity of those areas through change in thickness. The observed temperature can, in fact, be used to infer the thickness of the oil. 
22..44..66  SSeeccuurriittyy  aapppplliiccaattiioonnss  Millimeter-waves can easily penetrate clothing and hair. The detected millimetre-wave radiation is a combination of the natural emissions from the body and reflections from the surroundings due to skin reflectivity. If an object is placed under the clothing that has a dielectric constant different than skin, the millimetre-wave image will reveal a radiometric temperature change caused by the object. Metallic or non metallic objects, such as plastics and ceramics can be seen. 
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 Figure 2.11 Concealed weapon detection [49].  
22..44..77  MMiilliittaarryy  aapppplliiccaattiioonnss  For ethical reasons, the author decides to exclude any description of military applications from the presented project. 
22..55  CCOONNCCLLUUSSIIOONNSS  

This chapter has reviewed the physical background of radiometry, the peculiarities of millimetre-wave radiation and its propagation in atmosphere, as well as its usefulness for imaging systems. The chapter concludes with an outline of various possible application scenarios of high industrial and commercial importance.   
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CChhaapptteerr  33    

SSEELLFF--OOSSCCIILLLLAATTIINNGG  MMIIXXIINNGG  TTEECCHHNNIIQQUUEE     This chapter describes the first design step and at the same time the main focus of the presented Ph.D. thesis, which is concerned with the extensive research on millimetre-wave SOMs and their subharmonic counterparts. A detailed investigation on their design, on specific techniques for their simulation and analysis, appropriate measurement techniques for assessing their performance, and their practical applicability in a variety of application scenarios is carried out. 
33..11  IINNTTRROODDUUCCTTIIOONN  

Innovative millimetre-wave receiver designs in general and radiometer receivers in particular, demand for a variety of performance- and cost-related requirements including low power consumption and compact size.  In the structure of Figure 3.1a, a conventional total power radiometer receiver is shown using a mixer with a separate oscillating source, the LO. Combining the LO source with the mixer into a single device, an SOM-based receiver architecture can be established as depicted in Figure 3.1b.  
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   Figure 3.1 a) Total power radiometer receiver structure, b) substitution of conventional mixer by an SOM.  As previously mentioned, SOMs represent excellent choices for the development of low-cost and compact imaging radiometer receiver architectures, as they offer a reduced component number, lower power consumption, and the possibility of easy integration into MMICs. 
33..11..11  SSuubbhhaarrmmoonniicc  ooppeerraattiioonn  As outlined earlier, an extension to the standard SOM technique is given by subharmonic operation [20]–[24] being especially convenient for applications in the range of millimetre-waves. As shown in Figure 3.2, instead of mixing the RF signal with the fundamental LO frequency, a harmonic of the LO frequency is used. With the help of this technique, transistor gain has to occur only until the fundamental LO frequency, which drastically lowers the transistor maximum frequency (fmax) requirements [22] and thus represents an excellent choice for the design of millimetre-wave systems. The particular problems encountered in the design of heterodyne millimetre-wave imaging radiometer receivers are given by the difficult generation of sufficient LO power at high frequencies, and the heat dissipation issues together with compact size requirements 

a) 

b) 



29  emerging in the case of a dense FPA system. Subharmonic SOMs offer a good solution for both of these issues, as on the one hand, a more efficient low-power structure can be used with the external LO being integrated in the mixer, thus simultaneously solving the heat dissipation and circuit size problem. On the other hand, sufficient LO power can be generated by employing subharmonic operation, as the LO signal is generated at a frequency of only a fraction of the RF input, where its generation is much more unproblematic. One of the important novelties presented in this Ph.D. thesis is amongst others the generation of especially high-order harmonics for SOM purposes, which will be presented within the following sections. Very high-order SOMs have not been studied very extensively up to now due to their difficult design, simulation, and low performance output when not understood properly. Their importance becomes especially visible in the case of millimetre-wave applications, because LO power can be generated at a fraction of the RF frequency, where it is less problematic to generate.  

   Figure 3.2 Concept of subharmonic self-oscillating mixing. 
33..11..22  BBaallaanncceedd  AArrcchhiitteeccttuurree  One very efficient implementation method of subharmonic SOM operation is given by using a balanced circuit structure [23]–[27]. The major idea behind the performance advantages 



30  of balanced mixer structures is related to the exploitation of the phase relations between the RF and LO signals at the two active device inputs as shown in Figure 3.3. For example, if the RF signals are provided in phase and the LO signals out of phase, either even- or odd-order mixing products can be easily enhanced depending on the output combination that is used. On the other hand, the respective non-enhanced mixing products are ideally suppressed in such a structure [28]. Moreover, conversion gain is enhanced, as the IF output is ideally a combination of the power of two single-ended mixers. Balanced structures also offer inherent RF-LO isolation as well as a number of additional important advantages such as lower AM noise, suppression of unwanted harmonics, etc.  Based on this concept, it is possible to establish a balanced subharmonic SOM from the depicted structure in Figure 3.3. A balanced mixer is built up from two single-ended gate mixers, and a balanced oscillation can be introduced using a resonance between the two gates. This oscillation is occurring out of phase at the two gates and hence represents the required out-of-phase LO condition for proper balanced mixing. Looking at this concept a little more in detail, a further advantage of this balanced SOM structure over conventional balanced mixers is revealed. In the presented case, the oscillation occurs internally and inherently, and no external balun/hybrid is needed to create the required out-of-phase LO condition at the gates as it is the case in conventional mixers where the LO must be applied externally. This allows for a compact size structure and moreover a possible cost-effective MMIC integration as baluns/hybrids always require a large amount of circuit area. The proposed concept thus seems highly interesting for commercial applications and will be implemented and outlined in detail in the following section.  
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 Figure 3.3  Balanced SOM concept: the gates of a single balanced gate mixer are connected by a resonating line to form a balanced oscillator. Applying RF power at the center of the structure allows for self-oscillating mixing. 
33..22  LLOOWW--FFRREEQQUUEENNCCYY  PPRROOTTOOTTYYPPEE  OOFF  AA  SSUUBBHHAARRMMOONNIICC  SSEELLFF--

OOSSCCIILLLLAATTIINNGG  MMIIXXEERR  

The circuit concept in Figure 3.3 has been implemented at low frequency, i.e. 5.8 GHz, in order to properly prove its functionality. This specific design frequency is chosen as a large number of commercial and industrial applications operate at this range and components are easily available, which makes testing and fabrication straight-forward and cost-efficient. In particular, it uses for the first time high-order harmonics of the oscillation signal, i.e. in the presented circuit the third and fourth order harmonic [23], [51]. A more detailed diagram of the proposed concept is shown in Figure 3.4.  
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  Figure 3.4 Concept of the third (n = 3) and fourth (n = 4) harmonic SOMs. 
33..22..11  CCiirrccuuiitt  ssttrruuccttuurree  

33..22..11..11  MMiixxeerr  ccoonnffiigguurraattiioonn  The mixing function in the proposed circuit is introduced by a straightforward active transconductance gate mixer design. The RF signal is injected from the center of the structure and reaches the transistors in phase, where it is mixed with an out-of-phase LO signal. This allows for the generation of even-order mixing products in the case of an in-phase combination of the outputs and odd-order mixing products for out-of phase combination, respectively.  For proper mixer performance it is important to short-circuit the drains at LO frequency, so that during the entire LO cycle the transistor does not drop into the linear region. Furthermore, undesired mixing products, RF leakage, and other spurious responses need to be eliminated from the output. These two requirements are fulfilled by a broadband stepped impedance output filter. In addition, short circuit stubs at the sources prevent instability at the gate at RF frequency, so that no possible oscillation may build up at this frequency and the circuit can be matched properly at the input.  The design is then balanced using two identical gate mixers with their outputs connected by an IF balun/combiner and their inputs connected by a transmission line. The RF power is injected via an input filter at the center of the transmission line. This causes the RF to be 



33  in phase at the gates, while the LO is out of phase. The input filter serves both as input matching and as a means to improve RF-LO isolation. 
33..22..11..22  OOsscciillllaattoorr  ddeessiiggnn  The oscillating part of the SOM follows a straightforward negative resistance oscillator design and capacitive feedback at the sources introduces negative resistance at the gates. To make the design balanced, the balanced oscillator theory based on the extended resonance technique [25] is used: A simple transmission line between the gates converts the reactance of one transistor to its negative value and therefore the two FETs can resonate with each other building up a stable oscillation signal.  
33..22..11..33  SSOOMM  ccoonncceepptt  If the LO signals at the gates of the transistors are provided out of phase and the RF signals are in phase, at the output, either a balun rejects the in-phase even-order mixing products or a power combiner rejects the out-of-phase odd order products. Thus, for a third harmonic SOM, a balun is used, while the fourth order harmonic SOM uses an output power combiner. The final SOM circuit is shown in detail in Figure 3.5.   
 

  Figure 3.5 Circuit structure of the third-order SOM. 
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33..22..22  SSiimmuullaattiioonn  rreessuullttss  To prove its functionality, the proposed concept has been designed at low frequency (5.8 GHz). Simulations have been performed with Agilent ADS using the Harmonic Balance (HB) method. Simulation and measurement results are shown in Figure 3.6 to Figure 3.8: Figure 3.6 shows the output spectrum of the third harmonic SOM. A comparison between the balanced and the single-ended output indicates that a large number of undesired harmonics can be effectively eliminated, whereas the desired IF signal power resulting from mixing with the third harmonic LO component is successfully enhanced.  

  Figure 3.6 Output spectrum of the third harmonic SOM simulation (RF = 5.83 GHz at –30 dBm, LO = 1.78 GHz). grey = single ended output, black = balanced output.  Simulation of the fourth harmonic SOM in Figure 3.7 shows similar behavior for the suppression using a balanced structure. Moreover, since the LO signal is out of phase at the drains, LO leakage is inherently removed.  
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  Figure 3.7 Output spectrum of the fourth harmonic SOM simulation (RF = 7.65 GHz at –30 dBm, LO = 1.78 GHz). grey = single ended output, black = balanced output. 
33..22..33  EExxppeerriimmeennttaall  rreessuullttss  For verification purposes of the proposed circuit concept, the third harmonic structure was selected and fabricated in microstrip technology on a Rogers RT5880 substrate with a relative dielectric permittivity of εr = 2.2. A photograph of the circuit is shown in Figure 3.9. The active devices employed in the design are NE34018 FETs biased at Vgs = -0.6 V and 
Vds = 2 V. Figure 3.8 shows the measured output spectrum of the third harmonic SOM with an input RF input signal of 5.83 GHz and –30 dBm exhibiting a measured conversion gain of +11.1 dB. The oscillation of the circuit stabilizes to 1.783 GHz, hence yielding an IF frequency of approximately 480 MHz. It is further visible that the LO level at the output is as low as –39 dBm representing a very good result in terms of IF-LO isolation performance. The power consumption of the presented balanced SOM is 32 mW (16 mW per transistor) at a drain bias voltage of 2 V. This value agrees both in measurement and simulation and moreover emphasizes the low power consumption of the device.  
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  Figure 3.8 Output spectrum of the third-harmonic SOM at an RF input of 5.8 GHz and –30 dBm. The oscillation built up to 1.863 GHz, which yields an IF frequency of 160 MHz.   Conversion gain for the third and fourth harmonics vs. RF input power is illustrated together with measurement results in Figure 3.10. The simulated results show a slight deviation from the measured results, which is attributed to the use of the low-quality nonlinear transistor model coming along with the device employed in the presented design. Furthermore, at high RF input levels, HB simulation becomes inaccurate and experiences convergence failure.   

LO

IF 
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  Figure 3.9 Photograph of the SOM circuit prototype (fabricated in microstrip technology, substrate RT5880 with εr = 2.2).  
 

  Figure 3.10 Conversion gain vs. input power for an RF frequency of 5.83 GHz and an LO frequency of 1.78 GHz.  
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33..33  PPEERRFFOORRMMAANNCCEE  MMOODDEELL  OOFF  SSEELLFF--OOSSCCIILLLLAATTIINNGG  MMIIXXEERRSS  

In order to assess the practical applicability of the proposed architecture, in this section a detailed performance investigation of the developed subharmonic SOM receiver is carried out. In a SOM, the main performance goals are given by its conversion gain, its IF frequency, noise figure, LO leakage, and its intermodulation distortion. In the structure that has been described in the previous section, the primary design parameters that influence these performance goals are the gate and drain bias voltages of the transistor, the choice of the source feedback, the output terminations at the drain (also realized by the output filter), and the applied input power. For illustration, these parameters are indicated in Figure 3.5. 
33..33..11  HHaarrmmoonniicc  oouuttppuutt  In harmonic mixers, the gate voltage Vgs can be selected in order to maximize the desired harmonic output: a Fourier analysis of the transconductance waveform shows that maximizing the desired harmonic component by properly selecting the gate voltage enhances the desired harmonic mixing order. Thus, in the proposed design the third harmonic component needs to be maximized.  In Figure 3.11 a comparison of the third harmonic transconductance waveform component with the simulated and measured conversion gain is shown. It becomes clear that there is a direct relationship between these two parameters. The maximum conversion gain visible in the plot at Vgs = –0.6 V does not coincide with the maximum of the third order transconductance component, however, this additional peak is occurring due to a conjugate matching of the circuit at this bias point. 
33..33..22  CCoonnvveerrssiioonn  ggaaiinn  In a mixer, a variety of mixing products at frequencies corresponding to  = + (3.1)  



39  are created with fRF as the RF input frequency, fLO as the LO frequency, and n = 1, 2, 3,... and 
m = 1, 2, 3,.... Mixer performance is determined by the termination presented to the circuit at each of these frequency components. In general, the mixing products that are desired should be terminated with a conjugately matched load, whereas the undesired components are ideally terminated in a short circuit. This design rule must be held in mind when designing mixer circuits. Moreover, conversion gain for harmonic mixers is mainly influenced by maximizing the desired harmonic component of the transconductance waveform as it has been shown in Figure 3.11. This is at first ensured by the proper choice of the gate voltage. It is also very important to provide a drain short-circuit at LO frequency and its harmonics in order to maintain the transistor from dropping into the linear region and therefore maximizing transconductance variation. Furthermore, conversion gain is improved by increased drain bias and by the power combination due to the balancing of the design as it is shown in Figure 3.12. 

 
 

 
 
 Figure 3.11 Fourier analysis of the transconductance waveform: the maximum of the third harmonic component lies at around –0.7 V, which complies with our gain performance results and the experimental results (gain maximum is at a different location due to matching).   
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 Figure 3.12 Comparison between the measured single-ended and balanced IF output power. Many undesired spurious responses, harmonics, and the LO leakage can be suppressed, whereas the conversion gain is increased. 

33..33..33  OOsscciillllaattiioonn  ffrreeqquueennccyy  ttuunniinngg  In some applications it might be of interest to provide oscillation frequency tunability in order to downconvert different RF frequencies to the same IF frequency. Oscillation frequency is determined by the source feedback capacitance, choice of gate bias voltage, and the output termination of the transistors. Figure 3.13 shows the tunability of the oscillation frequency vs. drain bias voltage providing a relative tuning bandwidth of 2.3%. It is to be noted that in spite of the operation as a mixing and oscillating device at the same time, a linear tuning behaviour can be obtained. Tuning is also possible by varying the source capacitance.  
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  Figure 3.13 Measured oscillation frequency vs. drain bias voltage: oscillation frequency can be tuned linearly in a relative bandwidth of 2.3%. 

33..33..44  NNooiissee  ffiigguurree  In an active FET mixer, the main contribution to noise is given by the high-field diffusion noise at the drain. Therefore, unlike in an amplifier design, mismatch does not significantly improve noise behaviour, since thermal noise at the input and output is not high and the device shows lower gain due to a smaller value of transconductance variation. Noise figure optimization in our design is therefore given by short-circuit termination of gates and drains at LO frequency and its harmonics. Moreover, the gate should be short-circuited at IF frequency and the drain at RF frequency to prevent amplifier-mode gain. At the same time both ports are conjugately matched to maximize conversion gain. Furthermore, inherent improvement of the noise figure is given by a balanced design as it is presented in this circuit concept. Figure 3.14 shows the measured noise figure of the circuit over the entire IF bandwidth. The measurement has been performed with an Agilent Noise Figure Analyzer that allows for simultaneous gain measurement, which is shown in Figure 3.14 as well. A minimum noise figure of 6.9 dB for an IF frequency of 140 MHz is measured. Considering the high gain of +11.1 dB, this value is very low and practical for almost any application. It is to be noted that the measured conversion gain is slightly lower compared to the results shown 
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42  in the above paragraphs due to the insertion loss of an additional output filter that is required for the band selection in the noise measurement.  

 
 Figure 3.14 Noise figure compared to conversion gain over the IF bandwidth. A minimum noise figure of 6.9 dB is measured. 

33..33..55  FFrreeqquueennccyy  ppuulllliinngg  As opposed to conventional mixer circuits, the presented receiver involves an autonomous oscillation circuit, which makes the LO frequency a variable parameter whose changes can affect circuit performance. Especially the effect of applying external RF input power needs to be considered as it pulls the oscillation frequency and therefore can affect the dynamic range of the designed receiver circuit. The measurement in Figure 3.15 shows a constant LO frequency for low input powers (< –30 dBm) and a very low pulling effect of max. 2.8 MHz or 0.15% relative bandwidth for an RF power of –10 dBm, which proves the functionality of the presented circuit for practical applications.  
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   Figure 3.15 Pulling of the oscillation frequency by the RF input signal and the relative frequency shift. 
33..33..66  IInntteerrmmoodduullaattiioonn  ddiissttoorrttiioonn  Intermodulation distortion (IMD) has become increasingly important in microwave mixer design in terms of dynamic range performance. Unlike harmonic and second order distortion products, third order IMD products result very close to the IF signal and cannot be easily eliminated by filtering. Usually in receivers the mixer constitutes the greatest contributor to intermodulation distortion. In subharmonic mixers, the various performance advantages are outweighed by a generally lower third order IMD. For the designed third order SOM we measured an output-referred third order intercept point (TOI) of 4.5 dB. 
33..33..77  LLOO  lleeaakkaaggee  LO leakage is mainly reduced by proper output filtering and the LO short-circuit terminations at the drain as described above. However, to further improve LO leakage, a capacity between the two outputs is introduced, which forms a lowpass filter that suppresses the LO signal but leaves the IF output and therefore the conversion gain 
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44  unaffected. In addition, this technique allows for a more effective suppression of any higher-order unwanted mixing products.  Figure 3.16 shows the influence of the drain capacitor: at low values, it reduces LO leakage but leaves the conversion gain unaffected. For optimum values, it can even enhance the gain due to the more effective LO short circuit at the drain.  

  Figure 3.16 Conversion gain and LO leakage vs. drain capacity: Up to around 10 pF the LO leakage can be effectively reduced without affecting conversion gain.   In Figure 3.17 the LO leakage vs. RF power is shown, and simulation and measurement results agree well. The deviation can be explained by the difference in conversion gain in simulation and measurement. LO leakage for this third harmonic SOM is also drastically decreased by balancing the design as it can be seen from Figure 3.12. Combining all these aspects, we can achieve an LO reduction by the drain capacitance of 31 dB and a suppression of 18 dB by balancing the design, which yields a total suppression of 39 dB.   
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   Figure 3.17 LO leakage vs. RF input power for simulation and fabricated circuit. 
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33..44  UULLTTRRAA  HHIIGGHH--OORRDDEERR  SSUUBBHHAARRMMOONNIICC  SSEELLFF--OOSSCCIILLLLAATTIINNGG  MMIIXXIINNGG  

Considering all their previously outlined advantages, in recent years, subharmonic mixers have received considerable attention as they represent excellent choices for high-end millimetre-wave applications. However, subharmonic mixing beyond the 2nd or 4th order becomes difficult due to the high number of necessary idler circuits in order to suppress unwanted mixing harmonics. Recently, an 8th-order mixer based on two pairs of anti-parallel diodes has been proposed using phased local oscillators [68]. In this section, the suggested subharmonic SOM technique is for the first time extended to ultra high orders. The advantage of this design over previously proposed solutions such as high-order subharmonic mixers based on antiparallel diode pairs [28] are in the first place its SOM structure, but also its ability to provide conversion gain due to the use of FETs as nonlinear devices instead of diodes. The presented high-order subharmonic operation drastically lowers the transistor maximum frequency (fmax) requirements and therefore this circuit architecture represents an excellent choice for future millimetre-wave receivers. The technique presented here introduces a general approach for the design of such SOM architectures by providing different phase shifts to the nonlinear devices’ inputs. A basic design procedure is developed in theory that can be applied to any desired arbitrary mixing order. Finally, the theoretically suggested results are experimentally verified with the design of a 6th-order subharmonic SOM.  
33..44..11  CCiirrccuuiitt  ccoonncceepptt  The circuit concept of the SOM presented in this paper is shown in Figure 3.18. K single balanced self-oscillating mixer blocks [23] are designed and connected by a phase-shifting input network locking the oscillators to phases φi of i*π/K rad (i = 0,1,...,K–1). The outputs are combined by an appropriate output network in order to enhance either multiples of even-order (N = 2l*K, with l as an integer) or odd-order mixing products (N = (2l–1)*K), 



47  respectively. RF power is injected at the center of the input network. This causes the RF to be in phase at the gates, while the LO is phase-shifted.   

   Figure 3.18 a) Multiple-element SOM concept: K SOM elements are connected by a phase-shifting input network and combined by an output network; b) each SOM block consists of a single balanced transconductance mixer that provides at the same time a balanced oscillation function by connecting the gates through a transmission line. 
   Each single block is built up as proposed in [23] by two transconductance gate mixers (Figure 3.18b). The two gates of the transistors are connected by a transmission line, which acts as a resonating element in order to create a balanced oscillator [29]. For each block, the balanced oscillator design employed for this circuit architecture yields oscillation signals at the gates with phases of 0 and π rad, respectively. Thus, between each pair of blocks, a phase shift of i*π/K rad must be introduced in order to obtain the full 



48  phase range of 2π/K rad. In our design, these phase relations is realized by introducing transmission lines between the blocks locking the relative phases of the transistors to the desired values (Figure 3.19). The lines between the gates of the single transistors in each SOM block have a length determined by the balanced oscillator theory [29]. Figure 3.19 shows the output network for the case of a circuit enhancing odd-order mixing products. It is implemented by in-phase combinations (+) that are realized in practice by power combiners, whereas out-of-phase combinations (–) require a balun. 
 

 

    Figure 3.19 Structure of the input network providing the required phase shifts to the gates of the transistors together with the output network for the case of an out-of-phase connection.  
 It should be mentioned, that any of these combinations can be realized with only one single balun for meeting possible circuit space limitations. Section 3.4.2 theoretically proves the requirement of these specific output networks for the proposed application. 
33..44..22  TThheeoorryy  This section expands the theory presented in [28] to the case of high-order subharmonic SOMs using FET transistor pairs with arbitrary output phase connections. In the case of in-phase connected outputs, the total IF current can be written as 
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50  For the case of out-of-phase connections we can develop (3.5) into two cases for an even number K of SOM blocks  
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 for an odd number K of SOM blocks.  In (3.6) all sideband terms except n = 2l*K are zero. This shows that mixers employing in-phase combined nonlinear devices result in mixing orders of N = 2l*K. In (3.8) only sidebands with index n = (2l–1)*K yield nonzero IF currents. Thus, a mixer built up by an output network with out-of-phase combinations enhances N = (2l–1)*Kth-order mixing. This proves the assumptions taken for the output network in section II. Furthermore, it is important to note that the integer (l–1) in these expressions describes the number of necessary idler circuits required for enhancing the desired mixing order as a fundamental response. 
33..44..33  EExxppeerriimmeennttaall  RReessuullttss  A subharmonic SOM based on the described novel approach has been designed and tested in order to verify the presented technique. A mixing order of N = 6 is selected as it represents a sufficiently high order to prove the novel concept, but also shows possible implementations of orders other than multiples of 2K that are enhanced by in-phase connected networks such as antiparallel diode pairs. Considering the observations made in 



51  section III, a mixing order of N = 6 can either be realized by three in-phase SOM blocks (l =1) or two out-of-phase SOM blocks (l = 2). In order to reduce component number and power consumption we select the latter option. In this way, only an idler circuit for the third harmonic becomes necessary. To realize this circuit architecture, two SOM blocks [23] as described in section II were implemented each of them providing phase shifts of 0 and π rad, respectively, at the gates. Connecting their inputs with a transmission line of length π/2 at LO frequency, phases of 0, π/2, π, and 3π/2 can be obtained. The outputs of each block are connected in phase and the two blocks are combined out-of phase by means of a balun. The circuit was fabricated on Taconics TLY-5 substrate with a relative dielectric permittivity εr of 2.2 and a thickness of 20 mil. The nonlinear devices used in this work are NE34018 FETs. A picture of the final circuit is shown in Figure 3.20.   

  Figure 3.20 Photograph of the designed 6th-order subharmonic SOM using Taconics TLY-5 substrate with a relative dielectric permittivity of εr = 2.2 and a thickness of 20 mil.   The first step of the experimental setup required a careful investigation of the oscillation signals of each SOM block. To ensure proper functionality, the LO frequencies of both oscillators had to be synchronized to the same frequencies in order to enable the required 
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52  phase locking of the SOM blocks with each other. For this reason, separate bias connections for each SOM block were mounted in order to be able to tune the oscillation frequencies independently. Following this procedure, the oscillation output settled to an oscillation frequency of fLO = 1.32 GHz. Thus, with an input frequency fRF = 7.38 GHz an IF frequency of 
fIF = 552 MHz has been achieved. A maximum conversion gain of +2.8 dB was measured at an input power of –30 dBm, which represents an excellent result considering the high mixing order. The spectral behavior of the designed circuit is shown in Figure 3.21. The number of spurious responses of the balanced structure is as expected clearly reduced compared to single-ended mixers. A jitter has been observed around the oscillation frequency and that originates from the slightly different oscillation frequencies between the two SOM blocks and their fluctuations as described above. 

 
 

 

 Figure 3.21 Output spectrum for the proposed 6th-order SOM at an oscillation frequency 
fLO = 1.32 GHz, an RF input frequency fRF = 7.38 GHz and an input power of –30 dBm, yielding an IF frequency fIF = 552 MHz. 
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53  Figure 3.22 shows the conversion gain of the proposed structure vs. RF input power outlining the circuit compression behavior. A stable gain is observed below input powers of  –30 dBm.  

 Figure 3.22 Measured compression behavior for the proposed 6th-order subharmonic SOM at an input frequency of fRF = 7.38 GHz. 
33..55  TTRRAANNSSIISSTTOORR  SSEELLEECCTTIIOONN  AANNDD  MMOODDEELLIINNGG  

The analysis of millimetre-wave SOM architectures requires considerable design effort. Especially at millimetre-wave frequencies it is very important to provide good prediction methods for analyzing circuit behaviour and performance, since fabrication failures mostly become very expensive and time-consuming. Therefore, high-quality simulation analysis becomes essential and hence good modeling of the employed active devices must be used. Especially for millimetre-wave transistor devices, there are mostly no nonlinear models readily available from the manufacturer. Many times a device is characterized up to a certain frequency, but the model does not cover the entire frequency range. For the requirements specified in this project, it was not possible to find a nonlinear transistor model, which made it necessary to develop our own set of data. 
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11..44..11  TTrraannssiissttoorr  sseelleeccttiioonn  The selection of the active device is critical for the proposed application. First of all, dealing with a radiometry receiver, a low noise figure is important, restricting our selection to low-noise devices. Second, a device is needed that operates at 35 GHz, which leads us to the selection of an unpackaged device in order to avoid parasitic effects. Moreover, it is best to use a FET compared to a bipolar device. Combining all these requirements, a pHEMT appears to be the best choice for the proposed application.  In the course of the project, two different GaAs pHEMT devices were used, the first being the MwT-4 transistor from Microwave Technologies, Inc., and the second device as the EC2612 FET from United Monolithic Semiconductors. The first device creates problems in preliminary designs, which is why the selection is finally narrowed down to the EC2612 as the device of choice for the entire receiver design in this Ph.D. thesis. The MwT-4 transistor comes along with a relatively inaccurate model, which moreover ranges only until 27 GHz. The EC2612 is provided without any model, which brings us to the following design task of developing a nonlinear transistor model for the designated device. 
11..44..66  MMeeaassuurreemmeenntt  The measurements for transistor modeling are carried out at a probing station. The setup for this measurement is shown in Figure 3.23.  
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  Figure 3.23 Test setup for the transistor model extraction.  The transistor is connected through a CPW transition to the probes as shown in Figure 3.24 and Figure 3.25. Specific software for transistor modeling software is used, which allows to control the measurement from the PC trough a GPIB interface. In this way, the software can control the DC bias varying the bias voltages through the DC monitor and measuring the respective currents. Simultaneously it can measure the S-parameters with the help of the network analyzer.  
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 Figure 3.24 Transistor connected in the probing station.   

. Figure 3.25 Transistor under the microscope.  
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11..44..77  MMooddeell  SSeelleeccttiioonn  Especially in high-order transconductance mixing circuits it is important to pay attention to transistor modeling. The transconductance is given by the derivative of the Id-Vgs waveform, and thus the description of this waveform in the transistor model is of ubiquitous importance for simulation accuracy. The higher the mixing order is selected, the higher the order of description of this curve must be. E.g. in a standard Curtice quadratic transistor model, the Id-Vgs waveform is described by a quadratic term. Given the transconductance as the derivative of this waveform, we obtain only a linear term, which means that only first order mixing can be described, and moreover only without any saturation effects in LO pumping. The Curtice Cubic model includes a cubic term for the waveform, and thus limits the design to second order mixing (without LO saturation).  

 Figure 3.26 Transconductance curve plotted by Agilent IC-CAP.   Most transistor models describe the transconductance waveform with simple polynomials, which is somewhat limiting for high-order nonlinear applications as there is always a 



58  maximum order above which the circuit cannot be correctly analyzed anymore. One suitable model for our purpose is the Angelov-Chalmers transistor model, which has been developed by Prof. Iltcho Angelov at the University of Chalmers, Sweden [58], [59]. This model is selected to be used in the modeling of the devices in this project and will be described briefly in the following sections.  
11..44..88  AAnnggeelloovv--CChhaallmmeerrss  TTrraannssiissttoorr  MMooddeell  The equivalent circuit for the Angelov-Chalmers transistor model is shown in Figure 3.27. The main modeling equations are given in (3.9) to (3.10). From the relation for ψp it is obvious that the model exhibits free choice of polynomial order in harmonic designs, which represents an excellent choice for our high-order mixing application.  

  Figure 3.27 Equivalent circuit of the Angelov-Chalmers transistor model [58].    
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= 1 + tanh Ψ tanh α 1 + λ  (3.9) Ψ = − + − + − (3.10)  with the various modeling parameters as described in [58], [59].   

  

  Figure 3.28 Extraction of DC characteristics.  
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60  
11..44..99  MMooddeell  eexxttrraaccttiioonn  The extraction of the model is carried out in three major steps. Each of these steps has been carried out aligning the results obtained using the model with the measured results by varying specific parameters in the Angelov transistor model. This procedure is described in detail in [58], [59] and will not be included in the description provided here. The first step is concerned with the identification of the DC characteristics of the transistor, i.e. the drain current vs. gate and bias drain voltages. Figure 3.28 shows the circuit schematic used for this purpose and the obtained I/V curve of the transistor. The second step involves a comparison the S-parameters calculated from the model with the measurement.    

  Figure 3.29 Extraction of RF characteristics.  
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  Figure 3.30 Extraction of RF characteristics.  
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62  In the third step, the capacitances in the model are identified. The Y-parameters are used for this step and plotted in Figure 3.31. 

 

 

  Figure 3.31 Extraction of capacitances. 
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63   The final model is then given by the following parameters:  
Parameter Value Parameter Value 

Idsmod 0 Rgd 2 Ohm 
Igmod 0 Ls 0.004 nH 

Capmod 1 Lg 0.171 nH 
Ipk0 30 mA Ld 0.144 nH 
Vpks -0.1 V Tau 0.0012 ns 

Dvpks 0.25 V Rcmin 125 Ohm 
P1 2.3 Rc 1e6 Ohm 
P2 0 Crf 1e3 pF 
P3 0.8 Rcin 500000 Ohm 

Alphar 0.3 Crfin 0.001 pF 
Alphas 2 Rth 360 Ohm 

Vkn 0.8 V Cth 1e6 pF 
Lambda 0.220 Tcipk0 -0.003 

Lambda1 0 Tcp1 -0.003 
Lvg 0 Tccgs0 0.003 
B1 0.2 Tccgd0 0.003 
B2 4 Tclsb0 0.001 

Lsb0 0.1 Tcrc 0.001 
Vtr 3 V Tccrf 0.001 

Vsb2 0 Tnom 25 DegC 
Cds 0.183 pF TEMP 25 DegC 

Cgspi 0.1 pF Selft 1 
Cgs0 0.028 pF DTMAX 300 

Cgdpi 0.027 pF TMIN -263.15 DegC 
Cgd0 0 pF Noimod 0 

Cgdpe 0 pF NoiseR 0.5 
P10 3.3 NoiseP 1 
P11 5.9 NoiseC 0.9 
P20 0 Fnc 0 GHz 
P21 0 Kf 0 
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P30 0 Af 1 
P31 0 Ffe 1e-9 GHz 
P40 0 Tg 25 DegC 
P41 0 Td 25 DegC 

P111 0 Tdl 0.1 
Ij 0.2 mA Tmn 1 

Pg 15 Klf 0 
Ne Fgr 0 GHz 
Vjg 0.8 Np 1 
Rg 2.5 Ohm Lw 100 um 
Rs 2.4 Ohm AFAC 1 

Rgd 2 Ohm NFING 1  Table 3.1 Final values for the Angelov-Chalmers transistor model of the EC2612 FET. 
33..66  IIMMPPLLEEMMEENNTTAATTIIOONN  OOFF  AA  MMIILLLLIIMMEETTRREE--WWAAVVEE  SSEELLFF--OOSSCCIILLLLAATTIINNGG  

MMIIXXEERR  

The final SOM design step is the development of the device for an RF input frequency of 35 GHz. Two different designs have been considered, the first one being a third-harmonic SOM based on the same transmission-line circuit concept as presented in section 3.2 scaled to the millimeter-wave range, and the second circuit following a new topology employing an SIW cavity. 
33..66..11  TTrraannssmmiissssiioonn--lliinnee  bbaasseedd  SSOOMM  The design proposed in this section follows the same concept as outlined previously at a different design frequency. The RF input is 35 GHz and downconverted using the third harmonic of the oscillation signal at 11 GHz. As in the previously proposed low-frequency circuit concept, the RF input is filtered by a coupled line filter and fed to the center of the transmission line, which is used to provide resonance between the two transistors. The outputs are combined with an IF balun and filtered by two stepped impedance filters. 



65  The structure is simulated and optimized for conversion gain and fabricated in MHMIC technology on a 10 mil Alumina substrate with a dielectric constant of 9.9.  The IF circuitry is realized on a Rogers RT5880 substrate with dielectric constant of 2.2 and connected to the MHMIC part through bond wires. Measurement is carried out through connection with 
K- and SMA connectors, respectively. Figure 3.32 shows a photograph of the implemented and fabricated mixer.  The performance of the presented circuit is only partly satisfactory. The oscillation behaviour of the circuit is very good, yielding a stable LO signal at the desired frequency of 11 GHz. However, the mixing performance is giving a weak result with a conversion gain of only -25 dB. These problems have been examined carefully and attributed to the difficult circuit performance prediction for subharmonic operation. The transistor used in the design isan MwT-4 FET from Microwave Technologies, Inc., and its transistor model is found to be only specified to match well with measurements up to a frequency of 27 GHz, which represents an unusable modeling solution for our RF input frequency of 35 GHz. Moreover, especially when dealing with high harmonics, the quality of the nonlinearity description in is ubiquitous, which in the given model (Curtice model) was not the case. The conversion gain of a mixer design is basically determined by the quality of termination of its ports at RF, LO, and IF frequency, their harmonics, and any of their combinations as in (3.1). Thus, if the model cannot predictably describe the transistors impedances at these frequencies, a design cannot be established and conversion gain performance suffers. Considering these aspects, it becomes understandable, why it is essential to develop a high-quality transistor model for the proposed design, as outlined in section 3.5. 
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 Figure 3.32 3D illustration of the proposed 35 GHz self-oscillating mixer.  

 Figure 3.33 Photograph of the proposed 35 GHz self-oscillating mixer. 
33..66..22  SSuubbssttrraattee  iinntteeggrraatteedd  wwaavveegguuiiddee  bbaasseedd  SSOOMM  Based on the unsatisfactory results with the previous design, a novel concept has been established and is presented in this section. The concept of the proposed circuit is shown in Figure 3.34. The main idea behind this structure is given by the use of a higher-order mode SIW cavity. It is designed to resonate in a TM201 mode, meaning that the two lines connected to the cavity as seen in Figure 3.34 are forced to a phase difference of 180 degrees. This exploits once again the basic concept we have already previously used in the transmission-line based circuit, namely the balancing of the circuit and hence the creation of an oscillation occurring out of phase between the gates of the transistors. This out-of phase relation creates a virtual ground 



67  point for the LO frequency at the center of the structure, i.e. at the RF input and the IF output ports. Regarding the harmonics of the LO frequency, this symmetry presents a virtual ground to the odd order harmonics (LO, 3 LO, 5 LO, etc.), as well as an open circuit to the even order harmonics (2 LO, 4 LO, 6 LO, etc.). In this way, designing the circuit as a second-order subharmonic self-oscillating mixer, we can extract the IF signal at the IF output simply by combining the two signals in phase. 

  Figure 3.34 Circuit concept for the SIW-cavity based 35 GHz self-oscillating mixer.  The oscillator is designed in a common gate configuration with the sources connected to the resonator. The mixer function is then introduced using a straightforward gate transconductance mixer applying the RF input signal at the gates and extracting the IF output signal from the drain. 
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33..66..22..11  SSuubbssttrraattee  IInntteeggrraatteedd  WWaavveegguuiiddee  CCaavviittyy  The cavity in the proposed circuit is realized in SIW technology. In recent years, SIW technology has experienced an enormous success as it offers a highly attractive method for the design of microwave and millimetre-wave waveguide-based integrated components and sub-systems in the form of planar circuits. SIW technology provides a low-cost and low-loss solution for system-on-substrate (SoS) designs allowing for a straightforward integration with other planar technologies such as microstrip and coplanar waveguide. Among the developed structures, SIW-based resonant cavities have been built exhibiting an excellent performance in terms of quality factor [91]. Therefore, an SIW cavity design represents an excellent choice for the use in oscillator circuits, where high quality factors are of importance. In the presented application, an SIW will be used as the resonating element for the oscillator. However, we face one particular problem in the design of this architecture. The RF circuitry needs to be fabricated in MHMIC technology on an Alumina substrate with high dielectric constant of 9.9 in order to be able to bond the transistor dies to the microstrip circuitry. This, however, introduces a problem, as a cavity design on such a high dielectric substrate is prone to very high losses and unsatisfactory Q-factor performance. One possible solution to this problem may be the adjacent locating of the SIW cavity and the MHMIC microstrip circuitry and connecting the two structures through wire bonds. However, it is very advisable to avoid bondwires and minimize their use and lengths, due to the inductive termination they introduce, creating problems especially for the design of less-predictable harmonic circuits. Therefore, the presented design involves a multi-layer structure, in which the SIW cavity is fabricated on a Rogers RT5880 Duroid substrate with a dielectric permittivity of 2.2. It is located below the microstrip circuit layer, and the energy is coupled through a defected ground plane using either slot or via coupling. In this way, the compact-size high-Q structure desired for this application can be realized.  
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 Figure 3.35 Multilayer concept used for the proposed SIW cavity based SOM.  Two different coupling methods have been studied, thereof the first being an aperture coupling structure as shown in Figure 3.35, corresponding to a standard type slotline-to-microstrip transition. Here, an additional requirement of the active circuit comes into consideration: the transistors require a DC return to ground for their biasing, which is why the aperture coupling needs to be realized with a short circuit stub instead of an open circuit stub. The second possibility involves the coupling of the energy through a via post (Figure 3.36and Figure 3.37), which inherently represents a DC return to ground. The method of choice is finally selected to the latter, as the aperture coupling realized with a short circuit stub introduces a second resonance into the frequency response, which interferes with our desired behaviour and is prone to introduce oscillation stability problems in the final oscillator design.  In the presented application we need to build an SIW cavity that resonates at an approximate frequency of 16.7 GHz providing the oscillation frequency, so that an RF input 



70  of 35 GHz is downconverted using the second harmonic of the LO to an approximate IF frequency of 1.6 GHz.  

  Figure 3.36 3D illustration of the proposed SIW cavity with via post coupling.  

 Figure 3.37 Exploded view of the proposed SIW cavity with via post coupling.  Considering these frequency requirements, the cavity has been implemented and simulated in Ansoft HFSS. As it is furthermore visible from Figure 3.36, three additional posts have been inserted in the center of the cavity. These posts are used to suppress 



71  unwanted cavity modes, i.e. the fundamental TM101 and the third-order TM301 mode, by creating a short circuit to the E-field at the position of the post and therefore inhibiting these modes which would have a maximum at the that location. The simulation results are shown in Figure 3.41 and Figure 3.42, showing the S-parameters of the structure as well as the successfully implemented out-of-phase field distribution in the cavity.  

 Figure 3.38 Simulated S-parameters for the second-order mode SIW cavity.  

 Figure 3.39 Simulated field distribution for the second-order mode SIW cavity.  
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33..66..22..22  OOsscciillllaattoorr  DDeessiiggnn  Based on the designed cavity, an oscillator circuit has been designed as shown in Figure 3.40. The circuit is designed as a balanced common-gate oscillator architecture. The transmission lines between the gates, given the virtual ground in the center of the structure, are designed for introducing instability in order to enhance oscillation. Their length is determined from the behaviour of the load and source stability circles of the transistor. Then, with the SIW cavity connected to the sources, the drain interconnection can be determined with an appropriate length in order to guarantee oscillation. The structure is simulated in AWR Microwave Office and results for the current spectrum and waveform are shown in Figure 3.41 and Figure 3.42, respectively.  

 Figure 3.40 Schematic in Microwave Office for the 35 GHz oscillator.  
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 Figure 3.41 Simulated spectrum of the oscillation current.   

 Figure 3.42 Simulated waveform of the oscillation current.  The presented simulation results exhibit a fundamental oscillation current of 35 mA at a frequency of 16.6 GHz at the internal drain node of the transistor. For a proper mixer design, it is essential to provide a large oscillation signal in order to provide a good large-signal pumping for creating the necessary harmonics. 
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33..66..22..33  MMiixxeerr  DDeessiiggnn  The mixer design is based on a straightforward gate transconductance mixer design. The RF signal is injected from the center of the structure and reaches the transistors in phase, where it is mixed with the out-of-phase oscillation signal. This allows for the generation of even-order mixing products in the case of an in-phase combination of the outputs. In the presented case, the second order is used for the mixing. As it has already been described, for proper mixer performance it is important to short-circuit the drains at LO frequency, so that the transistor does not drop into the linear region during the LO pumping. This is realized by the virtual ground point at the center of the structure, and it is hence important to keep the lines connecting the drains as short as possible remaining within the requirements of the oscillator design. Moreover, an open stub at RF frequency at the IF output proves important to be included. On the one hand, it serves as a stabilizing element of the circuit at RF frequency. The second-order harmonic of the LO signal being so close to the RF frequency, the circuit may easily exhibit an input coefficient greater than one at the gates at RF frequency. This would imply that no matching can be applied to the circuit, as it is inherently unstable at RF frequency. Moreover, it may start to oscillate at that frequency, which would entirely alter circuit function. Thus, this possibility needs to be eliminated. Moreover, the bandwidth is critical without this stub, as the output signal sees the IF line as a termination, whose electrical length varies in frequency, which results in a narrow band. An RF short circuit at the gates solves both of the described problems. In addition, a short-circuit stub at 2 LO is included in the design in form of a flag, i.e. a narrow high-impedance line of length λ/4 connected to a broad low-impedance line of λ/4. This flag is connected to the IF output line. A stepped-impedance output filter centered around a frequency of 2 LO is included at the IF output. The simulation results for the mixing function of the presented SOM is shown in Figure 3.43. The RF input power is -10 dBm, thus yielding a simulated conversion gain of 2.4 dB. It is also visible that the remaining frequency components in the IF spectrum are low and thus easily eliminated by filtering.  
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 Figure 3.43 IF output spectrum for the 35 GHz self-oscillating mixer.  
33..66..22..44  AAsssseemmbbllyy  Figure 3.44 and Figure 3.45 show a 3D illustration of the implemented 35 GHz self-oscillating mixer. The RF input is connected via a K-connector to the multilayer structure consisting of the SIW cavity on the bottom and the MHMIC active circuit containing the transistors on top. The bias connections cannot be soldered onto Alumina substrate and are mounted on the IF circuit on a Duroid substrate with dielectric permittivity 2.2 containing also the stepped impedance output filter. 
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 Figure 3.44 3D illustration for the 35 GHz self-oscillating mixer.  

 Figure 3.45 3D illustration in explosion view for the proposed SOM. 
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33..66..22..55  EExxppeerriimmeennttaall  rreessuullttss  Figure 3.46 shows a photograph of the readily fabricated circuit. It is measured and characterized experimentally and a spectrum of the IF output signal is shown in Figure 3.47.  

 Figure 3.46 Photograph of the 35 GHz self-oscillating mixer.  The graph shows that oscillation at a frequency of 16.2 GHz can be achieved successfully. Applying an input power of -20 dBm to the circuit, an IF output power of -29.6 dBm is measured at an IF frequency of 1.404 GHz. Including cable losses, this yields a conversion gain of -8.7 dB, which is a good result for a subharmonically operating SOM at millimetre-wave frequencies. Figure 3.48 shows the measured conversion gain over bandwidth. A 5-dB bandwidth of 1.5 GHz or 4.2% is obtained, which is sufficient for the final system application requirements. 
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 Figure 3.47 Measured IF output spectrum for the 35 GHz self-oscillating mixer.  

 Figure 3.48 Measured bandwidth over RF input frequency.  
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33..77  TTHHEEOORREETTIICCAALL  AANNAALLYYSSIISS  OOFF  SSEELLFF--OOSSCCIILLLLAATTIINNGG  MMIIXXEERRSS  

A very important part of SOM design consists in the use of adequate simulation and analysis tools in order to correctly predict their performance. Using standard HB methods, it is not straight-forward to analyze SOM circuits because of their autonomous operation nature. In general, standard RF circuit simulators must be adapted in order to be able to simulate these structures. Moreover, specific simulation algorithms may have to be developed, which adapt well to the special characteristics of SOM circuits. This section deals with the development of a simulation code based on a Volterra series approach combined with a conversion matrix analysis in order to analyze subharmonic SOM behaviour. The analysis and simulation of FET SOMs are critical due to the autonomous nature of the oscillation signal. There have been various approaches to solve this problem: A time domain method has been used, which has the disadvantage of long simulation times and additional constraints of time-step choice. Furthermore, an extension to the HB method with the help of an iterative optimization process is presented. This approach is interesting but requires an additional optimizing step over the already iterative HB algorithm, which yields a computationally intensive analysis procedure. Itoh applied the Volterra series approach to the problem of SOMs, which allows for an effective and rapid computation of harmonic components and shows very good accuracy for weakly nonlinear structures. Furthermore, it does not require any iterative procedure and is applicable to CAD solutions by using the nonlinear current method. However, applying this procedure to subharmonic SOMs becomes very cumbersome: the analytical derivation of the Volterra kernels becomes increasingly laborious for higher orders and is therefore in most cases limited to a description up to the third order. In addition, higher-order coefficients derived from a transistor’s DC I-V characteristics can significantly deviate from its RF behavior and thus can introduce large errors for higher order analyses. In this research work, a novel hybrid solution to this problem is presented: the oscillating steady-state condition is derived from the Volterra series solution, whereas the mixing phenomena are analyzed by a conversion matrix method. The advantage of using a 



80  conversion matrix description is its simple nature and the fact that computational effort does not increase with mixing order. Furthermore it is an easy single-step calculation after finding the oscillation steady-state condition and does not require any additional iteration, such as for example HB. The small-signal assumption of the mixing phenomena analysis holds true, since saturation effects shall not be considered. Moreover, this method provides a tool for future investigation on noise and intermodulation analysis. 
33..77..11  TThheeoorryy  The subharmonic SOM circuit investigated is shown in Figure 3.4. It combines a balanced oscillator structure with a singly-balanced gate mixer in order to form a third-order subharmonic SOM. The proposed analysis is divided into two steps: at first the oscillating part of the circuit is analyzed by a Volterra series approach.  A break is introduced into the circuit at an arbitrary point, as it is shown in Figure 3.49a. In this way, the circuit is converted into a one-port and the problem is reduced to the description by its input impedance ZIN. Thus, the oscillation steady-state condition is reached for an input impedance ZIN equal to zero at the break point. The analysis gives the oscillation frequency ω0 and current I0. As a second step, the result for the oscillation can be applied as an input to the mixer analysis, which is described by a simple conversion matrix approach. The oscillation current I0 can be converted to a voltage Vs at the mixer input, and a time-varying transfer admittance Ytran of the circuit can be derived (shown in Figure 3.50b), which yields the conversion matrix and therefore the circuit’s conversion gain. This approach includes losses due to mismatching. 
33..77..11..11  OOsscciillllaattoorr  aannaallyyssiiss  To determine oscillation behavior, an ideal current source I0 is added at the artificial port created by the break-point (see Figure 3.49b). An ideal input impedance Z0 presenting an open circuit at the fundamental oscillation frequency ω0 and a short circuit at its harmonics is added to the port.  The input impedance ZIN is a function of the oscillation frequency ω0 and the current I0. At small-signal condition, the observed input impedance is equal to the linear impedance. As 



81  the oscillation builds up, the nonlinearity in the circuit influences the current level I0 and therefore changes ZIN. Thus, a nonlinear representation of the input impedance becomes necessary. Using the Volterra series expansion, ZIN can be written in the following form:  
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0100 +−−+−+= IZIZZIZIN ωωωωωωωωωω (3.11) with Z1, Z3, and Z5 as the first-, third-, and fifth-order Volterra kernels. The linear small-signal input-impedance is represented by Z1(ω0). Even-order components do not appear in (3.11) since only odd-order terms contribute to the fundamental oscillation frequency ω0. The Volterra kernels can be derived in an efficient manner by the nonlinear current method. For each nonlinear element, a port is added to the circuit as shown in Figure 3.49b: the first order voltages at these ports are found by the response of the linear circuit. Then, the second order response can be found by exciting the circuit with the first order currents. Subsequently, this method can be applied for the third order. A Z-Matrix relates the currents and voltages in between these ports. The problem is now defined by the two unknowns ω0 and I0. Iterating the input impedance over the input frequency and the nonlinear current to find its zeros will give the oscillation steady-state solution.    
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    Figure 3.49 Schematic of the oscillator circuit: a) the circuit is converted into a one-port with an arbitrary break-point, b) the detailed oscillator circuit with the transistor model and an artificial current source I0.  
33..77..11..22  MMiixxeerr  ssiimmuullaattiioonn  Finally, the result of the oscillation analysis gives rise to the conversion matrix analysis. In this approach, the device of interest is described as a multiport network, each port representing a mixing frequency of interest. Conversion matrices for each circuit element relate current and voltage components at different mixing frequencies. The nonlinear elements are represented by matrices contain the Fourier coefficients for the oscillation frequency and its harmonics. Since linear circuit theory holds true for each matrix element, Kirchhoff’s laws can be applied to connect the circuit elements. Finally, a conversion matrix can be developed for the entire circuit deriving its transfer impedance. This conversion matrix gives a result for the conversion gain between RF and IF frequencies. After finding the transfer admittance matrix Ytran for the entire circuit and extracting the components for the mixing frequencies of interest, a 2 x 2 matrix relating RF and IF currents is obtained:  

a) 

b) 
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,  (3.12) where Id,IF, Id,RF, Vs,IF, and Vs,RF represent the drain current and input voltage (as shown in Figure 3.49 and Figure 3.50) for IF and RF frequencies, respectively. Subsequently, the final conversion gain considering matching with source and load impedances is given by  
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12,= (3.13)  with Zin and Zout as the load and source impedances.    

  Figure 3.50 Schematic of the mixer circuit: a) the mixing circuit with input matching and output filter, b) the detailed mixer circuit with the transistor model described by the transfer admittance 
Ytran.  

a) 

b) 

a)
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33..77..22  NNuummeerriiccaall  aanndd  EExxppeerriimmeennttaall  RReessuullttss  In order to verify the proposed method, the balanced third-harmonic SOM circuit in section 3.2 is considered. An input RF frequency of 5.8 GHz is applied and the measured oscillation frequency builds up to 1.88 GHz, which yields an IF frequency of 160 MHz. The device used is a NE34018 FET, which is described by a simplified nonlinear TriQuint TOM model as shown in Figure 3.51.   

  Figure 3.51 Simplified nonlinear model for the NE34018 FET used in this analysis including two nonlinear elements Cgs and Id.  In this analysis, we include two nonlinear elements: the drain current source Id and the gate-to-source capacitance Cgs. The gate-to-drain capacitance Cgd and the nonlinear effects of the drain-to-source voltage Vds are neglected because their contribution is small but significantly complicates the analysis. For simplifying the calculation, the parasitic elements of the transistor are combined with the input- and output networks in simplified impedances Zs, Zg, and Zd as shown in Figure 3.49 and Figure 3.50. Furthermore, only a single branch of the balanced circuit is analyzed since it can be easily extended to the full structure by doubling the conversion gain. For the oscillation analysis, an iterative algorithm to search for zeros has been adapted. It searches for an oscillation frequency ω0 by finding a zero of the imaginary part of the small-signal input impedance ZIN, from which a guess for the current can be generated. As the oscillation current builds up, the input impedance is influenced, and a new ω0 has to be determined. This process is repeated until the input impedance can be made to zero. 



85  The proposed algorithm is independent of the initial guess and converges to the correct value, since the possibility of converging to local minima is eliminated. Finally, the conversion matrix analysis can be adapted. The transfer admittance matrix 
Ytran is given by the inverse matrix of  

( )( )[ ][ ] 1−+++++−−= cdsgsgsgdcdsSggsStran ZGZZZZZZZZZZ  (3.14) with Zs, Zg, and Zd as the simplified impedance matrices for the source-, drain-, and gate circuit elements as shown in Figure 3.50 and Zgs and Zcds equal to the impedance matrices of the gate-to-source capacities Cgs and Cds. From this equation, the conversion gain for a single branch of the circuit can be calculated with (3.13). Finally, the balanced nature of the design is considered by a 3-dB increase in conversion gain. 
In order to verify the presented technique, the third harmonic SOM circuit in Figure 3.5 has 

been fabricated as shown in Figure 3.9. With bias voltages of Vgs = −0.6 V and Vds = 2 V and in- and output load impedances of 50 Ω, we measure a conversion gain of 9.2 dB, which compares very well with a simulated value of 9.06 dB. A more detailed result of the proposed analysis is shown in Figure 3.52. The conversion gain over the gate bias voltages Vgs, for which the circuit is oscillating, is shown. A maximum conversion gain is obtained for Vgs = −0.6 V and Vds = 2 V. This result agrees very well with the fact that for third-order harmonic mixing, the third-order Fourier coefficient must be maximized. The simulated and measured results agree very well. 
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  Figure 3.52 Comparison of the simulated and measured conversion gain over the gate bias voltage for a drain bias voltage of Vds = 2 V.  
 In Figure 3.53, the oscillation frequency and its variation over the drain bias voltage Vds are shown. The obtained values agree very well in simulation and measurement. The deviation in the slope is due to the neglected description of the nonlinearity for the circuit elements with the drain voltage Vds. A further reason for the deviation is the neglected the gate-to-drain capacity Cgd. 
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Figure 3.53 Comparison of the oscillation frequency over the drain bias voltage for a gate voltage 
Vgs = −0.6 V. 
33..88  CCOONNCCLLUUSSIIOONNSS  

This chapter has introduced the main work of the presented Ph.D. thesis, which is concerned with the development of subharmonic SOMs. The chapter presents the basic nomenclature and functionality of SOMs and continues with the design of a low-frequency prototype in order to verify functionality before moving on to the millimetre-wave design. Circuit performance was excellent with a conversion gain of +11.1 dB. Subsequently, the circuit is designed at 35 GHz with a conversion gain of -9.7 dB using an SIW cavity. The chapter also includes theoretical analysis methods for SOMs and performance models that assess its practical applicability in system environments.     
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CChhaapptteerr  44    

AANNTTEENNNNAA  DDEESSIIGGNN     This chapter presents the requirements for the presented radiometer antenna. The chapter outlines the design of two different feed types and their combination with a reflector that can be mechanically steered for image scanning. Theoretical analyses, simulation results, and measurements are presented. The work presented in this chapter has been completed in collaboration with a master student from the University of Pavia, Italy [86]. 
44..11  IINNTTRROODDUUCCTTIIOONN  

As previously described, one of the various possibilities to obtain a passive millimetre-wave image is to perform an x-y scan across the scene of interest using a single-element receiver. The radiation is focused onto the receiver by means of a parabolic reflector that is mechanically rotated in order to progressively steer the beam direction toward the currently scanned image pixel. The purpose of the antenna is to collect the emitted energy from the target and present it to the radiometer input. 
44..22  RREEFFLLEECCTTOORR  AANNTTEENNNNAA  BBAASSIICCSS  

In this project the passive radiation emerging from the object of interest is focused on the receiver by a parabolic reflector antenna. According to the laws of optics and analytical geometry, for this type of reflector all the reflected rays are oriented parallelly to the axis of the paraboloid, which ideally gives a single reflected ray parallel to the main axis with no sidelobes [67]. Moreover, reflector antenna patterns yield very high boresight gain, and even if their beam directions are fixed at the time of antenna installation, pencil-beam reflectors may be fully steerable by mechanical means as it is carried out in this project. 



89  The performance of these reflectors cannot be properly examined without knowledge of the feed configuration. In order to reduce aperture blocking effects, the best set-up is given by an offset feed configuration. In this way the feed can be directly connected to the radiometer, thus yielding the further advantage of decreasing the losses from long connections between the antenna and the rest of the receiver circuit.   

 Figure 4.1 Reflector dish in offset configuration (D is the main reflector diameter, f is the main reflector focal length, and xo is the distance between the main reflector axis and the axis of the parabola.)  Figure 4.1 shows a general sketch of an offset feed configuration with D as the main reflector diameter, f as the main reflector focal length, and xo as the distance between the main reflector axis and the axis of the parabola. 
44..22..11  AAnntteennnnaa  CChhaarraacctteerriissttiiccss  The antenna is one of the most critical parts of the image system. In order to understand the design and realization of a reflector some of the key parameters that affect antenna behaviour are presented [67]. In the development of offset parabolic reflectors, design parameters such as the offset angle, illumination taper, location and orientation of the feed, 



90  polarization, etc., are used  to achieve the desired beamwidth, side lobe level, efficiency, and gain. 
44..22..11..11  AAnntteennnnaa  GGaaiinn  Gain is a measure of how much of the input power is concentrated in a particular direction. It is expressed with respect to a hypothetical isotropic antenna, which radiates equally in all directions. Thus in the direction (θ, φ), the gain is:  , = ⁄4⁄   (4.1) where Pin is the total input power and dP is the increment of radiated output power in solid angle dΩ. The gain is maximum along the boresight direction. The input power is:  = ×  (4.2)  where Ea is the average electric field over the area A of the aperture, Z0 is the impedance of free space, and η is the net antenna efficiency. The output power over solid angle dΩ is:  = × ×  (4.3)  where E is the electric field at distance r. But by the Fraunhofer theory of diffraction,   = ×  (4.4)  along the boresight direction, where λ is the wavelength. Thus the boresight gain is given in terms of the size of the antenna by the important relation:  
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= × 4 ×  (4.5)  This equation determines the required antenna area for the specified gain at a given wavelength. The net efficiency η is the product of the aperture taper efficiency ηa , which depends on the electric field distribution over the antenna aperture and the total radiation efficiency η* = P/Pin associated with various losses. These losses include spillover, ohmic heating, phase nonuniformity, blockage, surface roughness, and cross polarization. Thus:  = × ∗  

 
(4.6) For a typical antenna, η = 0.7. For a reflector antenna, the area is simply the projected area. Thus for a circular reflector of diameter D, the area is  =    and the gain is:  = ×  (4.7)  which can also be written:  = × ×  

 

(4.8) 
since c = λ f, where c is the speed of light (3 × 108 m/s), λ is the wavelength, and f is the frequency. Consequently, the gain increases as the wavelength decreases or the frequency increases. 
44..22..11..22  HHaallff--ppoowweerr  bbeeaammwwiiddtthh  The half power beamwidth (HPBW) is the angular separation between the half power points on the antenna radiation pattern, where the gain is one half the maximum value. For a reflector antenna it may be expressed: 
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= ×  (4.9)  where k is a factor that depends on the shape of the reflector and the method of illumination. For a typical antenna, k =70° (1.22 if α is in radians). Thus the half power beamwidth decreases with decreasing wavelength and increasing diameter. The gain may be expressed directly in terms of the half power beamwidth by eliminating the factor D/λ. Thus:  = ×  (4.10)  where HPBW is expressed in degrees. This is a well known engineering approximation for the gain (expressed numerically). It shows directly how the size of the beam automatically determines the gain. The value of the numerator will be somewhat different in each case depending on the percentage of the power radiated flowing through the half-power beamwidth. Typical values are: 

=        , for 45% of radiated power (4.11)  
=        , for 60% of radiated power (4.12)  The horizontal spatial resolution for a microwave radiometer may be different from the HPBW of the antenna, and  it is a function of the scan geometry of the instrument and the signal processing applied to the measurement. The spatial resolution as function of half power beamwidth is expressed as:  
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∆ = 2 × 180  (4.13)  Since, as early explained, the HPBW depends on antenna gain, which is in turn a function of the antenna diameter, the dimensions of the reflector antenna become a key parameter to achieve the desired image resolution. 

44..22..11..33  AAnntteennnnaa  DDiirreeccttiivviittyy  Antenna directivity can be expressed as follows:  , = 4 × ℎ  (4.14) 
 

44..22..11..44  AAnntteennnnaa  EEffffiicciieennccyy  Antenna efficiency is defined as the ratio between gain and directivity in the wanted direction theta phi.  = ,,  (4.15) 
44..22..11..55  AAnntteennnnaa  PPaatttteerrnn  A radiation pattern is a way of plotting the radiated energy from the antenna. This energy is measured at various angles at a constant distance from the antenna. The main beam (or main lobe) is the region around the direction of maximum radiation, usually the region that is within 3 dB of the peak of the main lobe. The sidelobes are smaller beams that are away from the main beam. These sidelobes are usually radiation in undesired directions which can never be completely eliminated. That's why the sidelobe level is an important parameter used to characterize radiation patterns. 
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44..22..11..66  BBeeaamm  WWiiddtthh  It's the angular range of the antenna pattern in which at least half of the maximum power is still emitted. Bordering points of this major lobe are therefore the points at which the field strength has fallen in the room around 3 dB regarding the maximum field strength. 
44..22..11..77  AAppeerrttuurree  Instead of an isotropic radiator, that disperses all energy at a surface of a sphere, a directive antenna concentrates the energy in a smaller area. This area is called effective aperture. The effective aperture of an antenna Ae is the surface presented to the radiated (or received) signal. It's a key parameter, which governs the performance of the antenna. The gain antenna is related to the effective area by the following relationship:  = 4 ×  (4.16)  The aperture efficiency depends on the distribution of the illumination across the aperture. If this is linear the effective collecting area of a reflector antenna can approach its projected geometric area:  = 4  (4.17)  = × 4 ×

 (4.18) 
44..22..11..88  PPoollaarriizzaattiioonn  The radiation field of an antenna is composed of electric and magnetic lines of forces. These lines are always at right angle to each other. The electric field determines the direction of polarization of the wave. The oscillations of the electric field may be oriented in a single direction (linear polarization), or the oscillation direction of the electric field may rotate as the wave travels (circular or elliptical polarization). 
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44..33  AANNTTEENNNNAA  RREEQQUUIIRREEMMEENNTTSS  FFOORR  RRAADDIIOOMMEETTRRYY  AAPPPPLLIICCAATTIIOONNSS  

The requirements for antennas in imaging systems are determined by its specifications in terms of spatial resolution but also its aperture distribution. 
44..33..11  SSppaattiiaall  rreessoolluuttiioonn  A highly important parameter for defining the performance of an imaging system is its spatial resolution. It is defined as the minimum separation of the object of interest from its surrounding that can be resolved by the imager, or in other words, for each object to be resolved, there should be at least one associated pixel in the final image. It mainly depends on the antenna gain and on the resolution of the mechanical stepping. For achieving a high resolution, a narrow beamwidth needs to be established, which corresponds to an antenna exhibiting high gain. In this project, as a first goal, we intend to achieve a spatial resolution of 2 cm for a target distance of 1 m. The spatial resolution can be calculated from the following relations:     = 2 ∆ 180R ∙ π  (4.19)  = 27000  (4.20)  From (4.19) and (4.20) the required antenna gain is thus calculated to 37 dBi. 
44..33..22  AAppeerrttuurree  ddiissttrriibbuuttiioonn  In many applications such as imaging radars tapering is used to transform the uniform antenna aperture distribution into a Gaussian distribution in order to reduce side lobes. Conversely, in radiometer design antennas with a uniform or even negatively tapered aperture distribution are used in order to attain the maximum spatial resolution available.  
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44..33..33  LLoosssseess  The minimization of losses in the antenna is a further very important design consideration, as the radiometric signal collected by the receiver is very weak in nature. The antenna input of the receiver is the weakest part of the receiver and any losses introduced at this point are highly critical. A high antenna loss reduces the measured radiometric brightness temperature and thus presents it to a receiver with proportionally higher system noise and therefore degrades receiver sensitivity. 
44..33..44  BBaannddwwiiddtthh  The antenna also needs to exhibit a certain bandwidth, so that a large portion of the noise spectrum can be collected, which increases measured power and therefore sensitivity. 
44..44  RREEFFLLEECCTTOORR  DDIIMMEENNSSIIOONNIINNGG  

As a matter of saving cost in the proposed project, we assess the possibility of using a commercially available satellite TV dish as a possible reflector antenna solution. Custom reflector antenna designs are very costly in manufacturing especially for the low number of prototypes used in this project, and the tight requirements on surface quality and shape make it difficult to fabricate it in our own laboratory.  Considering the requirements in terms of low weight and low size we are facing in the presented application, it may moreover prove a good idea to reduce the dimensions of the reflector to a size corresponding only to the area the feed actually illuminates, discarding the portion of the reflector remaining unused. This saves weight and hence power in the final motor movement, but also reduces reflector size and therefore production and material cost in a mass-producible final system solution. 
44..44..11  RReefflleeccttoorr  wwiitthh  oorriiggiinnaall  ddiimmeennssiioonnss  The original dimensions of the parabolic reflector are given as 51.5 cm in length and 48 cm in width. A first measurement of the reflector (Figure 4.2 and Figure 4.3) with an SGH as 



97  feed antenna is carried out in the anechoic chamber. The SGH employed in this experiment is a broadband horn operating between 18 and 40 GHz with an aperture of 5 cm x 5 cm, a length of 11.2 cm, and an angle illumination of 53°. It exhibits a gain of 17 dBi with a beamwidth of 17° at -3dB. The measurement results in a maximum gain of 37 dBi compared to a calculated value of 38 dBi. Even though the results in terms of gain are satisfactory for the proposed image acquisition task, reducing the reflector size is recommended in order to improve the overall system design.  

 Figure 4.2 Reflector antenna measurement.  
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 Figure 4.3 Radiation pattern of the reflector antenna on the vertical plane.   
44..44..22  RReefflleeccttoorr  wwiitthh  rreedduucceedd  ddiimmeennssiioonnss  Starting from the plot in Figure 4.3 and calculating the illuminated area on the reflector, it is noticed that not the entire reflector surface is illuminated by the feed. Calculations of the gain as a function of reflector diameter have been performed via simulation in Grasp with the input values given in Table 4.1.   
Para-

meter 

Description Value 

θf Offset angle 25° 
θill Feed illumination angle at ‒10 dB 26+26° = 52°
F Main reflector focal length 29.09 cm 
Ѱu Angle between paraboloid axis and highest illumination ray θf + θill/2  
H Height relative to angle between paraboloid axis and lowest illumination ray F tan(θf + θill /2)
D Diameter of the illuminated surface 2F tan(Ѱu/2) - H

xo Distance between main reflector axis and parabola axis D/2 + H  
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Table 4.1 Required parameters for the simulation of the reduced reflector dimensions in Grasp.  

 Figure 4.4 Reflector gain as a function of reflector diameter.  Figure 4.4 shows the simulated results for the antenna gain as a function of the reflector diameter. It is obvious that beyond a certain value, the gain remains more or less constant with only very low variation. For this reason, a diameter value of 30 cm has been selected as a good balance between slight gain loss (approximately 2dB at 30 cm) and the advantages outlined previously that may be achieved using reduced reflector dimensions. Table 4.2 shows the values obtained with the help of Grasp for optimum illumination. These values calculate to a diameter of 28.5 cm, very similar to the value of 30 cm selected in the final application.  
Para-

meter

Value

θf 25°
θill 26+26°
F 29.09 cm
H F tan(θf + θill /2) = -0.5 cm
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D 2F tan(Ѱu/2) – H = 28.25cm
xo D/2 + H = 13.62 cm Table 4.2 Simulation results for the reduced reflector dimensions.  

44..44..22..11  MMeeaassuurreemmeennttss  The smaller reflector is then measured in the anechoic chamber together with the SGH antenna feed in order to compare performance. The maximum reflector gain is measured to 36.79 dBi, very close to the value measured with the original size reflector, which proves that the reflector dimension reduction was carried out correctly and successfully.   

 
 Figure 4.5 Gain radiation pattern of the reflector with a feed horn (theta plane) 

44..55  RREEFFLLEECCTTOORR  WWIITTHH  VVIIVVAALLDDII  FFEEEEDD  

An additional important consideration for the proposed antenna is concerned with the dimensions, weight, and performance of the feed antenna. A smaller and lighter feed with the same characteristics as the SGH employed in the previous section will, of course, represent a better choice for this project as it further reduces the weight and size of the system. One such design is given by the so-called Vivaldi antenna [40]. The unique characteristics of the Vivaldi antenna include a theoretically frequency-independent 



101  structure, which in practice offers a very large bandwidth of around 50%. Moreover, due to its large size compared to the wavelength, it provides high gain and narrow beamwidth. It shows endfire characteristics and is used in numerous applications such as imaging radar and radiometer and UWB circuits. 
44..55..11  VViivvaallddii  ffeeeedd  ddeessiiggnn  The Vivaldi antenna is a slotline antenna with an exponential tapering to offer the broadband and high-gain capability described earlier. The tapering curve is shown in Figure 4.6.  

  Figure 4.6 Geometrical dimensions of a Vivaldi antenna.  This antenna type uses a balanced slotline architecture, whereas the receiver circuit proposed for this project is designed in single-ended microstrip technology. Therefore, it is necessary to insert a transition in form of a balun between these two geometries into the antenna structure. Recently, this problem has been solved by using an antipodal antenna geometry with a balun as shown in Figure 4.7 [42].   



102  

  Figure 4.7 Schematic of the proposed Vivaldi antenna.  
44..55..11..11  RReessuullttss  The antenna geometry in Figure 4.7 has been analyzed in simulation in order to predict proper functionality.  The antenna design is proposed using a Taconics TLY substrate with a dielectric permittivity of 2.17 and a thickness of 10 mil. We obtain a gain of approximately 13 dBi in the simulation, which is a very good result for such a planar design. Figure 4.8 shows a photograph of the fabricated Vivaldi antenna. It is connected via a standard K connector and tested for gain performance in the anechoic chamber.  
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 Figure 4.8 Photograph of the proposed Vivaldi antenna.   

 Figure 4.9 Measured matching results for the proposed Vivaldi antenna.  Measurements in the anechoic chamber give results close to simulations, with a co-polarization maximum gain of 9.27 dBi calculated on the vertical plane. Moreover, it can be seen how the beam width for the main lobe is approximately 30°. Cross-polar radiation yields good results, and matching is below -9 dB for the entire frequency band from 10 to 40 GHz. For better illustration, in Figure 2.5 and Figure 2.6 the radiation pattern is shown in a 2D plot for E-plane and H-plane. The different gain curves as a function of θ for different fixed values of φ are shown.  
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 Figure 4.10 Magnitude on the E-plane for co- and cross-polarization.   

 
 Figure 4.11 Magnitude on the H-plane for co- and cross-polarization. 
  Figure 4.12 shows the phase as a function of the illumination angle θ. It will be a key plot to understand the considerations in section 4.5.2 examining the overall gain.  
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 Figure 4.12 Vivaldi phase characteristics (E-plane). 
44..55..22  RReefflleeccttoorr  wwiitthh  VViivvaallddii  ffeeeedd  This section is dedicated to the analysis of the reflector dish (reduced in dimensions) used in combination with the Vivaldi antenna feed. 
44..55..22..11  SSiimmuullaattiioonnss  It is important to note that all the simulations carried out in section 4.4.2 utilize a Gaussian beam pattern feed. More accurate simulations importing the Vivaldi pattern data instead of the Gaussian waveform show an interesting result. In this way, the simulation of the reflector shows a maximum gain of approximately 30 dBi, compared to a maximum gain of 45 dBi in the previous case of an ideal Gaussian beam pattern. This significant difference in performance can be attributed to two main causes. First, the paraboloid reflector intercepts only a fraction (approx. 85%) of the power generated by the feed. Second, the illumination in the view angle of ±30°, though not exhibiting a large variation in amplitude, shows a variation in phase of almost 180° as shown in Figure 4.12. This means that the power illuminating the paraboloid in the portions close to the edges is of almost opposite phase with respect to the inner portion, thus decreasing the achieved gain. 



106  In fact a simulation of the same paraboloid using the Gaussian feed reducing the illumination to approximately 85% and applying a uniform phase distribution yields a maximum gain greater than 40 dBi. This shows that the main contribution to the loss in gain indeed comes, as expected, from the phase cancellation described earlier. Thus, interestingly, reducing the reflector size to 30 cm actually increases the gain by 2 dB, due to the fact that the opposite phase contributions are eliminated by removing the outer portion of the reflector as shown in Figure 4.13 and Figure 4.14.  

 
 Figure 4.13 Reflector radiation pattern with Vivaldi feed and D=50cm. 
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 Figure 4.14 Reflector radiation pattern with Vivaldi feed and D=30 cm.  A final observation reveals that the reflector contains holes for mounting the supporting arm, which are positioned on the reflector making it impossible to perform the actual cut as previously simulated. Simply changing the offset angle to 34.15°, however, yields an illuminated area which can be safely cut out without introducing big changes to the gain performance. The results of a simulation performed with the new offset angle are shown in Figure 4.15.  

Para-

meter

Value

θf 34.15°
θill 26+26°
F 29.09 cm
H F tan(θf + θill /2) = 4.16 cm
D 2F tan(Ѱu/2) – H = 29.53cm
xo D/2 + H = 18.92 cm Table 4.3 Simulation parameters for the reduced reflector dimensions with new offset angle.   
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  Figure 4.15 Reflector gain for a uniform illumination pattern at 25° and 34.15° offset angle. 
 

44..55..22..22  MMeeaassuurreemmeennttss  In order to test the behaviour of the simulated reflector together with the Vivaldi antenna feed, measurements in the anechoic chamber are presented. Including cable loss of approximately 9 dB, we achieve a final gain of 28.64 dBi for the reflector dish together with the Vivaldi feed. Even if this value is close to the simulated result, the much smaller and lighter Vivaldi antenna yields unsatisfying gain performance caused by the non-uniformity in the illumination phase as described earlier.  
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Figure 4.16 Reflector gain for a uniform illumination pattern at 25° and 34.15° offset angle. 
44..66  RREEFFLLEECCTTOORR  WWIITTHH  CCUUSSTTOOMM  HHOORRNN  FFEEEEDD  

As the result for the Vivaldi feed presented in the previous section is unsatisfying, a new feed horn antenna is designed, which attempts to combine the advantages from both gain characteristics close to the already available SGH and the lightweight compact size properties of the Vivaldi feed. The most widely used horn antenna is a pyramidal horn which is obtained flaring the dimensions of a rectangular waveguide in both E-field and H-field directions; its radiation characteristics are a combination of the E- and H-plane sectoral horns. The design of such a pyramidal horn starts from the desired gain Go and the dimensions a and b of the rectangular feed waveguide. The design objective for the proposed horn antenna is then to optimize the remaining dimensions (a1, b1, ρe, ρh, pe, and ph as shown in Figure 4.17) for optimum antenna gain. 



110  

 Figure 4.17 Pyramidal Horn and waveguide dimensions. 
 In the following, the design equations for the proposed horn structure are presented [67]. As a first step, values for b1 and a1 are selected, which lead to optimum directivities for the 
E- and H- plane sectoral horns, respectively: 
 ≃ 2  (4.21) ≃ 3  (4.22) 
 As the overall efficiency (including both the antenna and aperture efficiencies) of a horn antenna is approximately 50%, the gain of the antenna can be related to its physical area. Thus, using: 
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= ∈ 4  × = 2 3 2 ≃ 2 3 2   (4.23) 

 as for long horns ρ2  ̴ ρh and ρ1  ̴ ρe holds true. For a pyramidal horn to be physically realizable, pe and  ph must be equal. = − − 14 ⁄  (4.24)  = − − 14 ⁄  (4.25)  Expressing this equality, the following horn design pyramidal equation can be established: 
2 −  2 − 1 = 2 32 1√ − 6 1 − 1  (4.26)  The design procedure starts from the set of data in Table 4.4,  

Parameter Value

G 20 dBi
f 35 GHz
λ 8.57 mm
a 0.8296 λ
b 0.4154 λ Table 4.4 Design parameters for the pyramidal horn.  and follows the procedure outlined below:  1. The first step is given by finding the value of χ, which satisfies the design horn equation  for a desired gain G0 (dimensionless), utilizing an iterative technique and starting from an initial value of 



112   = 2 √2  (4.27)  2. Once the correct value for χ has been found, the second step is to determine  ρe and ρh, respectively: ρe  = 5.19 cm ρh = 5.71 cm  3. At this point, it becomes possible to find the corresponding values of  a1 and  b1  
a1 = 3.83 cm 
b1  = 2.98 cm  4. Finally, the values of  pe and  ph are then calculated and: 
ph =  pe  = 4.38 cm  

44..66..11..11  SSiimmuullaattiioonnss  Before proceeding with the antenna fabrication, simulations of the antenna behaviour have been carried in FEKO in order to predict proper functionality. With the dimensions found in the previous section, a simulated maximum gain of 19.05 dBi is achieved compared to a theoretical value of 20 dBi. This result confirms that the horn is well designed and ready to be fabricated.  
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  Figure 4.18 Simulated pyramidal horn in FEKO.  

 
 Figure 4.19 Polar plot of the simulated gain for the pyramidal horn antenna.  
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44..66..11..22  MMeeaassuurreemmeennttss  The fabrication of the proposed pyramidal horn is realized in a very cost-effective and fast way using a foldable thin layer of brass for the four side walls of the horn, and a photograph of the final structure is shown in Figure 4.20. Measurements of the feed horn in the anechoic chamber confirm the presented simulation results. The maximum gain on the horizontal and vertical plane is equal to 19.02 dBi and 18.96 dBi, respectively, as shown in Figure 4.21. 
 

 Figure 4.20 Photograph of the realized 20 dBi gain pyramidal horn.   
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 Figure 4.21 H- and E-plane radiation pattern of the simulated 20 dBi pyramidal horn. 
44..66..22  RReefflleeccttoorr  wwiitthh  ccuussttoomm  hhoorrnn  ffeeeedd  The final step in the proposed reflector antenna design is to mount the designed horn on the reflector dish and measure the radiation pattern. A final maximum gain on the E-plane of approximately 34 dBi is measured at 35 GHz. The beam width at –3dB is almost 1.5° as shown in Figure 4.22. Consequently, the new brass horn presents a strong improvement in terms of weight and size compared with the broadband 17 dBi SGH in section 4.4 and still yields a value of gain that gives the desired spatial resolution of 2 cm at 1 m from the target.  
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 Figure 4.22 Gain measurement of the reflector dish together with the pyramidal feed horn. 
44..77  CCOONNCCLLUUSSIIOONNSS  

In this chapter the design, simulation, and testing of a reflector antenna at 35 GHz has been discussed. The antenna is the first component of the radiometer system. It collects the passive energy radiated by the target and presents it to the input receiver. Scanning of the image required for image acquisition is achieved by a mechanical movement of the reflector. Two main parameters have been taken in to account in order to design an antenna suitable for this project: the antenna gain, which affects the spatial resolution of the image, and the size and weight of the overall antenna system (reflector, feed, and support mechanics), affecting the performance and requirements for the motors used for the mechanical steering. Initial considerations concerning the illumination area of a low cost, commercially available reflector suggest that its initial diameter can be reduced by cutting the dish to a smaller diameter, which yields an excellent compromise between reduced dimensions and gain performance. Subsequently, two different light-weight feed antennas have been tested: a Vivaldi feed and a broadband SGH antenna. The results obtained led to the design of a new light-weight 35 GHz horn feed, which allows for combining the performance advantages of both. 



117  Measurements confirm that it offers the desired performance characteristics, exhibiting very small and light geometric dimensions together with a measured gain of 34 dBi, which yields the initially specified spatial resolution of 2 cm at a target range of 1 m.     



118  
CChhaapptteerr  55    

RRAADDIIOOMMEETTEERR  RREECCEEIIVVEERR  DDEEVVEELLOOPPMMEENNTT     This chapter presents the development of a single-element radiometer receiver based on the successfully implemented SOM design presented in Chapter 3. A general outlook on radiometer receiver architectures is shown, along with a performance model, and the proposed design including a feed antenna as designed in Chapter 4 is described and experimentally verified. 
55..11  IINNTTRROODDUUCCTTIIOONN  

As for the development of low cost and compact receiver imaging radiometer architectures, subharmonic SOMs provide excellent downconverting elements for such architectures. The purpose of this project is to integrate the described subharmonic SOM technique with imaging radiometry. SOMs are excellent choices for the design of a radiometer receiver, as no phase coherent detection is necessary. A typical radiometer receiver, known as super-heterodyne total power radiometer, is shown in Figure 5.1. It consists of an antenna to receive the electromagnetic radiation, an LNA, a mixer to downconvert the high-frequency signal to an IF signal in order to make it processable by standard electronic equipment, a filter to select the desired bandwidth, an IF amplifier, a power detector and an integrator.  For high-frequency applications we can take advantage of the concept that has been introduced by the above described high-order subharmonic mixing, because transistors with lower frequency requirements can be used, which facilitates our design.   
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55..22  PPEERRFFOORRMMAANNCCEE  RREEQQUUIIRREEMMEENNTTSS  

The goal of a radiometric measurement is to measure the power related to the brightness temperature T radiated by the object and convert it to a DC signal at the receiver output.  

  Figure 5.1 Circuit concept of the investigated superheterodyne total power radiometer receiver based on a subharmonic SOM.  In (2.6) the output power of a radiometer has been described. Including the amplification in the receiver, the noise power can be written as:  
kBGTP = (5.1) with T as the measured noise temperature, B as the receiver bandwidth, and G as the overall system gain. In real life the noise temperature a radiometer measures is not only given by the noise temperature collected by the antenna but also includes the noise the receiver adds up to the input signal, i.e.  
( )NA TTkBGP += (5.2) with TA as the noise temperature collected by the antenna and TN as the receiver noise temperature. 



120  In the development of radiometer receivers, it is very important to consider different factors that affect performance. A radiometer measures its incident radiation in the form of noise power, which adds up to the internal system noise of the receiver. Considering this aspect, it becomes clear that one of the key parameters in a radiometer receiver is its sensitivity ΔT, which is defined as the incident signal that is just equal to the effective value of the output fluctuations due to the internal system noise. This value is usually given in Kelvin:   
( )

ττ B

TTG

B

T
T AN +

==Δ  (5.3)  with τ as the integration time, and T as the system noise temperature denoting the sum of antenna and receiver noise amplified by the system gain G. From (5.3) it becomes evident that sensitivity increases 1) with larger bandwidth due to the higher noise quantity collected; 2) with a lower receiver noise figure as it reduces the internal system noise; 3) with the system gain as the incident radiation is amplified more; and 4) the integration time as averaging over the collected noise power eliminates the system noise further. The theoretical sensitivity [30] only represents lower limits, which are further degraded by gain fluctuations, antenna efficiency, and other system losses. Thus, for our overall system design it is not only important to achieve a low noise, high gain, and broadband design but it is also essential to minimize losses as far as possible.  In order to achieve a high-performance radiometer design, it is necessary to identify the parameters in the circuit that influence these performance characteristics. In this section, a brief summary of this so-called radiometer performance model is presented.  
55..22..11  SSyysstteemm  ggaaiinn  The overall system gain in the proposed receiver is determined by the antenna losses, the LNA gain, the conversion gain of the SOM and the gain of the IF amplifier along with the insertion loss of other components in the receiver chain such as filters. IF amplification is easy to obtain and well-studied. Therefore, the main weight lies on the achievement of suitable RF gain using an LNA as well as minimizing the losses in the SOM. 
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55..22..22  BBaannddwwiiddtthh  The bandwidth of the proposed receiver is determined by the smallest value among antenna, LNA, SOM, and IF filter bandwidth. The most critical element in terms of bandwidth is usually the SOM, as it is challenging to design such a device exhibiting high bandwidth, low noise, and high conversion gain at the same time. Furthermore, also the antenna needs to offer adequate bandwidth, which imposes restrictions to the antenna type selection. 
55..22..33  NNooiissee  ffiigguurree  The noise figure of the overall system is a very important factor as it is added to the collected radiometric noise in the receiver and degrades receiver sensitivity. Thus, we need to ensure a low-noise design of the entire receiver circuit. The most critical point in terms of noise performance is the first element in the receiver circuit, since its noise figure is multiplied by each of the subsequent components. Thus, as it is shown in (5.3) we must employ an LNA with good noise characteristics. Moreover, the SOM circuit should follow a low-noise design. This has been studied for the low-frequency SOM prototype in section 3.3.4, where noise reduction has mainly been achieved by introducing a balanced structure for the third-order SOM. Furthermore, as it is well-known for active mixer circuits, good matching of the input and output ports improves the noise behavior. 
55..22..44  IInntteeggrraattiioonn  ttiimmee  From (5.3) it follows that a longer integration time increases sensitivity. Regarding the final imaging application, a few considerations have to be taken: very short integration times cause ambiguous image edges due to low sensitivity, whereas very long integration times are not compatible with real-time imaging requirements since they cause tailing of the image. Thus, a trade-off needs to be made in order to maintain an adequate radiometer performance in terms of real-time requirements of the radiometer application. 
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55..33  LLOOWW  FFRREEQQUUEENNCCYY  SSEELLFF--OOSSCCIILLLLAATTIINNGG  MMIIXXEERR  RREECCEEIIVVEERR  

In this step, a first test circuit for a receiver architecture has been built up combining the SOM circuit described in section 3.2 with a patch antenna. This experiment is carried out to verify if the insertion of an antenna into the SOM circuit influences performance and if such a structure is fully functional.  
 

  Figure 5.2 Photograph of the fabricated antenna used for the third harmonic SOM receiver circuit.   Due to the inherent RF-LO isolation of the presented SOM structure we do not need to take particular care of termination impedances at LO frequency for the antenna and a simple design can be used, which presents a further advantage of the proposed design.  
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 Figure 5.3 |S11| of the antenna used for building the complete receiver.   A patch antenna with rectangular shape shown in Figure 5.2 was simulated and measured separately in order to verify its functionality. The input matching is shown in Figure 5.3. Simulation and measurement agree very well and the slight deviation observed in the figure is attributed to the fact that losses were not included in the simulation. The antenna exhibits a gain of 7.25 dBi in the simulation and a 10-dB bandwidth of 4.3% in the measurement. The receiver has been tested with a second transmitting patch antenna connected to a signal generator with an RF power of 5 dBm. The distance between the antennas was selected to 1 m. Figure 5.4 shows the IF output spectrum for the measurement of the complete receiver circuit. With the above stated values for the antenna gain, Friis formula gives a theoretical power of –28.2 dBm at the receiver input. Referring this value to the IF power level at the receiver output, a theoretical conversion gain of 7.2 dB is achieved. This value is lower compared to the gain of the stand-alone SOM due to an antenna gain lower than the simulated value used in the Friis formula. The conversion gain of the presented receiver is shown in Figure 5.5.  
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  Figure 5.4 Output spectrum of the third-harmonic SOM at an RF input of 5.8 GHz and –30 dBm. The oscillation built up to 1.863 GHz, which yields an IF frequency of 160 MHz.   

 
 Figure 5.5 Conversion gain for the 5.8 GHz prototype (measured).   
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125  It is to be noted that the spectrum in Figure 5.4 compares very well to the stand-alone SOM result in Figure 3.8, which proves that the SOM performance is not affected by the added antenna and remains fully functional. The presented design therefore opens up a wide range of applications offering the possibility of a planar low-cost and low-power heterodyne receiver design. 
55..44  LLOOWW--FFRREEQQUUEENNCCYY  RRAADDIIOOMMEETTRRYY  TTEESSTT  BBEEDD  

As a next important step, a number of first radiometric measurements are carried out using a spectrum analyzer substituting the receiver developed later. In this step, for the first time real radiometric noise power is measured and evaluated with the help of a simple and predictable receiver structure. The frequency of choice for this experiment is 5.8 GHz, and the radiation from different objects is measured. These experiments allow for a deeper understanding of the behaviour of radiometric radiation and the problems faced during its measurement and essential experience for further experimentation is gained. The experiment includes three steps as shown in Figure 5.6:  As a first object to be measured, a calibrated known noise source is connected to the receiver. Its noise power can be controlled by an attenuator for the experiment. This test can be used to obtain information about the system noise adding up to the noise diode source power.  Second, a standard known termination of 50 Ω is connected to the receiver circuit through a wired connection and is cooled and heated in a temperature chamber (Figure 5.7) from -10°C to 40°C (263.15 K to 313.15 K). The results for this experiment are shown in Figure 5.8. We obtain a measured noise power that agrees very well with the theoretical value obtained through (5.1). The applied temperature difference of 50 K results in a power difference of 7 nW, and a resolution of better than 5 K can be easily achieved, even considering the low bandwidth of only 10 MHz the spectrum analyzer based receiver emulation provides. This result also suggests that an improvement in temperature resolution and sensitivity can be easily achieved by increasing the bandwidth. A third experiment involves the use of an antenna and the measurement real radiation in nature instead of directly connected noise sources. A high-gain horn antenna with 24 dBi 



126  gain is connected to the receiver and pointed towards known radiation sources such as the sky, the earth, and the sun. The temperature of the earth is around 290 K according to the ambient temperature; the cold sky with scarce radiation sources has a cold radiometric temperature of around 3 K, and the sun 6000 K. These values are empirically verified and observed during an exterior experiment. Exact observations prove difficult to be obtained as clouds in the sky reflecting the warm ground falsify the result, and the antenna collects energy not only from its main lobe but also from all sidelobes, making the exact temperature difference a combination of the emission and reflection of different objects and therefore difficult to interpret. However, the experiment gives very good insight into the nature of radiometric measurements in order to continue the research plan on the intended path and is concluded successfully.   

  Figure 5.6 Illustration of the proposed radiometry testbed: a) a standard termination heated or cooled to a temperature T is used, b) a calibrated noise source is measured, and c) an antenna is pointing at an object of interest of temperature T.   
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  Figure 5.7 The standard termination used in the second part of the radiometer test-bed experiment.  

  Figure 5.8 Experimental and theoretical results for the standard termination. 
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55..55  MMIILLLLIIMMEETTEERR--WWAAVVEE  RRAADDIIOOMMEETTEERR  RREECCEEIIVVEERR  DDEESSIIGGNN  

The next design step involves the setup and testing of a 35 GHz radiometric receiver. In a first step, standard commercially available components are used in order to evaluate the system and eliminate possible sources of error. This setup has been built up by the members of the imaging group at the Poly-Grames Research Center. Figure 5.9 shows a block diagram of the receiver circuit. A Hittite HMC263 LNA and a standard mixer (Hittite HMC329) are used in the proposed receiver. An IF amplifier (Cernex CBL02045620-01) together with an IF filter form the IF circuit. The power output is initially evaluated with a power meter for easier understanding and evaluation of the results. In subsequent steps, the power meter is substituted by a power detector circuit, and the DC output voltages are communicated to the PC by a PIC microcontroller interface. A very important consideration proves to be the design of a suitable target and is described later in this chapter. Figure 5.10 shows a photograph of the implemented receiver test setup. 
 

 Figure 5.9 Block diagram of the proposed receiver design with target description. 
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 Figure 5.10 Photograph of the receiver in operation. 
55..55..11  LLooww--NNooiissee  AAmmpplliiffiieerr  The signal to be measured is noise-like in nature and very weak, i.e. in the order of -80 dBm. For this reason it is necessary to include an LNA in order to be able to push the level of the incoming radiation to a level exceeding the noise floor of the subsequent receiver components and make the signal measurable by the detector diode. A photograph of the LNA along with its performance is shown in Figure 5.11 and Figure 5.12.  
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  Figure 5.11 Photograph of the implemented LNA.   

 Figure 5.12 Gain characteristics of the LNA. 
55..55..22  IIFF  CCiirrccuuiittrryy  The IF circuitry includes an IF amplifier, which is used to elevate the signal level to the dynamic range of the detector circuit. Its characteristics are shown in Figure 5.13, and an IF gain of 65 dB is used in the receiver. Figure 5.14 shows the IF power detection board used for converting the IF power into a DC voltage. The detector circuit has an input range 
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131  from -52 dBm to +8 dBm and yields a DC voltage of 50 mV/dBm. Moreover, an IF filter with a center frequency of 1.5 GHz and a bandwidth of 1 GHz is designed and included in the receiver setup. A PIC microcontroller including an 8-bit ADC is used to digitize the measured voltage and transfers the measured data to the PC via an RS-232 interface.  

 Figure 5.13 Gain characteristics of the IF amplifier.   
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  Figure 5.14 The power detector board used in the proposed project.   
55..66  TTAARRGGEETT  EEMMUULLAATTIIOONN  

As a matter of fact, the measurement of radiometric signals represents a difficult task due to the low power levels observed. In many cases, it is hard to distinguish a measured radiometric noise power from the omnipresent system noise at all. Therefore, for first experimental purposes it is of high importance to have a known reference target available, which is fully controllable in temperature and therefore provides predictable results. In the case of the presented project, a target that may be heated to arbitrary temperatures is designed as shown in Figure 5.15. Most microwave remote sensing systems use a standard target a blackbody radiator for testing purposes. A millimetre-wave absorbing sheet has been used whose temperature can be varied with heating elements to a desired value. An aluminum plate spreads the heat evenly, and two Styrofoam side walls isolate the structure thermally. A photograph of the heatable target is shown in Figure 5.16.   
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 Figure 5.15 Illustration of the target composition.  

 Figure 5.16 Photograph of the designed target.  
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55..77  MMIILLLLIIMMEETTEERR--WWAAVVEE  RRAADDIIOOMMEETTRRYY  EEXXPPEERRIIMMEENNTTSS  

Using the described receiver environment, a series of tests has been carried out by the members of the imaging group at the Poly-Grames Research Center and is included for reference. Figure 5.17 shows a photograph of the laboratory setup including the Styrofoam isolated target, the receiver circuit with horn antenna. 

 Figure 5.17 Test environment of the proposed millimetre-wave radiometer. 
55..77..11  TTeemmppeerraattuurree  vvaarriiaattiioonn  A first test includes a measurement of a temperature sweep similar to the way it has  been carried out in section 5.4 by varying the temperature of the heatable target located at a distance of 50 cm and measuring the output power of the radiometer receiver. The result in Figure 5.18 shows that a linear behaviour can be achieved that agrees well with theoretical assumptions. It also shows that the output power at the filter for this 



135  temperature range lies around -9 dBm, which is a value easy to detect by commercially available components.  

 Figure 5.18 Verification of power measurement using the test setup.  
55..77..22  TTaarrggeett  ddiissttaannccee  vvaarriiaattiioonn  A second test included the examination of different target distances and their influence on the measurement result. From Figure 5.19 it is obvious that a target placed at different distances, i.e. 50 cm and 3 m results in a power difference, in the presented case of 0.2 dB and 0.01 dB, respectively.  
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 Figure 5.19 Difference in power levels for different target distances.  
55..77..33  TTaarrggeett  ddeetteeccttiioonn  The following test was carried out detecting the presence of a human body at a distance of 1.5 m, as shown in Figure 5.20, and a perfectly reflecting metal plate, as shown in Figure 5.21. Both results clearly show the presence of the respective object and therefore the presented system proves useful to be used for radiometric measurements.  
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 Figure 5.20 Interceptance of human body.  

 Figure 5.21 Measurement of a metal plate.   
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55..88  CCOONNCCLLUUSSIIOONNSS  

This chapter introduces the development of a radiometer receiver and outlines the required performance as well as the simulation of a system model. It shows the development of a low-frequency receiver and a low-frequency test-bed to assess radiometric measurement capabilities. Subsequently, the receiver is scaled to 35 GHz and tested with a specifically designed heat-controllable target. Preliminary experiments are carried out detecting the target temperature, and with other targets such as the detection of a human body and a metal plate.  
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CChhaapptteerr  66    

IINNTTEEGGRRAATTIIOONN  IINNTTOO  CCOOMMPPLLEETTEE  IIMMAAGGIINNGG  SSYYSSTTEEMM     In this chapter, the entire imaging system is presented. The work is concerned with the setup of an imaging system environment based on standard components is the result of a cooperation of a group of students at the Poly-Grames Research Center including a co-directed master thesis at the University of Pavia, Italy [86] together with the author of the presented thesis and will be presented in detail. The proposed system is using a mechanical scanning technique using the reflector designed in previous chapters. 
66..11  IINNTTRROODDUUCCTTIIOONN  

One of the various possibilities to obtain a passive millimetre-wave image is to perform an 
x-y scan across the scene interest using a single-element receiver. The radiation is focused onto the receiver by means of a parabolic reflector that is mechanically rotated in order to progressively steer the beam direction toward the currently scanned image pixel. The proposed scanning system is designed using a gimbal-mounted reflector dish as shown in Figure 6.1 containing the feed antenna and receiver circuitry mounted on its supporting mechanics. This allows for controlling the rotation of the reflector around two independent axes using two independent motors. In the proposed design, this task is carried out by two stepper motors due to their easy implementation, controllability, and cost-efficiency. 
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 Figure 6.1 Illustration of the proposed mechanical scanning system with two stepper motors allowing for a scanning in two dimensions. 
66..22  PPEERRFFOORRMMAANNCCEE  CCOONNSSIIDDEERRAATTIIOONNSS  

In addition to the performance considerations taken for the receiver portion of the system in section 5.2, a few additional aspects are important considering the entire imaging system environment. 
66..22..11  SSccaannnniinngg  ttiimmee  The overall scanning time is an important factor in the case of applications requiring fast imaging responses. Of course, a mechanical system as presented in this chapter, is one of the slowest possible methods to require an image. However, it is the simplest approach for realizing the desired test setup of the system as we do not require any real-time capability in this first experiment. 
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66..22..22  SSppaattiiaall  rreessoolluuttiioonn  A highly important parameter for defining the performance of an imaging system is its spatial resolution. It is defined as the minimum separation of the object of interest from its surrounding that can be resolved by the imager, or in other words, for each object to be resolved, there should be at least one associated pixel in the final image. It mainly depends on the antenna gain and on the resolution of the mechanical stepping. For achieving a high resolution, a narrow beamwidth needs to be established, which corresponds to an antenna exhibiting high gain. The proposed reflector antenna in Chapter 4 is well suited for this purpose.  However, an important role is also played by the stepper motor control, as the minimum possible step size directly defines the maximum achievable imaging resolution.  
66..33  SSTTEEPPPPEERR  MMOOTTOORR  IIMMPPLLEEMMEENNTTAATTIIOONN  

A stepper motor is an electromechanical device converting electrical pulses into discrete mechanical movements. As its name suggests, it moves one step at a time, unlike conventional motors that rotate continuously. Sending a command to a stepper motor results in the application of pulsed signals driving the rotation of the motor shaft and an incremental rotation of the exact desired number of steps with a subsequent stop. One of the most significant advantages of a stepper motor is its ability to be accurately controlled in an open loop system. This means that no feedback information about the current position is required and consequently the need for expensive sensing and feedback devices such as optical encoders is eliminated. The current motor position is simply known by keeping track of the number of steps that have been completed. Repeatability of the movement is easily achievable as good stepper motors exhibit a positioning accuracy of 3-5% for a single step, which moreover represents a non-cumulative error, with an excellent response to starting/stopping/reversing. The two motors used in this project are Portescap geared motors of the 42M type 'Z' series. A photograph and the main characteristics are presented in Figure 6.2 and Table 6.1, respectively. The proposed motor is a bipolar motor having the advantage of the current 



142  flowing through an entire winding at a time as opposed to unipolar motors, where current only flows through half of the winding. As a result bipolar motors produce more torque than unipolar motors of the same size.  

  Figure 6.2 Stepper motor with gear ratio 50:1.  

  Table 6.1 Stepper motor specifications. 
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66..33..11  MMoottoorr  ccoonnttrrooll  In the proposed imaging system, the motors are controlled by a dedicated BS0710 driver board shown in Figure 6.3. It is a complete unipolar/bipolar dual stepper motor controller system, which can be controlled from a computer using a USB connection. It includes the capability of driving one or two stepper motors, each of which being either unipolar (4-pole) or bipolar (2 pole). 

 Figure 6.3 Stepper motor control board. 
66..33..11..11  CCuurrrreenntt  rreeqquuiirreemmeennttss  The motor control board offers different operation modes, which depend on the specified application. Depending on the use in more accurate applications requiring fine steps or its implementation into applications requiring larger weights to be carried, the controller mode can be selected to either microstep/half-step or full step mode, respectively. The proposed application with a resolution requirement of 2 cm does not need extremely fine steps but needs to support a bulky reflector dish and hence yield maximum torque output from the motor, which makes the full step double winding operation mode the best choice for the presented application. In this mode both windings are “on” at a time. The motor winding current can be calculated as follows:  = = 5 V9.1 Ω = 0.55 A (6.1)  In full-step mode, a corrective multiplication factor for the required current is introduced: 



144   = ∙ 2.5 = 1.37 A (6.2)  The BS0710 motor control board can drive a maximum winding current equal to 1 A, which corresponds a total maximum current value for the two motor windings of 2 A. The current calculated in (6.2) can therefore be driven by the board and the reflector system can be built-up using this configuration. 
66..33..11..22  SSeerriiaall  iinntteerrffaaccee  wwiitthh  PPCC  The presented motor control board features a USB interface based on a serial RS-232 protocol, which is used in the proposed project to communicate motor control commands from the PC. In order to facilitate data communication with the board, a simple Matlab interface for the motor movement is developed. 
66..44  DDAATTAA  AACCQQUUIISSIITTIIOONN  AANNDD  SSIIGGNNAALL  PPRROOCCEESSSSIINNGG  

The proposed Matlab interface is subsequently also used to perform the task of data acquisition and signal processing and is shown in Figure 6.4. The interface can be used to initialize the motors at a certain position and can be used to define scanning parameters such as the number of pixels and the overall scanning range in degrees.  
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  Figure 6.4 Matlab interface used for motor control, data acquisition, and signal processing.  As a first step, only very straightforward basic signal processing is applied, representing the maximum and minimum measured levels of DC voltage in black and white, respectively and divide the range in between by the 256 possible values delivered by the 8-bit ADC used in the project. Signal processing in imaging radiometry in fact can be compared to the processing of optical images due to their similar nature, and hence generally, standard imaging processing algorithms are applied in order to achieve enhanced image quality, contrast, resolution and noise reduction [45]. Especially for applications such as concealed weapon detection, these methods are applied in order to automatize the detection hidden objects.  
66..55  EEXXPPEERRIIMMEENNTTAALL  RREESSUULLTTSS  

This section presents the experimental results obtained with the proposed imaging system. As a first step, the spectrum analyzer is used together with the mechanical setup for a preliminary assessment of system functionality. The second step involves the combination 



146  of the receiver structure presented in section 5.5 with the mechanical steering aspects presented in this chapter.  
66..55..11  FFiirrsstt  eexxppeerriimmeennttaall  tteesstt  Figure 6.5 and Figure 6.6 show the first setup of the proposed imager using the reflector antenna with a lightweight Styrofoam arm for mounting the feed at its intended offset focal position as developed in Chapter 4. The setup is connected to the motor control board, and a first assessment is made with a three-stage cascaded 35 GHz amplifier and the spectrum analyzer. 

 Figure 6.5 First test setup of the mechanical scanning environment.  



147  The purpose of this first prototype is a preliminary test for assessing whether the system is able to detect radiometric temperature differences for distinct materials. As seen in the previous chapters, difference in thermal temperature between distinct objects is translated by the radiometer into a difference in signal powers.  

 Figure 6.6 Test system: antenna, filter, amplifiers and Spectrum Analyzer  The measurement has been carried out comparing the signal levels shown by two different materials presenting very different emissivity values. One of the materials is represented by a microwave absorbing sheet as used in the anechoic chamber and ideally having an emissivity very close to 1. The second material is an aluminium foil, with a total normal emissivity of approximately 0.04. The measurement uses an RF LNA with a gain of 62 dB and leads to a first observable result exhibiting a power level difference of about 10 dBm measured with the spectrum analyzer when inserting the aluminum foil. 



148  A number of additional observations can be made, in the attempt to better understand the behaviour of the prototype system and possible future developments. First, the measurement repeatability is critical: a change in signal level is observed during the scanning movements of the antenna. This is principally due to the consequent movement of the connecting cable between the antenna feed and the amplifier stage as the power levels are extremely low before reaching the amplifier. The input antenna therefore needs to be connected directly to the amplifier and filter stage, in order to reduce these cable losses. Further observations are including factors observed with millimetre images in general. Tests show that signal level is affected by a variety of parameters, such as different viewing angles, surface orientation, and variations in the position of objects surrounding the aluminum foil as the latter represents a reflector directing the radiation of other objects towards the system. These preliminary results give a starting point, from which further developments of the radiometer system can be attained as described in the next section. 
66..55..22  IImmaaggiinngg  ssyysstteemm  wwiitthh  hheeaatt--ccoonnttrroolllleedd  ttaarrggeett  Figure 6.7 shows an improved test setup environment with the newly designed heat-controllable target presented in section 5.6.    
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 Figure 6.7 Laboratory test setup for the proposed system.  Mechanically scanning the region of interest with a 10 x 10 raster scan we obtain the image result in Figure 6.8, which corresponds well to the shape of the object. The differences in intensity in the presented images are attributed to stability issues in the receiver design. Even very small changes in gain or temperature cause a large variation compared to the measured power levels, which may result in different intensities measured for different pixels of the image. These issues are usually addressed with an adaptation of the receiver circuits using a Dicke switch [30] or can be solved with differential circuits as outlined among the many future tasks to work on in Chapter 8. 
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 Figure 6.8 Imaging result for a target at 80 degrees C and a resolution of 10 x 10 pixels.  
66..66  CCOONNCCLLUUSSIIOONNSS  

This chapter presents the first results obtained for the entire imaging system. A basic mechanical scanning setup is built up using the reflector antenna described previously, and stepper motors are responsible for the beam steering. A Matlab interface is designed to acquire the data and control the motor movement and is used to display the final image. Future work will include the detailed investigation of this system and its application to various application scenarios.    
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CChhaapptteerr  77    

MMUULLTTII--PPOOLLAARRIIZZAATTIIOONN  SSYYSSTTEEMM   The presented chapter concentrates on the possible implementation of a multi-polarization system for the proposed imaging application. As a polarizing device, an FSS structure is examined, designed, and tested experimentally. 
77..11  IINNTTRROODDUUCCTTIIOONN  

One very interesting and innovative aspect in the development of millimetre-wave imaging systems lies in the development of a multi-polarization imager [43], [44]. The use of polarimetry adds an extra dimension to the acquisition of imaging data. Essentially, natural background MMW radiation is unpolarized, but refraction and reflection from media and objects introduces polarization, which can be exploited in order to distinguish between objects naturally emitting electromagnetic radiation by themselves and objects reflecting the radiation of other parts of the scene such as the cold sky. A means to characterize these polarization effects is given by the Stokes parameters [30]. Certainly, the envisioned imaging system needs to be adapted in order to function as a multi-polarization system. The proposed receiver architecture will use a Vivaldi antenna that is only capable of capturing radiation in one polarization. Using a crossed Vivaldi structure [41] with mirrored antipodal architecture [42] we will be able to extend our linearly-polarized FPA MMW imager towards a multi-polarization system. The dual-polarized Vivaldi antenna and its extension to a 2 D array is shown in Figure 1.4. 
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   Figure 7.1 Concept of dual-polarization Vivaldi antenna: a) 4-element Vivaldi antenna employing dual polarization; b) integration into a multibeam array.  Another possibility is the use of a polarizing FSS, as it may separate the incoming radiation into a horizontally and vertically polarized wave for reflected and transmitted energy. In the presented thesis, such a polarization rotating FSS is built and tested, and serves for a future dual-polarization test of the proposed imaging system. 
77..22  FFRREEQQUUEENNCCYY  SSEELLEECCTTIIVVEE  SSUURRFFAACCEE  BBAASSIICCSS  

FSS are planar periodic arrays of metal patches or slots that function as filtering elements for free-space radiation [88]‒[90]. A large variety of element shapes including rectangles, crosses, and more complex geometries have been employed as periodic elements [88]. Their shape and dimensions as well as the substrate characteristics determine the performance of an FSS structure and they are selected and optimized according to different specifications. 

(a) (b) 



153  FSS are widely used in the microwave, millimetre-wave, and sub-millimeter-wave frequency regions and find various applications, such as in the design of dichroic mirrors in deep-space antennas for radio-astronomy and the band or channel separation in quasi-optical systems. Furthermore, they are used as antenna radomes and as shielding elements in microwave ovens. In this work, an FSS based on the SIW technology has been developed and demonstrated. In recent years, SIW technology has experienced an enormous success as it offers a highly attractive method for the design of microwave and millimeter-wave waveguide-based integrated components and sub-systems in the form of planar circuits. SIW technology provides a low-cost and low-loss solution for SoS designs allowing for a straightforward integration with other planar technologies such as microstrip and coplanar waveguide. Among the developed structures, SIW-based resonant cavities have been built exhibiting an excellent performance in terms of quality factor [91]. The combination of SIW resonant cavities with slotted FSS designs offers a combination of two different resonances and therefore provides a low-loss and low-cost architecture with a high quality factor and thus sharp roll-off at the passband edges [92].   
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  In this paper, a novel concept has been introduced for SIW-based FSS architectures that allows for the selection of a linear polarization of the incident wave and its subsequent 90-degree polarization rotation. The proposed structure can be used in a variety of applications such as so-called filtennas combining an antenna with a filtering shield in a single unit [93]. Moreover, it can be employed in quasi-optical systems requiring a separation of polarization, such as it is the case e.g. in polarimetric imaging radars and/or 

Figure 7.2 a) Structure of the proposed FSS architecture using a 2-D array of SIW cavities; b) aunit cell of the FSS structure with the coupling slots including the notation for the dimensions usedin this paper. 

(a)

(b)



155  radiometers. Such systems are taking advantage of the concept inherent in the proposed structure where an incident wave is transmitted with a rotated polarization, while the reflected wave maintains the same polarization, thus allowing for a separation of the two polarizations and filtering of an incident wave in a single component.  Moreover, the proposed structure provides a number of advantages in terms of performance: the design is based on a dual-mode configuration, which offers a second-order resonance and therefore provides a low-loss and low-cost architecture with a broader bandwidth, as well as a high quality factor and thus a sharp roll-off at the passband edges. In addition, a very good decoupling of incident and outgoing waves is achieved using this dual-mode configuration. For the design of the proposed structure, a code based on the method-of-moments boundary integral-resonant mode expansion (MoM/BI-RME) [94]-[95] has been adopted: this code provides a fast and accurate modeling of single-layer and multi-layered FSS with arbitrarily shaped elements, allowing for a considerable reduction in computation time over commercial full-wave electromagnetic software. In addition, the paper includes a detailed parametric performance study based on this method, providing a profound and computationally efficient insight into the performance optimization of SIW-based FSS. Finally, a prototype operating at 35 GHz has been fabricated in order to verify the proposed concept. Its performance is investigated in detail, and measurements of different incidence angles are included in this paper in order to manifest the applicability of the proposed structure in practical high-end millimeter-wave applications. The presented paper is organized as follows: section 7.3 describes the FSS architecture and design concept, section 0 outlines the simulation with particular emphasis on the analysis based on the MoM/BI-RME method. Section 7.5 introduces a performance model with a parametric analysis of the FSS, and in section 7.6 the experimental implementation and results are outlined and compared to the simulation results.  
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77..33  FFSSSS  AARRCCHHIITTEECCTTUURREE  AANNDD  CCOONNCCEEPPTT  

77..33..11  CCoonncceepptt  The primary function of the FSS proposed in this work is the selection of a linear polarization of an incident wave and its subsequent rotation of 90 degrees while, at the same time, filtering the signal in a given bandwidth around the center frequency. The proposed structure is shown in Figure 7.2a. It consists of a 2-D array of SIW cavities with two orthogonal slots in each cavity on the front and back sides of the FSS, respectively. The SIW cavity is designed providing a resonance at the desired center frequency. Then, a vertical slot on the input (front) plane of the FSS is used for selecting the horizontal polarization from the incident radiation. The energy coupled from the slot is exciting a field in the cavity, and the outgoing wave is subsequently coupled through an orthogonal (horizontal) slot at the back side of the structure. In this way, it is possible to introduce the desired 90-degree rotation of the polarization of the incident wave. 
77..33..11..11  SSIIWW  ccaavviittyy  ddeessiiggnn  The main element in the proposed design is the SIW cavity. Its resonance frequency fR,C for TMmn0 modes can be determined as follows [93]:   

, , = 2√ε +  (7.1)  with  = − .  and = − . , (7.2)  which is valid for  < λ √ε   and < 4 . (7.3) 
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D stands for the diameter of the SIW posts, b for their distance, W and L for the width and length of the cavity, respectively, and c0 is the speed of light in vacuum. The dimensions 
Weff and Leff are effective measures relating the SIW cavity to a standard metallic rectangular cavity. Moreover, λ0 represents the wavelength at the operation frequency, and 
εr is the relative dielectric permittivity of the substrate. Finally, m and n represent the modal indices with respect to the cavity resonances. In the case of the proposed structure, it is favorable to use a square cavity in order to maintain symmetry between the two polarization planes, i.e. W = L.   

 
77..33..11..22  SSlloott  ggeeoommeettrryy  The second element required in the presented structure are the slots, which couple the incident energy into and out of the cavity. Their resonance frequency fR,S is related to the length of the slots, which should be selected approximately equal to half a wavelength, thus giving the following approximate equation for fR,S:  

, = 2 ε  (7.4)   with l as the slot length, and εeff as the effective dielectric permittivity. This frequency needs to be selected close to the resonance frequency of the SIW cavity, so that a coupled incident wave can determine the excitation of the cavity mode. As a starting point, the 

Mode SIW cavity width W 

TM110 3.75 mm
TM120, TM210 6.13 mm
TM220 7.84 mm
TM130, TM310 8.80 mm Table 7.1 Cavity dimensions for different modes for a resonance frequency of 35 GHz.  



158  length of the slot is calculated according to (7.4) using the desired center operation frequency.  
77..33..11..33  SSeelleeccttiioonn  ooff  ccaavviittyy  mmooddee  For the SIW resonator an appropriate cavity mode needs to be selected. In general, SIW cavity structures only support TMmn0 modes with m = 1, 2, 3,… and n = 1, 2, 3,… (considering the axis definitions used as a convention in resonators as shown in Figure 7.2b): first of all, SIW structures are usually very thin and therefore permit no field variation in z-direction; secondly, TE modes cannot exist in the structure, as the electric current density on the lateral side walls (for the case of resonators these are the x-z- and y-

z-planes) can flow only in z-direction along the via holes. Figure 7.3 shows an illustration of theoretically possible cavity modes for the use in our structure. In order to realize the desired polarization rotating behavior, we need to find a slot arrangement, in which, first of all, only horizontally polarized waves are coupled into the cavity, as well as only vertically polarized waves are emitted from the cavity. To this aim, the E-field-vectors need to be aligned orthogonally with respect to these slots in order to realize a proper coupling between the incident wave and the modal field in the cavity. As shown in Figure 7.3a, e.g. the TM110 mode offers a field distribution suitable for such a configuration: the input coupling slot can be aligned vertically near the cavity edge, whereas the output slot is aligned horizontally so that for both input and output slots the 
E-field-vectors are aligned orthogonally with respect to the slot. Another suitable configuration is given by a dual-mode configuration using TM120 and TM210 modes as shown in Figure 7.3c and Figure 7.3d, respectively. In this concept, the two modes coexist in the cavity, and the incident wave is coupled into the cavity through the vertical slot exciting a TM210 mode. Then, the TM210 input mode is coupled with the TM120 output mode in the cavity. Finally, the outgoing wave is coupled from a horizontal slot using the TM120 mode. The combination or coupling of these two modes in the cavity needs to be induced by a small perturbation, which, in the proposed structure, is given by the presence of the SIW via holes and the slots. 



159  Additional solutions for realizing the desired functionality are given by any other dual-mode configuration combining TM1n0 and TMm10 modes with m = n  > 2 (e.g., TM130 and TE310 modes, see Figure 7.3e and Figure 7.3f.).  
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 Furthermore, in principle, TMmn0 modes with m > 1 and n > 1, such as the TM220 mode, also offer a proper mode configuration for the proposed structure when two separate slots are 

Figure 7.3 A unit cell of the FSS structure with the coupling slots and an overlaid vector plot ofthe respective mode (arrows: E-field vectors, solid lines: input slot, dashed lines: output slot): a)TM110 and b) TM220 mode suitable for both input and output coupling, c)–e) TM210/TM120 andTM310/TM130 dual-mode configurations suitable for input/output coupling (the bold red linesindicate the respective slot coupling with the mode shown in the figure). 

(b)

(d)(c)

TM110 mode:

TM120 mode (output coupling): TM210 mode (input coupling):

(a)

TM220 mode: 

(f)(e)

TM130 mode (output coupling): TM310 mode (input coupling):



161  used on either side of the cavity. However, as the slots need to be located at a distance corresponding to a value in the range of a wavelength, they bear the problem of creating transmission zeros under certain conditions due to field interference problems.  Thus, the possible implementations include the TM110 mode and the dual-mode configurations combining TM1n0 and TMm10 modes (m = n > 1). For the final selection of the mode, also geometrical restrictions and fabrication limitations posed by the structure need to be considered. In the following, a Rogers 5880 substrate with a dielectric constant εr = 2.2 and a thickness h = 62 mil (1.57 mm) is used. These substrate values are selected for their advantages in terms of bandwidth and of reasonably big geometric dimensions allowing for the use of a standard PCB fabrication process at an operation frequency of 35 GHz in this case study. The lower limit for the SIW hole diameter D for this substrate thickness is 0.5 mm. Table 7.1 shows the size of the SIW cavity for a resonance frequency of 35 GHz using D = 0.5 mm, and a spacing b = 0.78 mm. The slot length determined from (7.4) for the above denoted substrate using a first-order approximation for the effective permittivity [εeff=(εr+1)/2] yields a preliminary value l = 3.4 mm.  Comparing the slot length to the dimensions in Table 7.1, it is noted that, for the TM110 mode, the slot length is almost equal to the cavity width. Considering the diameter of the SIW posts, the required slot would be too long to fit into a cavity using the TM110 mode. One possibility consists in forming the slot in a U-shape or H-shape, but in that case, the suppression of the undesired polarization is limited. Thus, the selection of one of the TM1n0 and TMm10 dual-mode configuration (m = n > 1) appears viable. When using a higher order mode configuration, the cavity size increases (see Table 7.1) and therefore the slot length is smaller than the cavity width. Among them, the TM120/TM210 dual-mode configuration appears the most suitable solution, as the cavity size is still comparably small and easily allows forming a periodic structure with several cells. For higher modes, such as the TM130/TM310 dual-mode configuration and higher, the coupling with the incident field is weaker, as the direction of the field vectors vary more and more, and thus, performance is degraded. In addition, compared to single-mode configurations such as the TM110-based solution, the dual-mode configuration offers a number of additional advantages, as the two modes are inherently separated, and therefore a better decoupling of the incident and outgoing waves can be achieved.  



162  In addition to the advantage of decoupling, with the dual-mode configuration we also achieve a broader bandwidth, as the two dual modes form a second-order resonance and thus two distinct poles in the frequency spectrum.  
77..33..11..44  SSlloott  ppoossiittiioonn  Using the TM120/TM210 configuration, different possibilities can be considered for the position of the slots as shown in Figure 7.4. For example, locating them in the center of the structure would lead to an intersection of the two slots and would therefore increase the leakage of the incoming wave towards the output. Locating the slots near the cavity edge represents therefore a better solution in terms of leakage performance. The finally adopted configuration is the concept shown in Figure 7.4a.   

 
77..33..11..44..11  OOppeerraattiioonn  ccoonncceepptt  For a better understanding of the operation principle of the proposed structure, all the different possible signal paths are illustrated in Figure 7.5. Four different scenarios are of interest using the structure in a realistic environment (note that in the following description an arrangement with vertical input slots and horizontal output slots as depicted in Figure 7.2  is considered):  

Figure 7.4 Different possible slot positions for the TM120/TM210 dual-mode configuration: a) nearthe cavity edges; b) in the center of the unit cell. 
(b)(a)



163  1. The desired effect, i.e. transmission in cross-polarization, is given by an incident wave of horizontal polarization (orthogonal to the input slot), which is coupled to the output with a vertical polarization (orthogonal to the output slot). 2. Impedance matching, i.e. reflection in co-polarization, is described by an incoming wave of horizontal polarization with a reflected wave of the same polarization. 3. Transmission leakage (in our case corresponding to transmission in co-polarization) is defined by an incident wave of horizontal polarization, and its non-rotated outgoing wave of the same polarization. 4. Reflection leakage (here reflection in cross-polarization) describes the reflection with a polarization rotation, i.e. a wave incident with horizontal polarization and a reflected wave with vertical polarization.  Certainly, in an analogous manner, the same characteristics (with reversed polarization considerations) can be seen from the output side of the structure as the proposed structure is passive in nature. 
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77..44  SSIIMMUULLAATTIIOONN  

The analysis of FSS can be carried out in different ways: One possible solution are algorithms based on the finite difference time domain (FDTD) technique or the finite element method (FEM), which apply to very general structures and can be used in the analysis of a very large variety of EM structures. However, these numerical methods are 

(a)

(b)
Figure 7.5 Measurement of different incident angles: Transmission and reflection paths for a)orthogonal and b) non-orthogonal incidence angles.



165  usually quite slow in terms of computational time and require a large memory allocation. Recently, a novel algorithm has been proposed [94], [95], based on the use of the method of moments (MoM) with entire-domain basis functions defined on arbitrarily shaped domains. In the case of unconventional shapes, a proper set of basis functions is efficiently calculated by the boundary integral-resonant mode expansion (BI-RME) method. This algorithm is named the MoM/BI-RME method and was implemented in an efficient simulation code, which was used for the design of frequency selective surfaces [96], [97], of boxed microstrip circuits [98] and of electromagnetic band-gap structures [99]. Thanks to the use of entire-domain basis functions, the code based on the MoM/BI-RME method allows to perform wideband simulations in extremely short computational time, much shorter than commercial general purpose electromagnetic simulators.   The analysis and optimization of the proposed FSS structure has been performed with a specifically developed version of the code based on the MoM/BI-RME method. For reducing the simulation complexity and the computing time, the SIW cavity was modeled as a standard waveguide cavity using dimensions according to the basic equivalent waveguide concept for SIW structures.   

  
(a) (b) Figure 7.6 Simulation results for the proposed FSS structure with optimized dimensions: a)transmission and reflection coefficients, b) simulation of leakage with the MoM/BI-RME method. 



166  As a starting point, (7.1)–(7.4) are evaluated for a TM120/TM210 dual-mode configuration at the desired operation frequency of 35 GHz, using a selected hole diameter D = 0.5 mm and a spacing b = 0.78 mm. This yields an SIW cavity width W = 6.13 mm (square cavity) and a slot length l = 3.4 mm. A preliminary simulation with these values is performed setting the initial slot width to l/8 and positioning the slot close to the cavity edge (t=1.55 mm).  A simulation of this preliminary structure gives a frequency shift compared to the originally calculated SIW cavity resonance in (7.1). This is an expected behavior, as the presence of the slots perturbs the field distribution in the cavity given the fact that the slot dimensions are comparable to the size of the cavity. Furthermore, for the final design, impedance matching needs to be adjusted and bandwidth maximized. Therefore, an optimization iteration is performed including the parameters W, l, s, and t as shown in Figure 7.2b yielding the final design dimensions given in Table 7.2. Figure 7.6a shows a simulation of the wideband performance from 20 GHz to 40 GHz for the optimized design obtained with the MoM/BI-RME method. The desired pass-band is obtained at the center frequency of 35 GHz, with an impedance matching better than –10 dB over a relative bandwidth of 9.1%. The simulation also shows another resonance occurring at 23.4 GHz, which is attributed to the TM110 cavity mode. Comparing the two transmission peaks in Figure 7.6a, the performance advantages in terms of bandwidth and roll-off introduced by the dual-mode resonances in our structure are clearly visible and correspond to the design considerations that have been taken in section 7.3. Figure 7.6b also shows the results for transmission/reflection leakage (refer to Figure 7.5 for details in path definition). All values are below –30 dB. More detailed simulation results can be found in the parametric analysis in section 7.5 and in the comparison with measured results in section 7.6.   
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77..55  PPEERRFFOORRMMAANNCCEE  SSTTUUDDYY  

In order to establish a generally applicable design procedure for structures such as the FSS proposed in this paper, a performance study based on a parametric analysis is developed. The analysis is carried out simulating different variations of the proposed structure with the help of the previously outlined MoM/BI-RME method, which has been proven to yield very accurate analysis results.  As explained earlier, in the proposed FSS design, we combine two resonances originating from the selected TM120/TM210 dual-mode configuration in order to achieve the desired frequency response. In order to understand its working principle, it is important to note the following details: in the proposed structure, the cavity provides a resonance that occurs exactly at the same frequency for both the TM210 mode (input coupling) and the TM120 mode (output coupling), respectively. When a slot is inserted into the cavity, the field in the cavity is perturbed by the presence of the slot. Considering, for example, the input slot, its effect on the TM210 mode (input) is not the same as its effect on the TM120 mode (output), as the field distributions for the two modes are orthogonal to each other. Thus, for the two modes, the presence of the slot results in a different field perturbation. In an analogous manner, also the output slot gives a different effect on the two modes. In combination, this effect leads to the development of two different distinct poles with a certain frequency spacing as shown in the simulation result in Figure 7.6a.  

Parameter Value 

W 5.7 mm
D 0.5 mm
b 0.81 mm
l 3.58 mm
s 0.57 mm
t 1.55 mm
h 1.57 mm  Table 7.2 Final Dimensions for SIW Cavity FSS.
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77..55..11  RReessoonnaannccee  ffrreeqquueennccyy  For the determination of the desired resonance frequency, the two main design parameters are the SIW cavity width W and the slot length l. The cavity width directly defines the frequency of the resonant TM120/TM210 modes. The slot length defines the frequency, at which an incident wave is coupled into the cavity, and therefore needs to be selected close to the cavity resonance. In both cases, smaller values lead to a higher resonance frequency. A plot for a parametric sweep of these two parameters is shown in Figure 7.7 and Figure 7.8,  respectively. When increasing W, the center frequency of the passband moves to higher values. Varying the slot length l leads to a similar effect.  Optimizing the two parameters together in the proposed design, the dimensions 
W = 5.7 mm and l = 3.58 mm are selected, as they provide a center operation frequency of 35 GHz as desired. 
77..55..22  BBaannddwwiiddtthh  For bandwidth considerations, the design aim is to increase the frequency spacing between the two resonances. In principle, any variation, which changes the perturbation of the cavity field caused by the slot, leads to a change in frequency spacing and thus bandwidth. 

(a) (b) Figure 7.7 Simulation results for different SIW cavity widths W: a) transmission coefficients, b)reflection coefficients. 
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  First of all, the selection of the substrate thickness represents an important design step: if this value is changed, the effective permittivity of the substrate varies, which plays a significant role for the field caused by the slot. With a thicker substrate, the effective permittivity increases, and thus the perturbation becomes more distinct, because the field is more confined within the substrate. This leads to a higher bandwidth as shown in Figure 7.9.    

(a) (b) Figure 7.8 Simulation results for different slot lengths l: a) transmission coefficients, b) reflectioncoefficients. 
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 In the presented structure, we select a substrate with a thickness h = 62 mil (1.57 mm). Moreover, the relative values of W and l, respectively, largely influence bandwidth, as varying them indirectly also influences the field perturbation created by the slot. For instance, for higher values of W, the slot becomes shorter in comparison, and therefore perturbs the cavity field less resulting in a smaller bandwidth. On the other hand, when increasing the slot length l, the field perturbation is stronger, and so bandwidth increases. 
77..55..33  IImmppeeddaannccee  mmaattcchhiinngg  The above described approach for maximizing bandwidth performance always has to be carried out in accordance with impedance matching specifications. If the two resonances move away from each other, the level of the return loss becomes higher. Thus, all the parameters need to be optimized in order to find a suitable trade-off between bandwidth and matching specifications.  

(a) (b) Figure 7.9 Simulation results for different substrate heights h: a) transmission coefficients, b)reflection coefficients. 
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  In addition to these considerations, the slot position t is an important parameter: it has only a marginal influence on the slot resonance, but impedance matching is largely affected. Theoretically, the best performance in terms of impedance matching is achieved if the slot is positioned at the edges of the cavity, as the field distribution at that point is orthogonal to the slot for a metallic waveguide resonator. The effect is shown in Figure 7.10, where matching becomes better and better for higher values of t. However, in reality, the via holes of the SIW cavity perturb the ideal field distribution given by a metallic rectangular cavity, and so it is necessary to position the slot at a certain distance from the edge where the field is only negligibly influenced by the via posts. Note that in Figure 7.10, which shows an analysis using the MoM/BI-RME method, this effect is not visible, as the simulation is carried out with the equivalent cavity model as discussed in section 0. Thus, in an additional  study using Ansoft HFSS [100], it has been found that the structure yields optimized performance when the slot is positioned at an approximate distance of W/4 from the SIW cavity edges.  Moreover, the variation of the slot width s enhances matching while maintaining a constant bandwidth as shown in Figure 7.11. For a wider slot, the coupling is higher while maintaining an almost constant bandwidth, and so impedance matching is increased. 

(a) (b) Figure 7.10 Simulation results for different slot positions t: a) transmission coefficients, b)reflection coefficients. 



172  Here, once more it becomes clear, why the selected TM120 mode is a good choice for the proposed structure: selecting a higher mode such as the TM130 mode, the available space for the slot decreases (see Figure 7.3), and so the maximum slot width that can be achieved is limited, which reduces coupling and thus impedance matching. In our design, the slot position t is selected to 1.55 mm with a slot width s of 0.57 mm.  

 
77..66  EEXXPPEERRIIMMEENNTTAALL  RREESSUULLTTSS  

To verify the functionality of the proposed architecture, the FSS has been fabricated with the optimized dimensions in Table 7.2 and measured. A photograph of the prototype is shown in Figure 7.12. It consists of a 30 x 30 array of SIW cavities with vertical and horizontal slots on the front and back sides, respectively.  The experimental setup used in the measurement of the proposed FSS is shown in Figure 7.13 using two standard gain K-band horn antennas and a vector network analyzer for measuring the S-parameters in order to determine the transmission/reflection characteristics. A number of important considerations need to be taken into account for achieving good measurement accuracy: first of all, the distance of the FSS with respect to 

(a) (b) Figure 7.11 Simulation results for different slot widths s: a) transmission coefficients, b) reflectioncoefficients. 



173  the antennas has to be selected in order to minimize the amount of radiation illuminating the edges of the FSS (< –15 dB). This distance can be determined from the radiation pattern of the horn antenna used in the measurement and yields a minimum distance of 50 cm between each antenna and the FSS in our case. Moreover, the size of the FSS has to be chosen sufficiently large in order to let this distance fall in the far field of the antennas. In addition, an arrangement of anechoic material in the form of absorbing cones is placed around the FSS as shown in Figure 7.13a–c in order to minimize the edge effects in the measurement.   

  

77..66..11  TTrraannssmmiissssiioonn  aanndd  rreefflleeccttiioonn  mmeeaassuurreemmeenntt  sseettuupp  All the important signal paths that have to be measured are shown in Figure 7.5 for both orthogonal and non-orthogonal incidence angles.  The measurement of transmission characteristics is carried out with two antennas on either side of the FSS as shown in Figure 7.13a. One antenna is facing the front side of the 

Figure 7.12 A photograph of the proposed 35 GHz polarization rotating FSS including adetailed view of front and back side unit cells. 



174  FSS and the second antenna its back side. A reference measurement is taken without the FSS for normalization in order to exclude the effect of the free-space transmission and any possible interferences with surrounding objects. Both cross-polarization transmission (the desired function of the FSS) and co-polarization transmission (leakage) are measured. The former is obtained by orienting the polarizations of both antennas orthogonal to the input and output slots of the FSS, respectively, while the latter is measured with both antennas in the same orientation.  Figure 7.13b shows the measurement arrangement for a reflection measurement with two adjacent antennas. In theory, the parameter S11 of the transmission measurement is sufficient for characterizing reflection behavior. However, in practice, in most cases, the level of the reflected signal is lower than the return loss of the antenna, as it also includes losses introduced by the free-space transmission path between the antenna and the FSS, and thus a separate configuration for the reflection measurement with two adjacent antennas needs to be used. Once again, in this setup, a reference measurement is carried out for eliminating the effects of free-space radiation from the measurement. This measurement step is carried out using a reflecting metal plane of the size of the FSS. Moreover, the crosstalk between the two adjacent antennas has to be taken into account and is measured separately for reference, as the antennas are positioned very close to each other, especially in the case of a measurement of orthogonal incidence (Figure 7.13b). In addition, the antennas need to be aligned correctly with each other and with the FSS ensuring that the maximum of the antenna beam illumination lies at the center of the FSS, which is realized in practice using a laser beam together with a small mirror in order to align the signal paths as shown in Figure 7.13c. Finally, the reflection in both co- and cross-polarizations is measured with the two antennas in parallel and orthogonal polarization orientations, respectively.  
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77..66..22  OOrrtthhooggoonnaall  iinncciiddeennccee  Figure 7.14a shows the results for the case of an orthogonal incidence for transmission and reflection, respectively. We obtain a very good matching below –12 dB for a 3-dB-bandwidth of 3.2 GHz or 9.1% with a maximum insertion loss of 0.2 dB in the passband. The ripple on the measurement data can be attributed to the diffraction at the edges of the FSS: the maximum size of the FSS is limited by the PCB fabrication process, and therefore on one hand the illumination cannot be considered as locally planar, whereas on the other hand the antenna beam is scattered at the edge of the FSS surface. The measured data agree very well with the simulation using the M0M/BI-RME method, which proves once more its high accuracy and practical applicability. Considering also the immense reduction in terms of computational time, the proposed simulation method represents a highly interesting solution in the design of high-end passive microwave- and millimeter-wave structures. Figure 7.15b shows the results for transmission and reflection leakages in comparison with the simulation results. All values are below –30 dB for the entire frequency band. The slight 

(a) (b) (c)
Figure 7.13 A photograph of the measurement setup for the proposed 35 GHz polarization rotatingFSS: a) overall setup with network analyzer in transmission configuration; b) reflectionmeasurement with two adjacent antennas and crank handle setup for non-orthogonal incidenceangle measurements; c) alignment procedure with reflected laser beam. 



176  deviation between simulations and measurements is due to the low level of the leakage measurement signals, as they partly fall below the return loss of the two antennas. 
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 Figure 7.14 Transmission and reflection in simulation and measurement for incidence angles ofa) 0 degrees, b) 10 degrees, c) 20 degrees. 

(a)

(b)

(c)
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77..66..33  NNoonn--oorrtthhooggoonnaall  iinncciiddeennccee  A very important criterion for the performance of FSS structures is its behavior for the case of non-orthogonal incidence angles. Usually, inclining an FSS structure, the dimensions such as e.g. slot lengths an incident wave sees, appear shorter, and therefore frequency shifts may occur. In the proposed structure, for the case of the desired transmission in cross-polarization, a horizontally polarized wave is coupled through a vertical input slot into the cavity. Varying the incidence angle by rotating the FSS around its vertical axis, the transmission antenna always sees the same slot length as for an orthogonal incidence. However, the horizontal slot at the output plane seen from the receiving antenna appears shorter and thus its resonance appears shifted to a higher frequency. In addition, the slot width of the input slot appears narrower, and so input coupling is decreased. The combination of these two effects leads to a decrease in bandwidth on one hand, and to a worsened matching performance on the other hand. Considering this problem, it becomes clear why it is important to describe the FSS behavior for non-orthogonal incidence angles.   

  

(a) (b) Figure 7.15 Leakage in simulation and measurement for the proposed FSS polarization rotatingarchitecture: a) leakage due to transmission in co-polarization; b) leakage due to reflection in cross-polarization. 



179  The measurement of non-orthogonal incidence angles is carried out in the same way as the above described reflection and transmission measurements. The rotation of the FSS is achieved using a crank handle as shown in Figure 7.13b, on which the FSS support including its anechoic embedding is mounted. This setup allows for a precise rotation of the structure while maintaining the remaining setup unchanged. The measurement is carried out for incidence angles of 0 degrees, 10 degrees, and 20 degrees, respectively. Attention needs to be paid in the case of reflection measurements as the two antennas need to be positioned at the correct angles and positions relative to the FSS structure as shown in Figure 7.5. Their alignment is again achieved using a laser beam that is redirected with a small mirror positioned in the plane of the FSS. Again, for every angle, a reference measurement is taken as described for the measurement of orthogonal incidence.  Figure 7.14 shows the results for transmission and reflection. It is clearly visible that the FSS shows good performance for all the measured incidence angles. As previously described, the measurement setup includes an arrangement of anechoic cones around the FSS in order to reduce the edge effects. At 30 degrees and higher, the measurement result is strongly influenced by the presence of these cones, as the shadow they drop on the FSS strongly absorbs the incident energy. For an accurate measurement, a different measurement setup using a thin layer of plane anechoic material should be used, which was not available at the time of writing. Moreover, once again, the excellent prediction of the FSS performance by the MoM/BI-RME method is visible: simulations and measurements agree very well and prove the high quality of the proposed method. 
77..77  CCOONNCCLLUUSSIIOONNSS  

This chapter describes an FSS structure based on a periodic SIW cavity architecture, which can be used in the proposed imaging system in order to separate horizontal and vertical polarizations from the incident radiation. Future work will include the use of this FSS in the system.    
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CChhaapptteerr  88    

FFUUTTUURREE  WWOORRKK   The presented Ph.D. thesis presents part of the work completed within a very big project governed by several students in the Poly-Grames Research Center. Thus, a large variety of future projects are possible and advisable in order to take the suggested system to a high-performance level that is practically applicable in commercial applications and involves new future-oriented design elements. 
88..11  FFOOCCAALL  PPLLAANNEE  AARRRRAAYY  

Future work may include the parallelization of the proposed receiver elements to an FPA in order to allow for real-time processing capability. Regarding the intention to create entirely monolithic integrated circuit architectures, a purely planar broadside radiating structure might be desirable for the proposed FPA system but poses space problems for complete IF circuitry integration and furthermore difficulties in thermal dissipation due to the high number of active devices within limited space. Thus, an endfire-based array geometry appears viable using a design with “circuit cards” as shown in Figure 8.1. Furthermore, a number of important performance requirements for the feed elements, such as efficient antenna illumination in terms of sidelobes, low losses, effective coupling to active devices, high polarization purity, and low cost represent important factors in terms of antenna selection and design.  
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  Figure 8.1 Architecture of the proposed multibeam FPA system: a) single receiver module employing feed element, RF front-end, and IF circuitry; b) integration of receiver module into a multibeam imaging array.   A highly important parameter for defining the performance of an imaging system is its spatial resolution. It is defined as the minimum separation of the object of interest from its surrounding that can be resolved by the imager, or in other words, for each object to be resolved, there should be at least one associated pixel in the final image. Employing an FPA multibeam imaging system, a high number of compact feed elements are located within a minimum of space and the achievable spatial resolution is an immediate consequence of the spacing of its feed elements in the focal plane of a lens or reflector. Minimum element spacing is therefore of high importance to achieve reasonably high-resolution images. Applying the Nyquist theorem for the case of imaging systems, the feeds must be placed at 

Antenna feed element RF front-end with SOM
downconverter

IF circuit 

(a) 

(b) 



182  an interval of λ/2 * f/D [33]. In such a system, spatial resolution depends on the half-power beamwidth of the antenna, which for a distance R between receiver and target, a wavelength λ, and an antenna aperture D yields a spatial resolution of d ~ R λ/D.  However, it can be shown that it is not possible to design an imaging system with this resolution, which also has an aperture efficiency approaching that of a typical single-beam system [10]. For example, creating an imaging array of waveguide horn feeds with high efficiency yields a spatial resolution as high as four times the Nyquist interval. Thus, suitable feed types need to be considered for the realization of a high-efficiency high-resolution MMW imaging array and a trade-off between element spacing and aperture efficiency needs to be found. Theoretical and experimental investigations have been carried out on finding optimized feed elements for FPA imaging arrays. Suitable types include horns, tapered slot arrays (TSAs), such as the linear TSA or the Vivaldi antenna, double dipoles, Yagi antennas, and dielectric rod antennas [34]–[38]. In general, feed elements such as TSA antennas and dielectric rod antennas that derive their gain from length more than from their cross-section are preferred. Recent publications also introduce studies on the optimal dithering of FPAs in order to maximize spatial resolution in MMW imaging systems [39]. In the proposed project, we plan to implement a Vivaldi antenna based FPA imaging system offering adequate gain, high bandwidth, and moderate cross-section [40]–[42]. In addition, mutual coupling between the feed elements will become an important issue. Generally, the electric field distribution in such antennas is tapered in order to minimize sidelobes. However, this tapering broadens the main antenna beam and therefore causes interaction via fields or currents between the feed elements. This can cause undesired destructive and constructive interferences, which effectively reduces the system’s spatial resolution. Combining all these aspects, a certain feed element distribution has to be found in order to allow for a certain spatial resolution with required beam efficiency. Accurate numerical simulations and experimental verifications will allow for taking these effects into account and achieving an array design, which guarantees the required performance in terms of spatial resolution. 
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88..22  SSTTAABBIILLIITTYY  IIMMPPRROOVVEEMMEENNTT  

As it has become clear in the course of the experiments carried out, stability of the radiometer is an important issue that needs to be carefully addressed, as any small changes in system temperature or gain largely affect the measured result. In a standard manner, Dicke radiometers [30] solve this problem by calibrating during every measurement with a known load, which is connected through a switch, the so-called Dicke switch. Moreover, the imaging group at Poly-Grames is implementing a radiometer structure eliminating this expensive and lossy switch from the receiver circuit by using a differential structure entirely based on low-loss SIW architecture. 
88..33  EELLEECCTTRROONNIICC  SSCCAANNNNIINNGG  

Given a satisfactory performance, an electronic scanning system would be the best choice for the proposed project. At the same time such a system would be real-time capable, compact and inexpensive. However, the design of electronic scanning antennas that provide satisfactory resolution and overall scan angle remains still very difficult. The imaging group is currently working on the development of an electronic scanning antenna based on SIW beamforming networks. 
88..44  IIMMAAGGEE  FFUUSSIIOONN  

A very interesting approach is also image fusion, which is used to unite both a visual and a millimetre-wave image with an optional infrared image in order to combine the complimentary advantageous aspects of each of these sensors [4]. 
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88..55  BBRROOAADDBBAANNDD  SSUUBBSSTTRRAATTEE  IINNTTEEGGRRAATTEEDD  WWAAVVEEGGUUIIDDEE  

Requiring broadband receiver structures, the bandwidth capabilities may be examined. The authors have been working on the development of broadband SIW transmission lines, which would suit a possible implementation in a future imaging radiometer system [85]. 
88..66  MMEEAASSUURREEMMEENNTT  TTEECCHHNNIIQQUUEESS  

One important future aspect includes the development of accurate and high-quality measurement techniques for the proposed system. At this first level of the system, rather empirical methods have been employed that can be extended. A single receiver element can be characterized in terms of coherent sensitivity for the application of a sinusoid input signal, from which the noise-equivalent bandwidth can be derived. Furthermore, it is important to determine the receiver's noise-equivalent temperature difference (NETD), which is carried out in two separate steps. First the voltage difference between two input temperatures (e.g. one at room-temperature (293 K) and one in a liquid nitrogen cooled environment (77 K) or a load in a freezer (248 K)) yields the temperature sensitivity, whereas the second measurement analyses the root mean square output noise voltage for a terminated input. In addition, stability measurements characterize gain and noise fluctuations over time and specify calibration requirements. A critical requirement in these measurements is the thermal equilibrium of the radiometer, which can be realized by using a temperature stabilized enclosure.  At imaging system level the same experiments can be performed by using a uniform illumination at two different ambient temperatures, which gives the temperature sensitivity for the overall system that is generally lower due to efficiency reductions and mutual coupling. In addition, a characterization of overall power consumption and heat dissipation is of interest.  For each of these measurements it must be kept in mind that radiometry receivers deal with extremely low signal levels in the range of –80 dBm, and therefore very accurate measurement techniques with stable, well-known, and well-calibrated sources and instruments are necessary. Each of these fabrication steps and experiments will be carried 



185  out at the Poly-Grames Research Center offering nearly all the possibilities for this research. Finally, measurement results will be carefully compared to simulations in order to verify proposed design techniques and functionality. 
88..77  MMUULLTTII--PPOOLLAARRIIZZAATTIIOONN  SSYYSSTTEEMM  EENNHHAANNCCEEMMEENNTT  

The system may be characterized for its multi-polarization capability by adding the designed FSS in the setup. It may contain two receiver structures, whereof one measures the radiation transmitted through the FSS, while the second receiver collects the radiation reflected from the FSS. The FSS must be oriented at a certain angle to make this measurement possible, which is proven to be viable by the angular measurements taken in the FSS design. For a characterization of the multi-polarization system, half and quarter wave plates are generally employed in front of the radiometer feed in order to measure the polarization in different orientations [42]. 
88..88  FFRREEQQUUEENNCCYY  SSCCAALLIINNGG  FFRROOMM  3355  GGHHZZ  TTOO  9944  GGHHZZ  

An improvement in imaging resolution and system size is achieved by scaling the proposed system to a frequency of 94 GHz or higher. Such a future system can be designed on the basis of a multi-pixel FPA imager fabricated in MMIC technology. 
88..99  SSIIGGNNAALL  PPRROOCCEESSSSIINNGG  EENNHHAANNCCEEMMEENNTT  

A final aspect of future work includes the development of high-quality signal processing techniques. The IF circuitry in the presented radiometer receiver yields voltage signals proportional to the temperature measured at each pixel, which is either fed to a PC based data acquisition system or digitized by an analog-digital converter (ADC) and processed by 



186  a DSP. A major part of image acquisition and quality lies in the subsequently adapted signal processing schemes, which are described in this section.  Due to the similar nature of radiometric images compared to optical images, generally, standard imaging processing algorithms can be applied in order to achieve enhanced image quality, contrast, resolution and noise reduction [45]. Especially for applications such as concealed weapon detection, these methods are applied in order to detect hidden objects. Wavelet transform algorithms are applied for denoising and enhancement, and morphological filters are used for clutter filtering. Finally, shape description techniques detect specific objects [4]. Additionally, superresolution techniques [46], [47] can be applied to enhance spatial resolution and therefore reduce required aperture size. A variety of such methods has been developed for the purpose of passive imaging enhancement, which can be classified into linear and nonlinear methods. The latter offer better sharpening but require an enormous computation complexity compared to their linear counterparts. 
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CCOONNCCLLUUSSIIOONN   In this project, a complete passive millimetre-wave imager at 35 GHz based on the subharmonic SOM technique is proposed and studied. The research work in this Ph.D. thesis focuses in particular on the design, implementation, and experimental testing of subharmonic SOMs. The final 35 GHz SOM circuit is proposed to be implemented into a straight-forward mechanical raster scanning imaging system based on a single-element receiver in order to prove functionality of the SOM technique in the framework of millimetre-wave imaging systems.  Within the presented thesis, the physical background of radiometry, the peculiarities of millimetre-wave radiation and its propagation in atmosphere, as well as its usefulness for imaging systems. An outline of various possible application scenarios of high industrial and commercial importance was given. The main work of the presented Ph.D. thesis is concerned with the development of subharmonic SOMs and design of a low-frequency prototype in order to verify functionality has been fabricated before moving on to the millimetre-wave design. Circuit performance proves to be excellent with a conversion gain of +11.1 dB. Subsequently, the circuit has been designed at 35 GHz with a conversion gain of -9.7 dB using an SIW cavity. Moreover, an overview of analysis methods including the development of a new algorithm for the simulation of SOMs are presented along with performance models that assess its practical applicability in system environments. In terms of imaging system design, the development, simulation, and testing of a reflector antenna at 35 GHz is discussed. Two main parameters are taken in to account in order to design an antenna suitable for this project: the antenna gain, which affects the spatial resolution of the image, and the size and weight of the overall antenna system (reflector, feed, and support mechanics), affecting the performance and requirements for the motors used for the mechanical steering. The development of a radiometer receiver is described following the design of a low-frequency receiver and a low-frequency test-bed to assess preliminary radiometric measurement capabilities. Subsequently, the receiver is scaled to 35 GHz and tested with a 



188  specifically designed heat-controllable target. Preliminary experiments are carried out detecting the target temperature, and with other targets such as the detection of a human body and a metal plate. As a consequence of these results, the first measurements were obtained for the entire imaging system. A basic mechanical scanning setup is built up using the reflector antenna described previously with stepper motors responsible for the beam steering. A Matlab interface is designed to acquire the data and control the motor movement and is used to display the final image.  An FSS structure based on a periodic SIW cavity architecture, which can be used in the proposed imaging system in order to separate horizontal and vertical polarizations from the incident radiation. Future work will include the use of this FSS in the system. This first millimetre-wave imaging test-bed serves as the base for future research in the field. Future work includes the parallelization of these receivers in the form of an FPA system, and also the task of pushing the design toward higher frequencies, in particular 94 GHz, for achieving higher image resolutions and more compact-sized imagers. More possible extensions for the future include the integration into a fully automatized multi-polarization system. Also, the mechanical scanning may be substituted by an electronic scanning system, which permits the beam steering to be carried out without any bulky mechanic movement. In terms of signal processing and algorithmic enhancements, specific techniques may be applied to enhance resolution and automatically detect objects in images. Also, image fusion can be investigated in order to combine the advantages of different frequency ranges for the desired end applications. Finally, the presented topic represents a large field of research and a highly interesting domain for present and future industrial applications and can be extended in a large number of ways to achieve the desired outcome and performance for a given specific application scenario. 
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