View metadata, citation and similar papers at core.ac.uk brought to you by fCORE

provided by KU ScholarWorks

PHYSICAL REVIEW D 69, 032002 (2004

Experimental studies of unbiased gluon jets frome*e™ annihilations using the jet boost algorithm
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We present the first experimental results based on the jet boost algorithm, a technique to select unbiased
samples of gluon jets ir*e™ annihilations, i.e. gluon jets free of biases introduced by event selection or jet
finding criteria. Our results are derived from hadroBfcdecays observed with the OPAL detector at the LEP
e"e” collider at CERN. First, we test the boost algorithm through studies mattwic Monte Carlo events
and find that it provides accurate measurements of the charged particle multiplicity distributions of unbiased
gluon jets for jet energies larger than about 5 GeV, and of the jet particle energy sffemgraentation
functions for jet energies larger than about 14 GeV. Second, we apply the boost algorithm to our data to derive
unbiased measurements of the gluon jet multiplicity distribution for energies between about 5 and 18 GeV, and

of the gluon jet fragmentation function at 14 and 18 GeV. In conjunction with our earlier results at 40 GeV, we
then test QCD calculations for the energy evolution of the distributions, specifically the mean and first two
nontrivial normalized factorial moments of the multiplicity distribution, and the fragmentation function. The
theoretical results are found to be in global agreement with the data, although the factorial moments are not
well described for jet energies below about 14 GeV.
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I. INTRODUCTION
Gluon jets were first observed in 1979), at the PETRA

jets are studied using events with two energetic gluon jets
produced in conjunction with the beam remnants and less

e"e” collider at DESY. Certain features of the jets Wereen_ergt_atic_jet;. In eitk_ler case, the gluon jets are idgntified
quickly measured, such as their production angular distribuYSind jet finding algorithms such as tke [3] or cone[4] jet
tions, leading, for example, to a determination of the g|u0nf|nder, which assign particles in an event to the jets. The jet
spin[2]. In contrast, it has proved difficult to obtain mean- finding algorithms employ resolution criteria. Different jet
ingful information about internal characteristics of gluon @lgorithms or choices of the resolution scales yield different
jets. The difficulty arises because gluon jets are usually proassignments of particles to the jets. This produces the ambi-
duced in conjunction with other jets or the beam remnants aguities mentioned above. Many studies employ fixed values
accelerators, making their identification ambiguous. Gluorfor the resolution scales, leading to truncation of higher order
jets ine™e™ annihilations are usually studied using three-jetradiation from the jets and thus to further ambiguity. Because

gqg events, for example, wheggdenotes a quark jet] an

of these intrinsic ambiguities, jets defined in this manner are

antiquark jet, andy a gluon jet. At hadron colliders, gluon called “biased.”
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Theoretical descriptions of gluon jets are usually based on ! )
a different approach. The theoretical approach assumes the ! E- E

production of a pair of gluons in an overall color singlet, i.e., EE<+> EZ d ‘\aa/' d
gg events from a point source. There are neither beam rem- !

nants nor other jets. Thgg system is divided into hemi- v

spheres in a frame in which the two gluons are back to back =cos 0.

(they move in opposite directiopsusing the plane perpen- @) )
dicular to the direction of the separating gluons. The particles
'n,a hemisphere define a jet_. ,Since all particles ,in the eve_nt FIG. 1. Schematic illustration ofqacolor dipole vieweda) in
arise from one of the two original gluons, there is no ambi- . . — )

a frame in which they andq are back to back, anb) in a frame

guity about which partlgles to assign t(.) the gluon feEur- boosted in a direction bisecting the dipole. The quark and antiquark
thermore, there are no jet resolution criteria and thus no trun-

. . - . : ets are labeled by their energiés? and E* in the back-to-back
cation of higher order radiation, i.e. all events in the sampl , ;. 9 q
are used. The properties of the jets depend on a single scafl@Me andEq andEgin the boosted frame.
the jet energy. Jets defined in this manner are called “unbi-
ased,” in contrast to biased jets, whose properties depend aithm. The jet boost algorithm is described in Sec. Il. So far,
the jet resolution scales as well. Many theoretical resultsi10 experimental results have been presented based on this
have been presented for unbiased gluon jets, based on quarehnique. Like the third method mentioned above, the jet
tum chromodynamic$QCD), the gauge theory of strong in- boost algorithm provides results over a range of jet energies.
teractions. Because most experimental studies are performédke the first and second methods, it specifies which particles
using biased jets, tests of the theory have often been indiredh an event to associate with the gluon jet. The jet boost
So far, only three methods have been used to measureethod therefore combines features of the other approaches,
gluon jet properties in a manner consistent with the theoreteffering a means to measure a variety of properties of unbi-
ical prescription outlined in the preceding paragraph, avoidased gluon jets as a function of energy.
ing the ambiguities associated with biased jets. First, radia- In this paper, we present the first experimental study to
tive Y decays,Y — ygg— y+hadrons, have been studied use the jet boost algorithm. The study is based on hadronic
[5,6]. Thegg system in these events corresponds to the evertlecays of thez® boson. The data were collected with the
class of the theoretical approach, described above. Secon@PAL detector at the LER* e~ storage ring at CERN. We
rare events from hadronmoﬁqadecays have been selected measure the Charged partiCle mUltlpllClty distribution and the
[7—9], in which theq andajets are approximately colinear: particle energy spectruiiragmentation functionof the jets

h hemisoh . hich th da | for a variety of jet energies. The results are compared to
the event hemispheigiq, against whic t.&] andg recol QCD calculations to provide new and unique tests of that
corresponds almost exactly to an unbiased gluon jet

atheory.
shown in[10]. Third, the theoretical formalism dfL1] has eory
been applied12] to extract properties of unbiased gluon_jets

indirectly, by subtracting results obtained from two-fgq Il. THE JET BOOST ALGORITHM
events from those obtained from threejglg events(see ) .
[11,19 for more details The jet boost algorithmhenceforth referred to as the

The first and second of the above techniques provide arPC0St @lgorithm” or “boost method) is motivated by the
explicit association of particles in an event to the gluon jets0!0r dipole model of QCD14]. Thus consider a quark-
This allows many characteristics of the jets, e.g., the distri@ntiquark system created from a color singlet source, e.g.
butions of particle multiplicity and energy, to be studied. Thee"e” —qq events. Because tlipandq carry opposite color
jet energies associated with these two techniques are limitegharges, they form a dipole. Unbiased quark jets are defined
however, toEj~5 and 40 GeV, respectively. The third tech- by dividing the event in half in a frame in which tlggandq

nique, based on comparing results from andqqg events, move back to back, using the ﬂane perpendicular to the di-
yields measurements over a range of jet energies, from abowéction of the separating and q [see Fig. 1a)]. This is
5 to 15 GeV. This method does not associate particles in aanalogous to the definition of unbiased gluon jets presented
event with the gluon jet, however, yielding only the meanin the introduction. Note that the back-to-back frame is not
particle multiplicity of the jets{ngon - necessarily the center-of-momentymm) frame of the di-

In [13], an additional method to determine properties ofpo|e_ The energy scales of the je‘f% and Eﬁ* are given by

unbiased gluon jets is proposed: the so-called jet boost algqre hemisphere energies in the back-to-back frame. If a Lor-
entz boost is performed along the hemisphere boundary as-

1 . . . _ suming theq and a are massless, the dipole appears as
Note that if the event is boosted along thg event axis, the jet shown in Fig. 1b). In Sec. | of the Appendix it is shown that

energies and multiplicities change. The relationship between an un; .
biased jet's energy and its mean particle multiplicity is universal,qhe Lorentzp factor relating the back-to-back and boosted

however, independent of this boost or of the invariant mass of thdrames isg=cosa, wherea= /2 with ¢ the angle between

gg system. The same comment applies to diaecolor singlet sys-  the q andq in the boosted frame. Furthermore, it is shown
tems discussed in Sec. II. that the jet energies in the boosted frarge, (with i =q or

032002-3
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p=cosa sufficient condition to avoid biasing the jets, ., Should be
\ A . , , adjusted separately for each event so that exactly three jets
Eq o g Eq\ o ! are reconstructed. In contrast, a fixed valu@ of,; truncates
: Eg / E, Eqg—1tr—p p* higher order radiation in the jet. For gluon jets identified in
. o) */ q ! & this manner, any radiatiotfsubjet”) emitted within the jet
4 Y Eq ' ! must necessarily have a smaller transverse momentum than
p=cos o the gluon jet itself, otherwise the roles of the “subjet” and
@) ) © “gluon jet” would be reversed. Thus the transverse momen-

tum of the gluon jetp, q,on, defines an effective cutoff for
subjet radiation, i.ep, c,= P, guon- NOte that the definition

FIG. 2. () A symmetric three-jeqag event in which the angle f 1 A ; bi . t ith hard
6=2a between the quark and gluon jets is the same as the ang@' ransverse momentum IS ambiguous in events wi ard,

between the antiquark and gluon jets. In the QCD dipole model, théihconn?artgluoln rad;atlio(;‘]or a discussion, see e'bl‘l]z{ In |
gqg event consists of two independent color dipol@gs. Each of t e color dipole model, the transverse momentum of a gluon

the dipoles can be independently boosted to a back-to-back framé€t in aqqg event is defined by11]
(c) The dipoles in the back-to-back frames can be combined to yield

an event with the color structure of a gluon-gluon event in a color _ 1 /S4¢Sug
singlet. Note that the combined quark-antiquark jet system in vag|u0ﬂ_§ s

e*e’aqag events has the color structure of a gluon jet.

@)

. wheres;; (i,] =q,€g) is the invariant mass squared of the
q), are related to the jet energies in the back-to-back framdj pair, ands= Eg_m_ with E. ,, the event energy in the c.m.
E", by frame. Thus Eq(2) defines the virtuality scale of gluon jets
in the gqg events. An experimental demonstration that
Ef= Ei'Sinz- (1) p. guonis an appropriate scale for gluon jetsgug events
is presented if12].
I For a gluon jet to be unbiased, its properties should be
Ine"e”—qqg events, the color charge of the gluon canindependent of the jet resolution saae In [13] it is noted
be decomposed into two parts: one equal and opposite to thfat independence from the resolution scales implies that the
color charge of the quark and the other equal and opposite tenergy and virtuality scales are the same:
the charge of the antiquark.dqg event therefore consists of
two independent dipoles, one defined by thendg and the E3 =P, gluon- 3

other by theaand g. In a frame in which the anglé=2«

between they andg is the same as the angle between dhe
andg, yielding a symmetric event as in Fig(@, each dipole
can be independently boosted to a back-to-back frame alor\lgi
the bisector of the dipole using the boost facg cosa
mentioned above, again assuming the partons are massl
[see Fig. 20)]. The two dipoles in the back-to-back frames
can then be combined to yield an event with the color struc

The boost algorithm prescription for identifying an unbiased
gluon jet is then as followEl3]. Three-jet events are defined
ing a transverse momentum based jet algorithm. The reso-
ion parameter of the algorithm is adjusted for every event
%that exactly three jets are reconstructed. After identifica-
ion of the gluon jet using standard experimental techniques
(see e.g. Sec. IV the event is boosted to the symmetric
ture of agg event in a color singlet, i.e. two back-to-back ILaemszmgvglsc?h:ath?glglig&ng:r?r;r:Qegﬁjggnaigda%ltj;hk ajrelﬁeltss
gluon jet hemispherefsee Fig. Z0)], since the combined s in Fig. 2a). The algebra of this boost is uniquely specified

qguark-antiquark system has the color structure of the gluo ; : .
jet as mentioned above. This corresponds to the productio y the requwement of Ed3) (seg Sec. Il in the Appeng)tx
the symmetric frame, the unbiased gluon jet is defined by

of unbiased gluon jets as discussed in the Introduction. In th - :
frame of the symmetric evefFig. 2(@)], the unbiased gluon ?” p_artlc[es In a cone of half angle= 6/2 around the gluon
jet is defined by the particles in a cone of half anglaround jet direction, w_heree IS t_he angle betweer_1 the g_luon jetand
the gluon jet axi§13]. The energy of the unbiased gluon jet, the other two jets(cf. '.:'g' 2(".1) f\nql thg discussion above
Ey [Fig. 20)], is related to the energy of the gluon jet in the ;I'3I')1e energy of the unbiased jd, , is given by Eqs(2) and
symmetricqqg event,Ey [Fig. 2@)], by Eq. (1) with i=g, '
as follows from the correspondence between Figs. 1 and 2.
Three-jetqqg events frome*e™ annihilations are usually
identified using a jet finding algorithm. Some of the most The OPAL detector is described in detail elsewhere
common jet finders are based on a transverse momentupa7,18. OPAL operated from 1989 to 2000. The analysis
cutoff, p, o, to resolve the jets. Examples of such algo-presented here is based on the tracking system and electro-
rithms are thek, , Cambridgg15], and Luclug16] jet find-  magnetic calorimeter. The tracking system consisted of a sili-
ers. The value op, . (sometimes referred to as the virtual- con microvertex detector, an inner vertex chamber, a large
ity scale[13)]) specifies the maximum transverse momentumvolume jet chamber, and specialized chambers at the outer
of radiated particles within a jet. As a necessary but notradius of the jet chamber to improve the measurements in the

Ill. DETECTOR AND DATA SAMPLE
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z direction? The tracking system covered the regimoss|  separately for each event so that exactly three jets are recon-
<0.98 and was enclosed by a solenoidal magnet coil with astructed. Both charged and neutral particles are used for the
axial field of 0.435 T. Electromagnetic energy was measuredefinition of the jets. The jets are assigned energies using the
by a lead-glass calorimeter located outside the magnet cofechnique of calculated energies with massless kinematics
which also coveredicos6|<0.98. (see for examplg21]). Jet energies determined in this man-
The preser_ut analys_ls is based on a sample of about 3.13 are more accurate than visible jet energies, with the latter
x10° hadronic annihilation events, corresg)ondmg 10 theyefined by a sum over the reconstructed energies of the par-
OPAL sample collected within 3 GeV of the” peak ;) = icles assigned to the jet. We employ massless kinematics

from 1993 to 2000. This sample includes readout of both th%ecause the boost algorithm assumes masslessimsSec

r-¢ andz coordinates of the silicon strip microvertex detec- Il and the Appendix The jets are ordered such that jet 1 has
tor [18]. The procedures for identifying hadronic annihilation .
events are described [a9]. the largest energy and jet -3 -the smallest enlergy. B

We employ the tracks of charged particles reconstructed Due to the gluon radiation spectrum ia"e” —qqg
in the tracking chambers and clusters of energy deposited iavents, jet 1 is likely to be a quark (©r q) jet. We therefore
the electromagnetic calorimeter. Tracks are required to havassume jet 1 is always a quark jet. We then use the technique
at least 20 measured poir{tsf 159 possiblgin the jet cham-  of displaced secondary vertices to identify the other quark
ber, or at least 50% of the number of points expected base@t. Displaced secondary vertices are associated with heavy
on the track’s polar angle, whichever is larger. In addition,quark decay, especially that of thequark. At LEP,b quarks
the tracks are required to have a momentum component pegre produced almost exclusively at the electroweak vertex:
pendicular to the beam axis greater than 0.05 Ge¥0 lie  thys a jet containing b hadron is almost always a quark jet.
in the region|cos6|<0.96, to point to the origin to within 5 14 reconstruct secondary vertices in jets, we use the method
cm in ther-¢ plane and 30 cm in thedirection, and to yield  gescribed in[22]. For jets with a secondary vertex, the
a reasonablg? per degree of freedom for the track fit in the signed decay length,, is calculated with respect to the pri-
r-¢ plane. Electromagnetic clusters are required to have apary vertex, along with its uncertainty, . To be tagged as
energy greater than 0.10 GeV if they are in the barrel sectiog guark jet, a jet is required to contain a successfully recon-
of the detector|cos¢<0.82) or 0.25 GeV if they are in the gyrycted secondary vertex with/ o >3.0. We select events
endcap section (0.82/cos¢|<0.98). A matching algorithm  for which exactly one of the lower energy jets is tagged as a
[20] is used to reduce double counting of energy in caseguark jet. The remaining lower energy jet in these events is
where charged tracks point towards electromagnetic clustergyentified as the gluon jet.
Specifically, if a charged track points towards a cluster, the \we next examine the selected events as a function of the
cluster’s energy is redefined by subtracting the energy that iénergyE; [see Eq.(3)] of the identified gluon jetEY is
?hxgzﬁfg;%fbti:iﬁj?sigfss 'S”mtgﬁe‘r:"f[‘:lc;ﬂﬁitse;)E’getgzc;‘rsr‘iz-rg;f:alcuIated using the jet 4-momenta in the laboratory frame

. . . A

e Glstr 1ot used. 1 s way, e eneIGIs Of e CUS, by o oset 5.0 ey 5o s e o 6wl soimed, For
ters are primarily associated with neutral particles. 5.0<E;<9.5 GeV, the estimated gluon jet purity is about

. Each accepted traqk and clustc_ar Is considered to be a Pa&0% or larger once the final selection cuts have been applied
ticle. Tracks are assigned the pion mass. Clusters are as-

% . S
signed zero mass since they originate mostly from photons See below. For valueg oE, apove .th's’ the pgrlty Is lower
To eliminate residual background and events in which é)ecause the assumption that jet 1 is a quark jet becomes less

significant number of particles is lost near the beam direc2CCUrate as the gluon jet energy increases. Therefore, for
¢=9.5 GeV, we impose additional requirements on the

tion, the number of accepted charged tracks in an event i5 ] > ) e )
required to be at least five and the thrust axis of the eveniWo identified quark jets. A quark jet in an event with 9.5
calculated using the particles, is required to satisfy=Eg<16.0 GeV is required to contain a successfully recon-
|COS(0thrust)|<0-9oa Whereethmst is the ang|e between the structed Secondary vertex W|m0'|_>3.o if it is either Jet 1
thrust and beam axes. The number of events that pass the@e2, orL/o >5.0 if it is jet 3. These cuts account for the
cuts is about 2.7%10°. The residual background to this fact that thel/o distributions of jets depend upon the jet
sample from all sources is estimated to be less than 1% argnergy. For events with 16:0E; <20.0 GeV, a quark jet is
is neglected. required to contain a secondary vertex whitho >5.0 irre-
spective of whether it is jet 1, 2, or 3. We retain events in
IV. GLUON JET SELECTION which the two identified quark jet@s defined in the preced-
ing paragraphsatisfy these more stringent requirements. We
do not consider gluon jets witE’gBZ0.0 GeV because of
the low event statistics.
The resultinggqg sample contains many events with soft
20ur right handed coordinate system is defined sozimparallel ~ ©F nearly coI_inear jets_. To eliminate thgse events, we impose
to thee™ beam axisx points towards the center of the LEP ring, CUtS on the jet energies and angles with respect to the other

is the coordinate normal to the beam axisis the azimuthal angle  j€ts. Besides the requiremeﬁﬁ =5.0 GeV for gluon jets,
around the beam axis with respectt@nd@ is the polar angle with ~mentioned above, we determine the following scale for quark

respect taz. jets in the laboratory frame:

We apply thek, jet finder to the sample of events de-
scribed in Sec. Ill. The resolution scalg,,, is adjusted

032002-5



ABBIENDI et al. PHYSICAL REVIEW D 69, 032002 (2004

TABLE I. Bins in the unbiased jet enerds?: , and the corresponding number of jets, mean energies, and
estimated purities, for the gluon jets in our final event sample. The last row gives the results for the entire
sample. For thQEg) and purity results, the first uncertainty is statistical and the second systematic.

Bin in Ej (GeV) Number of jets (Eg) (GeV) Purity (%)

5.0-5.5 4022 5.250.01£0.01 88.8-0.4+1.4
5.5-6.5 6652 5.980.01£0.01 87.3:0.3+1.6
6.5-7.5 5017 6.980.01+0.01 84.2-0.4+2.3
7.5-9.5 7390 8.430.01£0.01 79.260.3+2.2
9.5-13.0 1713 10.920.02+0.04 94.5-0.3+3.6
13.0-16.0 485 14.240.04+0.05 86.1:0.9+4.2
16.0-20.0 117 17.720.11+0.21 73.9-2.5+8.9
5.0-20.0 25396 7.320.01+0.07 85.1-0.2+2.6

{ Oin, in apparent contradiction with the assumption of the boost
Kjet= EjesSIN : (4)  algorithm that the jets are massless. THERWIG Monte

Carlo generator with detector simulation predicts that about

with 6., the smaller of the angles between the jet unde80% of the events in the final sample d@events. In Sec.
consideration and the other two jets. The scale @gwas VI, we show that this reliance dmevents does not affect the
proposed if23] (see alsd24]). Note the similarity between applicability of the methodsee Fig. 6 beloy Also note that
Egs. (1) and (4). We require the quark jets to satisfye the properties of hard, gcollnear gluon jets do not depepd on
=8.0 GeV. After applying all cuts, the number of selectedthe event flavor according to QCD, as has been experimen-

events is 25396. tally demonstrated in e.g28].
The purity of this sample is evaluated using simulated
events generated with theerwiG Monte Carlo event gen- V. EXPERIMENTAL DISTRIBUTIONS
erator, version 6.425]. HERWIG is chosen because it is ) o
known to provide a better description of gluon jetseine™ We study the charged particle multiplicity distributions of

annihilations than the available alternativesee e.g[7]). the identified gluon jets)gy,,. The multiplicity distributions
The Monte Carlo events are examined at the “detecto@re presented in terms of their fractional probabilities,
level.” The detector level includes initial-state photon radia- P(Ngion » and are thus normalized to have unit area. We also
tion, simulation of the OPAL detectdi26], and the same study the fragmentation functions of the jets. The fragmen-
analysis procedures as are applied to the data. The detectation function (1N)(d ngﬂior/dx’E‘) is defined by the inclu-
level HERWIG sample in our study contains6L(° inclusive  sive distribution of scaled charged particle energigs

Z° events. The parameter values we use HERWIG are =E*/E} in the back-to-back frames of theg andqg di-

documented if27]. We determine the directions of the pri- poles[see Fig. )]. The fragmentation functions are nor-
mary quark and antiquark from tt& decay after the parton malized to the number of eventsin the respective bins of
shower has terminated. The reconstructed jet closest to thex

see Table ). To determine the particle energi&s',
direction of an evolved primary quark or antiquark is consid-, > ( ) P J

. AT articles assigned to the gluon jet in the symmetric frame
ered to be a quark jet. The distinct jet closest to the evolve@:ig_ 2Aa)] are boosted to the back-to-back frames of the

primary quark or antiquark not associated with this first jet isginjes using the boost factdr=
considered to be the other quark jet. The remaining jet is th P d o

gluon Jet USing this methOd, the overall purlty of the final sible to know the d|p0|e with which a particle should be

gluon jet sample is found to be 85:D.2 (stat.)%. associated. Therefore, we tried both possibilities. We found

The data are binned in seven intervalsiff. The bin  {hat the same results are obtained irrespective of whether the
edges are chosen so that the mean gluon jet energy for mo

bins corresponds to an energy at which unbiased quark jé?&r\}\'ge; ;c:eeggronsitne: ttr? ethn? J;e:]m;ngfftijlrgo{\/\t/ger?c?n?rli?/?allﬁnor-
multiplicity data are available for comparisofsee Sec. . . h
IX A 3). Table | summarizes the bin definition, number ofm%L'_Zed factorial moments of th@g'“""_dlsmbunon’ Qenoted
gluon jets, mean jet energdEy ), and estimated gluon jet {Ngion’» F2,guon, @ndF 3 giuon, respectively. Normalized fac-
purity, for each bin. The systematic uncertainties attributed téonal moments29] are defined by
the (Eg) and purity results are discussed in Sec. VIII.

The boost algorithm(Sect. 1) is applied to the selected ‘
gqg events. Henceforth, by “gluon jet,” we refer to gluon (n)¢
jets treated according to this prescription.

Because we rely oh quark tagging to identify gluon jets, with nzngﬂjon and ¢ a positive integer. Note thdt, is di-
the events we study are enriched in heavy quark jets. This iectly related to the dispersion of a distribution whiig is

cosa mentioned in Sec. Il
fsee also Sec. | of the AppendliXn the data, it is not pos-

~(n(n—1)-- “(n—€+1))

: ®)
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related to both the skew and dispersi@ee e.g[8]). Thus the boost algorithm. The results are shown for the seven bins
normalized factorial moments provide information about theof energy Ej defined in Table I. The events are selected
shape of a distribution, or equivalently about event-to-evenfising the procedures described in Sec. IV for the data, except
fluctuations from the mean. We study normalized factoriakhat the quark jet identification is performed using Monte
moments because QCD predictions for the shape of multicario information as explained in Sec. IV. The solid histo-
plicity distributions are usually presented in that fo(for a grams show the corresponding results for hemisphereg of

review, se€30)). events. The energies of thggy hemispheres are chosen to
equal the mean energies of the jets obtained from the boost
VL. TEST OF THE BOOST ALGORITHM algorithm, for each bin. The solid points with uncertainties

Before describing our results, we present a test of thdn Fig. 3 show our corrected data: these are discussed in
boost algorithm using events generated with tErwic ~ Sec. IXA.
Monte Carlo event generator. With simulated events, it is The analogous results for the mean vajog,) and the
possible to compare gluon jets froefe™ hadronicz® de-  normalized factorial moments  giyon and F g0n are pre-
cays as used in the experiment with unbiased gluon jets froraented in Fig. 4. The small figures above the distributions in
color singletgg events as used in theoretical calculations. Fig. 4 show the fractional differences between the results of

The Monte Carlo events are examined at the “hadrorthe boost andjg hemisphere methods. Note that the statisti-
level.” The hadron level does not include initial-state radia-cal uncertainties of these differences are much smaller than
tion or detector simulation and utilizes all charged and neuthe differences themselves, as is also true for the other dif-
tral particles with lifetimes greater thanx@0 1°s, which  ference plots between the boost agglhemisphere methods
are treated as stable. For the inclus&%hadronic events, we presented below.
generated a sample with ¥A.0° events. For the gg event From Fig. 3 it is seen that the results of the boost algo-
samples, 18 10° events were generated at each endéege  rithm correspond well with those of thgg hemispheres.
below). Nonetheless, a small shift towards Iow@ﬂjon is present in

The dashed histograms in Fig. 3 show HERWIG predic-  the distributions from the boost method, as is most clearly
tion for the ng:‘u'on distributions ofZ° events, obtained using visible from the difference plot in Fig.(d). From this plot,
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the shift is seen to be about 2%, independent of the energy. An analogous study of the gluon jet fragmentation func-
This difference of 2% is comparable to the experimental untion is presented in Fig. 5. F(Er’g‘ =11 GeVJ[Figs. 5e)-(g9)],
certainties(see Sec. IX A and no correction is made for it. the results of the boost argly hemisphere methods are seen
From the difference plots in Figs(l#) and(c), it is seen that to be in reasonable agreement, i.e. the solid and dashed
the results forF; gyon and F3 gyon from the boost method curves are quite similar. For smaller energj€sgs. Sa)—
agree to better than about 1% with thosegggfhemispheres, (d)], the boost algorithm predicts a significant excess of par-
i.e. the shapes of the!  distributions found using the two ticles with largex® values compared to thgg events, how-
methods are very similar. We conclude that the boost algoever. The reason the boost method more accurately describes
rithm provides an accurate means to measure unbiased gludime properties ofjg events as the jet energy increases is that
jet multiplicity, at least for jet energies larger than 5 GeV. the assumption of massless gluon j¢8ec. I) becomes
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more accurate for larger jet energies. We verified usingAgain, all five jet algorithms are seen to yield essentially
Monte Carlo events witlE ,>m; that the agreement be- identical results.
tween the two methods is even better Erg values above
those in our study. _ _ _ VIl. CORRECTION PROCEDURE

The difference plots in the top portions of Figgah-(g)
show the fractional differences between the results of the We correct the data to the hadron ley8kc. V) and for
boost andgg hemisphere methods. The difference plots forgluon jet impurity. This allows our data to be compared more
Figs. 5a)—(f) are presented on two scales, one for<Ox@ directly to the results of other studies and to theoretical cal-
<0.50 and the other for 0.50xt<1.00, to improve their culations(Sec. Y. _
visibility. For E} <10.92 GeV[Figs. a)—(e)], the results of The multiplicity distributions are corrected in two steps.
the boost algorithm are seen to deviate from those ofjtne !N the first step, the data are corrected for particle acceptance,
hemispheres by up to about 20% or more, even Xpr resolu_tlon, an_d secondary _electromz_ignenc and hao_lronlc in-
=0.50 where the experimental uncertainties are reIativel;seracnonS using an unfolding matrix. The matrix is con-
small (see Sec. IX B for a discussion of the datkor E;; stru_cted using detector level Monte Carlo evef8sc. IV)
—14.24 and 17.72 GeVFigs. &f) and (g)], the deviations subjected to the same analysis procedures as the data. The

H ch.
for x£=0.50 are at most about 10% and in madt bins matrix relates the value ofy;,, at the detector level to the
much less. In our study of the gluon jet fragmentation func-

corresponding value before the same event is processed by

. . ; .~ the detector simulation. In the second step, the data are cor-
tion (Sec. I.X B),; we therefore restrict our attention to the jet rected for event acceptance and selectionp, initial-state radia-
sam_ples WIttE, =14.24 and 17.72 GeV: . tion and gluon jet impurity using bin-by-bin factors. The

Figure 6 shows the results we obtain from applying theg, .15 are constructed by taking the ratio of hadron to de-
b_OOSt_ glgonthm tmdsandbflavcc;r evgntg frqrmER\_N'G' FOr  tector level Monte Carlo predictions. The method of bin-by-
simplicity, the results for thengq, distribution[Fig. 6@]  hjin corrections is described [82]. The matrices and bin-by-
include all jet energies,%EgsZO GeV. The results for the pin factors are determined usingerRwIG. The matrices
(LN)(dnit{dxg) distribution [Fig. 6(b)] are restricted to indicate that about 80% of the events exhibit a migration of
the two highest energy bins (£E7=<20 GeV) for the rea-  onenf,,, bin or less between the detector and hadron levels.
son stated in the preceding paragraph. With the exception ofbout 50% of the events have the same valuagjf,, at the
the highest bin in Fig. @) (xg =0.80), itis seen that theds  two levels. The overall size of the corrections, including the
andb events yield essentially identical results for the gluonbin-by-bin factors, varies from about 10 to 30%.
jet properties. This establishes that our relianceba@vents The fragmentation functions are corrected using the bin-
to identify gluon jets(Sec. IV) does not introduce a signifi- by-bin method, also based eERrwIG. A matrix procedure is
cant bias, i.e. the theoretical assumption of massless jets ifot used for the fragmentation functions because they in-
not an important consideration for the quark jets. We als@lude more than one entry per event. The typical size of the
tested the massless parton assumption of the boost algorithedrrections is 15%.
by repeating the comparisons of tlgg and boost results
shown in Figs. 3-5 after scaling the charged particle
3-momenta so that the magnitude of a particle’s VIIl. SYSTEMATIC UNCERTAINTIES

3-momentum equaled its energy, and found that our conclu- 1o evaluate systematic uncertainties for the corrected
sions were unchanged. _ ~ data, we repeated the analysis with the changes given in the
Itis interesting to establish the degree to which gluon jefjist pelow. The differences between the standard results and
properties determined using the boost method are indepefose found using each of these conditions were used to de-
dent of the jet algorithm chosen for the initial definition of fine symmetric systematic uncertainties. The systematic un-
the jets. Figure @ shows thenErwIG prediction for the  certainties were added in quadrature to define the total sys-
Ngiion distribution, for jets defined using the Luclus, Cam- tematic uncertainties. The systematic uncertainty evaluated
bridge, cone and Jad81] jet finders, in addition to thé&,  for each bin was averaged with the results from its two
jet finder used for our standard analysis. Note that the Jadgeighbors to reduce the effect of bin-to-bin fluctuations. The
algorithm uses the invariant mass between jets as a resolgingle neighbor was used for bins at the ends of the distribu-
tion criterion. The cone jet finder uses the total particle entjons.
ergy within a cone. These two jet finders—unlike the other The applied changes are as follows.
three—are therefore not based on the transverse momentum

P, cu between jets and so do not correspond to the framell) The ARIADNE Monte Carlo[33], version 4.11, and the

work of the dipole model or boost algorithrsee Sec. )l JETSETMonte Carlo[34], version 7.4, were u;ed to cor-
The five jet algorithms are seen to yield essentially identical ~ fect the data, rather thaterwiG. Samples of six million
results, demonstrating the independence of the boost method ARIADNE and JETSET events at the detector levéBec.
from the jet finder choice. The fact that the cone and Jade jet V) were used for this purpose. The parameter values
finders yield essentially the same results as the tpreg, used for these two models are given[R¥] and[28],
based algorithms demonstrates the robustness of the boost respectively.

algorithm in this respect. The corresponding results for thé2) Charged tracks alone were used for the data and Monte
gluon jet fragmentation function are shown in Figh)/ Carlo samples with detector simulation, rather than
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FIG. 5. Charged particle fragmentation functions of gluon jetsi,\lladngf‘um/dx;), for different jet energy valueEj . The data have

been corrected for detector acceptance and resolution, for event selection, and for gluon jet impurity. The total uncertainties are shown by the
vertical lines, with the statistical component delimited by small horizontal lines. The data are presented in comparison to predictions of the

HERWIG Monte Carlo event generator at the hadron level. The small figures above each distribution show the fractional differences between

the HERWIG results found using the boo&to” ) andgg event hemispheré gg’ ) methods.
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FIG. 6. Hadron level results from theerwiG
Monte Carlo generator for the) ng:‘u'on and (b)
(LN)(dno/dxt) distributions, foruds and b
flavor events. The results it are given for jet
energies &E;szo GeV, corresponding to the
range for which we find the boost method to be
applicable for theng,, distribution. Analo-
gously, the results inb) are given for 13<Ej
<20 GeV, corresponding to the more limited
range for which we find the boost method to be
applicable for the (N)(dngf‘do,{dx’g) distribu-

tion.

data. The second largest contribution generally arose from

standard analysis, electromagnetic clusters are used imsing charged particles alone or from restricting particles to
the definition of the jets, see Sec.)IV

(3) The particle selection was further varied, first by restrict-

|cos6|<0.70.
Systematic uncertainties were also evaluated for the gluon

ing charged tracks and electromagnetic clusters to théet purities listed in Table I. These uncertainties were derived

central region of the detectogos#|<0.70, rather than
|cos#|<0.96 for the charged tracks ahcbs#|<0.98 for

by repeating the analysis using each of the systematic varia-
tions given in the above list, except for itefd) since this

the clusters, and second by increasing the minimunf®heck is specifically designed to alter the purities. The results
transverse momentum of charged tracks with respect t§"€ 9iven in Table I. Similarly, the systematic uncertainties

the beam axis from 0.05 GeW/to 0.15 GeVt.

(4) The quark jet tagging requirements were changed by r
quiring the decay length of the lower energy quark jet to
satisfy L/o >2.0 for 5.0<Ej<9.5 GeV, rather than

L/o >3.0, and at the same time by requiring the decay
lengths of jets 1 and 2 to satisfy/o >2.0 for 9.5
<E;<16.0 GeV, again rather thdn'o, >3.0. This re-
sulted in 35 607 events with an estimated purity of

80.5-0.1 (stat)%. As anadditional check on the quark
jet selection we increased the minimuky, value of
quark jetgsee Eq(4)] from 8 to 10 GeV, with thd_/o|

listed in Table | for the mean gluon jet energigs;) were
gderived using the systematic variations in the above list, ex-
cept for item(1) since data at the detector level do not de-
pend on Monte Carlo simulations.

IX. RESULTS

A. Multiplicity distributions

The corrected multiplicity distributions are shown by the
solid points with uncertainties in Fig. 3. The vertical lines
show the total uncertainties, with statistical and systematic

requirements at their standard values. This resulted in 28rms added in quadrature. Statistical uncertainties were
128 events with an estimated purity of 85.7 evaluated for the corrected data using 50 independent

samples of Monte Carlo events at the hadron level, each with

+0.2 (stat)%.

items.

generally arose from usingRIADNE or JETSETtO correct the

0.22

'(a)

ol +++ Luclus
—-— Cambr.

— — Cone

— Jade
« k

e E s
Herwig 6.2

<

5 10

ch.
ngluon

15 20

10

about the same event statistics as the d#ts comment
applies to all the corrected measurements presented in this
For the first item, the largest of the described differencepapej. The statistical components of the uncertainties are
with respect to the standard result was assigned as the sydelimited by small horizontal linefor some points the sta-
tematic uncertainty, and similarly for the third and fourth tistical uncertainties are too small to be visibl&hese data

are listed in Tables II-IV. The corresponding results for
The largest contribution to the systematic uncertaintiegngEOQ, F2.gluons @nd F3 g,0n are presented in Fig. 4 and

ES
Xg
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FIG. 7. Hadron level results from theerwiG
Monte Carlo generator for thea) ng:‘u'on and (b)
(1/N)(dngﬁ‘ljor{dx’g) distributions, for different
choices of the jet finding algorithm used for the
initial definition of gluon jets. The results ifa)
are given for jet energies%Ez;c <20 GeV, cor-
responding to the range for which we find the
boost method to be applicable for th@ﬂ;on dis-
tribution. Analogously, the results iilb) are given
for 13< E; <20 GeV, corresponding to the more
limited range for which we find the boost method
to be applicable for the (lLV)(dngmo,{dx’Ek) dis-
tribution.
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TABLE Il. The charged particle multiplicity distribution of gluon jetsgluon, for Ej =5.25,5.98, and
6.98 GeV. The data have been corrected for detector acceptance and resolution, for event selection, and for
gluon jet impurity. The first uncertainty is statistical and the second systematic.

ch.

ngluon

P(nloy, E=5.25 GeV

P(noy, E=5.98 GeV

P(no), Ej=6.98 GeV

0 0.0036~0.0009=0.0036 0.0025% 0.0005+0.0025 0.001¢ 0.0004+0.0019
1 0.0266-0.0021+0.0068 0.0196:0.0014+0.0040 0.011#0.0011-0.0069
2 0.0808~0.0046+0.0093 0.061& 0.0026+0.0048 0.042%0.0022+0.0057
3 0.149G-0.00670.0078 0.1186:0.0046+0.0044 0.09430.0046+0.0073
4 0.1982:0.0063+0.0058 0.1794 0.00570.0029 0.1494 0.0052:0.0099
5 0.199-0.006+0.012 0.1935:0.0044+0.0050 0.185% 0.0058£0.0088
6 0.154+0.006+0.010 0.1769:0.0040+0.0061 0.1803:0.005G=0.0078
7 0.100G=0.0046+ 0.0059 0.1236:0.0043+0.0042 0.1422-0.0048+0.0069
8 0.0545-0.0029 0.0049 0.0716:0.0029+ 0.0024 0.096% 0.0044+0.0064
9 0.023G-0.0021+0.0012 0.0336:0.0020+0.0019 0.05430.0029+0.0053
10 0.0079:0.0012-0.0012 0.013%0.0011-0.0018 0.0256:0.0020+0.0035
11 0.00232-0.00046+0.00071 0.0056:0.00070.0014 0.01060.0011-0.0020
12 0.000410.00028+0.00041 0.0012490.00038-0.00077 0.003€¢0.00070.0010
13 — 0.00034-0.00016-0.00031 0.00094 0.00043+0.00055
14 — — 0.00017%0.000170.00017
15 — — 0.00017 0.00006-0.00017

In Fig. 8 we again present the corrected results forpoints in Fig. &) show our € earlier result§12] based on
(N&hon: Fagiuon: aNdF3 guon, this time including our direct  subtracting multiplicities inqq and qqg events[11]. The
measurements aEjy =40.1 GeV [8,9] based one’e” results from the present study are seen to be consistent with
—QqQinc. €VENts. Figure @) also includes a direct measure- these latter data, a_nd are cpnsiderably more precise. Our re-
ment of (nl,» from the CLEO Collaboration atE} sults are also consistent with the CLEO measurement.
=5.2 GeV[5], based on radiativ (3S) decays. The open From Fig. 4a) [or Fig. 8a)] it is seen that the energy
evolution of(ng?u'on) is well described byHERWIG. The HER-

TABLE lIl. The charged particle multiplicity distribution of WIG predictions for the higher momenks, 4,00 and F3 giy0n
gluon jets,ngﬂjon, for E§ =8.43 and 10.92 GeV. The data have been
corrected for detector acceptance and resolution, for event selection, TABLE |\/ The charged particle multiplicity distribution of
and for gluon jet impurity. The first uncertainty is statistical and thegjuon jets, ngluonv for E} =14.24 and 17.72 GeV. The data have
second systematic. been corrected for detector acceptance and resolution, for event
selection, and for gluon jet impurity. The first uncertainty is statis-
tical and the second systematic.

neh- P(ngmor) E; =8.43 GeV P(ngluon) Ej =10.92 GeV

gluon

0 0.0012:0.0003-0.0012 0.0008:0.0004+0.0008 ngmon P(ngluon) E* 14.24 GeV P(ngluon) E* 17.72 GeV
1 0.0069-0.001G=0.0066 0.004%0.0012+0.0047

2 0.0284-0.0019-0.0075 0.01520.0028+0.0047 0 0.00010.0001=0.0001  0.0000# 0.0000t-0.00004
3 0.0646-0.0029+0.0078 0.03730.0043:0.0052 1 0.0005-0.0005-0.0005  0.0004 0.0004+0.0004
4 0.1157-0.0035+0.0075 0.07420.0060=0.0062 2 0.0068-0.0028-0.0036  0.00130.0013+0.0013
5 0.1621-0.0052+0.0085 0.10830.0071:0.0063 3 0.0179-0.0047-0.0062  0.0086:0.0072+0.0057
6 0.1783-0.0043+0.0080 0.14120.0080=0.0082 4 0.0363-0.0078+-0.0079 0.0180.013+0.011

7 0.1632-0.0045+0.0086 0.1536:0.0087-0.0061 5 0.072£0.011=0.008 0.0470.018+0.014

8 0.12070.0039:0.0073 0.1428 0.0085+0.0063 6 0.099+0.013+0.006 0.06%0.023+0.019

9 0.0756:0.0031=0.0064 0.11730.0075+-0.0066 7 0.131%0.016+0.010 0.102-0.033+0.016

10 0.0443-0.0021+0.0053 0.08620.0070+0.0053 8 0.1370.014+0.010 0.1030.029+0.023

11 0.0226-0.0010+0.0031 0.0556:0.0055+0.0033 9 0.132+0.013+0.007 0.125:0.034+=0.027

12 0.0103-0.0008£0.0020 0.032€: 0.0034£0.0032 10 0.116-0.016+0.006 0.1430.031+0.023

13 0.0044-0.0006£0.0012 0.0172:0.0031:0.0030 11 0.0924-0.013+0.006 0.128:0.029+0.024

14 0.001410.00043-0.00071 0.00740.0019+-0.0016 12 0.067-0.012+0.006 0.153:0.031+0.051

15 0.0004& 0.00022-0.00032 0.00420.0013-0.0011 13 0.047-0.010+0.006 0.054:0.020+0.046

16 0.000190.000070.00015 0.001%0.0005-0.0011 14 0.025-0.006+0.007 0.022-0.018+0.022

17 — 0.0004= 0.0004+ 0.0004 15 0.014470.0020+0.0040 0.01%#0.013£0.017

18 — 0.00018-0.00018-0.00018 16 0.00510.0019+0.0039 0.016:0.010+0.009
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TABLE V. The mean, (ngluog and first two nontrivial normalized factorial moments; g, and
F3guon: Of the charged particle multiplicity distribution of gluon jets. The data have been corrected for
detector acceptance and resolution, for event selection, and for gluon jet impurity. The first uncertainty is
statistical and the second systematic.

E; <ngluon> Fz,gluon F3,g|uon
5.25 4.8030.030£0.047 0.95280.0030+0.0087 0.8630.008+0.020
5.98 5.196-0.030+0.062 0.956:0.002+0.011 0.876:0.006+0.027
6.98 5.6770.030=0.074 0.9630.002+0.011 0.891 0.006+=0.026
8.43 6.2910.030+0.090 0.976:0.002+0.011 0.915:0.005+0.027
10.92 7.3780.062+0.077 0.98%0.004+0.011 0.964-0.012+0.026
14.24 8.62-0.13+0.10 0.988-0.005-0.015 0.966-0.016+0.041
17.72 9.52-0.30+0.33 0.9730.007=0.029 0.9140.021+0.078

are also in reasonable agreement with the data, as seen frasithe number of active quark flavors in the perturbative stage
Figs. 4b) and 4c) [or Figs. 8b) and 8c)], although the of an event. Essentially identical curves are obtainedif
Monte Carlo curves lie somewhat below the measurements:3 or 4 (see belowis used instead. The fitted data are the
for jet energies smaller than about 12 GeV. seven measurements (]‘igmon) from the present studgsee

In the following, we present fits of QCD expressions to Table V) and theg;,, andY (3S) results shown in Fig. @).
the (ng|u0n} F2giuons @nd F3g0n data. The theoretical ex- The fits are performed using statistical uncertainties only to
pressions are at the “parton level.” The corresponding dis-determine they?. The fitted parameters are the QCD scale
tributions are denotednfi), F5hioon and F5gic,. The  parameterA and an overall normalization constakt(see
parton level is based on quarks and gluons present at the efi85]). Note thatA is strongly correlated with 5 [37] but is
of the perturbative shower. The theoretical results are comnot necessarily the same. Note also that there is an ambiguity
pared to the charged particle hadron level datdthout had-  in the appropriate value to use fog because andb quarks
ronization corrections. By hadronization correction, we mearare rarely produced in the perturbative evolution of jets at
the ratio of the parton to hadron level predictions from aLEP. The fitted parameter values and correspondgifige-
QCD Monte Carlo program, e.giERWIG. We do not apply  sults are listed in the top portion of Table VI. The results are
hadronization corrections because they are model dependegiven for ne=3, 4, and 5. The systematic uncertainties at-
The fitted parameters therefore incorporate effects from hadributed to the parameters are defined by adding the follow-
ronization, in addition to possible effects from approxima-ing contributions in quadraturgl) the uncertainty of the
tions in the QCD expressions themselves. Our strategy is tfitted parameters returned by the fitting routine when the
compare the parameter values obtained from different distritotal uncertainties of the data are used to perform the fit,
butions(where appropriajeto see whether they are generally rather than the statistical uncertainties ofiypte: point-to-
similar despite hadronization, and thereby to test the globgboint systematic uncertainties are treated as uncorrgjated
consistency of the formalism in a qualitative way. (2) the difference between the results of the standard fit and
those found by fitting only théngﬂ;o,) data of Table Mi.e.
excluding thegi,qy. and Y (3S) measurements
A QCD analytic calculation of the energy evolution of ~ From Fig. &) and Table VI, it is seen that the 3NLO
(nfiion, Vvalid to the next-to-next-to-next-to-leading order expression provides a good description of {nglion mea-
(3NLO) of perturbation theory, is presented[85]. So far, ~ surements, |eX2/(degrees of freedom)0.74 for ng=5,
only two tests of this expression have been performed. Thwith slightly higher x* for n;=3 and 4. The resultA
first test[35] is based on two data points only: thg, and  =0.296-0.037 (stat+syst.) GeV we find forng=5 is
Y (3S)-derived results shown in Fig.(®. The second test much more similar to the corresponding quark jet reslt,
[12] is based on these same two data points and the less0.190+0.032 (stat.) GeV[12], than to the valueA

direct measurements shown by the open symbols in Fig. 8 =0.60+0.06 (stat.) GeVfound previously[12] (“stat.

3NLO analytic results foFgaTS{,‘n and Fgaéltggn are presented 1Syst.” means the statistical and systematic terms have been

in [36]. So far, there have been no experimental tests of thadded in quadratuyeOur data therefore provide a much im-
energy evolution of these expressions. proved demonstration of the consistency of the 3NLO ex-

The solid curve in Fig. &) shows the result of a two- Pressions for the scale dependence of unbiased quark and
parameteo(2 fit of the 3NLO expression fo(nfaio) to the ~ 9luon jet multiplicities than previously available.

(nSlon data. The fitis performed assuming=5, whereng The solid curves in Figs.(8) and &c) show the corre-

sponding results of fits of the 3NLO expressions Fgfy;o,
and F§% o0, to the data. We note that the hadronization cor-
3The issue of how this comparison differs from one based on botfections predicted foF » giyon and F 3 giyon (from HERWIG) ex-

charged and neutral particles at the hadron level is addressed in Séibit a significant dependence on energy, especiallyEpr
IXAL <12 GeV. The hadronization correction predicted for

1. 3NLO perturbative expressions

032002-13



ABBIENDI et al. PHYSICAL REVIEW D 69, 032002 (2004

20 ————— T : T
® OPAL data (boost) (a) g
A % OPAL data (g, )
g o OPAL data (qqg-qq)
=310 F A CLEO data -
SEo 9
5 8
7
6 3NLO fit
5 —  Fixed o fit
""" Herwig (gg evts.)
4 1 1 1 1 1 I 1 1 1
5 6 7 8 910 %* 20 30 40
Eg (GeV)
115 [ FIG. 8. (8 The mean charged particle multi-
: E . ; ch. ;
b = 3NLO s Fixed og ] plicity value qf gluon Jetf(ng,uon>, as a function
L i of the gluon jet energ¥y . The data have been
o 105 — corrected for detector acceptance and resolution,
g " B A for event selection, and for gluon jet impurity.
=) i The total uncertainties are shown by the vertical
L‘N 0.95 - lines, with the statistical component delimited by
09 L ® OPAL data (boost) | smaIII h?rlzor?tal I|ne|s(b),(c) The _cprlrespondl!ngd
L 1 siens Herwig (gg evts.) % OPAL data (€ resu t; or the two lowest nontrivial normalize
085 - (b) factorial momentsF; g,on @aNd F 3 giyon. The data
0 8 _I L1 1 | 11 1 1 I 11 1 1 | 11 1 | I 11 1 1 I 11 1 1 I 11 1 1 I [ ) I N | | 11 1 I_ are presented In comparison to the rESU|t Of QCD
0 5 10 15 20 25 30 35 40 45 analytic calculations, and to theerwic Monte
E*(GeV) Carlo predictions, at the hadron level.
g
e L L L IS I
Lo e aNLo s=m= Fixed o E
14 F E
§ 1.2 — —
= 1F E
o - ]
oS 0.8 - ]
0.6 -
E imewe Herwig (gg evts.) ® OPAL data (boost) 7
0.4 3 (C) * OPAL data (g;,,) 3
02 e e
0 5 10 15 20 25 30 35 40 45

Eg*(GeV)

F 2 gluon Changes by about 19% foréE;slz GeV, for ex-  are relatively small and th&; g0, and F3 g0 Mmeasure-
ample (from 0.70 to 0.83 compared to about 12% for 12 ments at 17.72 GeV are low compared to the corresponding
sE’g‘$4O GeV (from 0.83 to 0.93 For F3 g0 the results  data at 14.24 GeV and 40.1 G¢¥ee Figs. &) and 8c)].

are 71%(from 0.34 to 0.58 and 43%(from 0.58 to 0.83 Note, however, that thE; g0, and F3 g,0, Measurements at
respectively.(In comparison, the hadronization correction 17.72 GeV have large systematic uncertainties and that the
predicted for the{n;ﬂjon) distribution in Fig. 8a) changes by fitted curves in Figs. @) and §c) describe the energy evo-
only about 10% and 6% over these intervals, correspondinuition of F 4,00 @ndF 3 4,00 from 14 to 40 GeV quite well if

to corrections of 0.39, 0.35, and 0.33 at 5, 12, and 40 GeV.ihe total uncertainties of the measurements are considered. In
Therefore, the fits of the 3NLO expressions f7y 50, and  contrast, the 3NLO curves lie below the data at smaller en-
F8%isonshown in Figs. &) and &c) are restricted to the three ergies.

data points withEg >12 GeV, i.e. the data at 14.24, 17.72,  The systematic uncertainties attributed to thevalues

and 40.1 GeV. The results of the fits are listed in the centrafound from fitting theF, 4,0 andF 3 4,0, data(Table Vi) are

and bottom portions of Table VI. Sindeb%0, and F5%,00,  defined by adding the following contributions in quadrature:
are normalized moments, they are independent of an overall) the uncertainty of the fitted parameters returned by the
normalization factor, i.eA is the only free parameter. The fitting routine when the total uncertainties of the data are
x?I(degrees of freedom) of these fits are seen to be quitased to perform the fit, rather than the statistical uncertainties

large (Table VI): this is because the statistical uncertaintiesonly; (2) the difference between the standard results and
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TABLE VI. Results of fits of the 3NLO expressions f(m‘g:?u‘or) [35], F2 giuon» @ndF 3 g,0n[36] to our data.
The x? values are based on the statistical uncertainties of the data points. The first uncertainty is statistical

and the second systematic.

Ne A (GeV) K x°/(degrees of freedom
3 0.470t0.027+0.050 0.1366:0.0047+0.0084 6.2/7
(nho 4 0.385:0.024:0.046  0.1164 0.0042+0.0080 5.6/7
5 0.296+0.019+0.038 0.0986:0.0037-0.0073 5.217
3 0.166+0.012+0.049 — 8.7/12
Fa.gluon 4 0.143+0.009+ 0.042 — 8.2/2
5 0.114+0.009+0.032 — 8.2/2
3 0.051+0.004+-0.016 — 8.4/2
F 3 gluon 4 0.040+ 0.003+ 0.013 — 8.4/2
5 0.029+0.002+-0.011 — 8.1/2

those found by repeating the fits including the data at 10.93|icity data, at least foE§ =14 GeV.
GeV; (3) the difference between the standard results and \we note that most of the multiplicity in high energy jets is
those found by repeating the fits excluding the, measure-  generated by hard, virtual gluons, common to both charged
ments at 40.1 GeV. The open band in Figb)8shows the and neutral particles at the hadron level. As a consequence,
uncertainty of the 3NLO curve, defined by increasing or dethe shapes of the multiplicity distributions of neutral and
creasingA by one standard deviation of its total uncertainty charged hadrons are expected to be very similar, so that it
as determined using tf, 4,0, data. The corresponding one makes no difference if parton level expressions are compared
standard deviation band for th; g0, CUrve is too small to  to charged particle data onlgas is done hejeor to data
be visible. including neutral hadrons as well. The shapes of the multi-
The fitted results forA from F;g0n @nd F3guon, ViZ.  plicity distributions of charged and neutral particles at the
0.114 and 0.029 GeVfor n=5), differ from each other and hadron level can differ, however, because of resonance de-
also from the result\ =0.296 GeV found from the fit to the cays that introduce correlations, e.g. #P— yy decays,
<ngﬂ;0n> data(Table VI). These differences may be a conse-which produce most of the stable neutral particles at the had-
quence of the different energy dependence of the hadronizaen level. Using hadron levelErwiG events, we verified that
tion corrections for the three distributions, predicted to bethe fitted results for from the(nguen, F2 giuon: @NAF 3 giuon
more substantial foF 3 g onthan forF; gon, and forF; gon  distributions are almost identical if neutral particles at the
than for<n§ﬂj0n>, as discussed above. For purposes of comhadron level are used to define the multiplicity distributions,
parison, it is interesting to express theseesults in terms of  rather than charged particles, as long as itleis declared
the coupling strength at th&° pole, ag(m,).* The fitedA  stable. The results for the normalization constinin the
results for (N3, Faguon and Fzguon correspond to  3NLO expression fotngnon) differ in the fits for neutral and
ag(mz)=0.123-0.002, 0.10%#0.003, and 0.0980.002, charged hadrons, however, because the mean numbers of
respectively, where the statistical and systematic uncertaircharged and neutral hadrons are not the same.
ties have been added in quadrature. Sincén the 3NLO
calculations does not correspond Agss, these values of 2. Fixed ag expressions
ag(mz) cannot be compared directly to the world average
ag(my)=0.117+0.002 [39]. Furthermore they cannot be h

compared directly to each other since the effects of hadromBy assumingas is fixed, the QCD evolution equations for

zation are different for thengiion . F2.guon: @NdF 5 giyondis- multiplicity can be solved exactly, without recourse to a per-
tributions as r?ot.ed above. Nonetheless, the tlrgeesults  ,pative approximatiorffor a recent review, sek88]). The

are globally similar to each other and to the world averages|,tions based on fixeds therefore more completely incor-
value, i.e. they are more similar @s~0.1 than to €.9as  porate such higher order effects as energy conservation than
~0.01 or 1.0. It is notable that the 3NLO results ®¥ii,  do the 3NLO calculations. On the other hand, the fixed

and F5556, found using these qualitatively sensible valuesresuits do not account for the changecig with scale.
(as~0.1) are much more similar to the experimental mea- The dashed curve in Fig(8 shows the result of a fit of
surements in Figs.(B) and &c) than to the leading order the fixed a5 expression for gluon jet multiplicity40],

QCD predictions of 4/3 and 9/4, respectivg§6]. In this

general sense, the 3NLO calculations provide a qualitatively ( *

consistent and successful description of the gluon jet multi- <n5ﬁrf)?1 =2

Qo

Analytic expressions foKnfiee), Foyico,, and F5ioo,

ave also been derived assuming a fixed valuef40,41].

Y

: (6)

“We relateA to ag(mz) using the two-loop formula given, for to the(n;ﬂjo,) data. The fitted data are the seven measure-

example, by(75) in [38]. ments Of<n;|hu'0n> in Table V and theg;, andY (3S) results
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TABLE VII. Results for ag andry, from fitting the fixedas  [Fig. 8(c)] agrees with the data point at 40.1 GeV but lies
expression foKni,) [40] to our data. Note that the energy scale above the measurements at lower energies.

associated with these results is ambigu@ee text The first un-

certainty is statistical and the second systematic. 3. Comparison to quark jets
It is interesting to compare the results of Table V to cor-
r'l,: ag rg/q . . .
responding measurements for quark jets. This allows further
3 0.293+ 0.016+0.035 1.7180.014+0.040 tests of QCD calculations.
4 0.297-0.017+0.036 1.6970.014+0.041 The particle multiplicity of unbiased quark jets has been
5 0.301+0.017+0.036 1.6790.014+0.042 measured at many scales. For our study, we choose results

from the ARGUS[42], JADE [43], and HRS[44] experi-
ments at ¢.m. energies of 10.5, 12.0, and 29.0 GeV, and from
in Fig. 8a). The fitted parameters arg and Q,. Q, is a  the TASSO[45] experiment at 14.0, 22.0, and 34.5 GeV. We
cutoff for soft gluon radiation whiley is the so-called select these data because the quark jet energies, given by half
anomalous dimension of QCD, which takes into account perthe ¢.m. values, correspond to the mean enexgigs of our
turbative corrections to the coupling strength. The results argluon jets, with the exception of the sample wiEg)
y=0.548+0.009 (stat)0.028 (syst,) and Q,=0.295 =8.43 GeV(see Table)l

+0.017 (stat.}: 0.053 (syst.) GeV, where the systematic Figure 9a shows the ratio of the mean charged particle
uncertainties are evaluated as explained for the 3NLO fit tenultiplicities between gluon and quark jetsy [see Eq.
(nSlon in Sec. IX A 1. Thex?/(degrees of freedom) is 21/7, (7)], for the six energies for which the quark jet scales cor-
larger than the result found using the 3NLO expresgsme  respond to our gluon data. The analogous results-foand
Table VI). The fixed as calculation provides a reasonable Fs, denotedFy9 andFg'9, are shown in Figs.(®) and 9¢).
description of the data within the total uncertainties of theThe latter results are limited to energies of 6.98, 10.92,

measurements, however. 14.24, and 17.72 GeV because information about higher mo-
Assuming a specific value fare, i.e.nc=3, 4, or 5, our ments of the quark jghemisphergmultiplicity distributions
result for y can be used to derive values fag andr g, is not availablg for the other energies. Figuréa)g(g) in-
wherer g is the ratio between the mean particle multiplici- clude our previous measurements at 40.1 ¢&¥]. Figure
ties of gluon and quark jets: 9(a) also includes the result fary,, we obtain by dividing
the CLEO[5] and ARGUS[42] measurements of unbiased
gluon and quark multiplicities, respectively. The quark jet
e = (Ngluon) 7) data have in all cases been corrected for the small differences
9 (Nquary ' in energy between the gluon and corresponding quark jet

samples, and for the presencecéndb flavored jets. The

[see e.g(120) and (121 in [38] and the ensuing textThe ~ [€ason for this latter correction is that the theoretical results
results are given in Table VII. Note that sinag is constant for r4/q assume massless quarks. The corrections were deter-

in this formalism, as is'y/q, there is an ambiguity in the mined using bin-by-bin factors derived froAERWIG. The

energy scale of these results. This ambiguity may partly eX;otal corrections for the mean multiplicities of quark jets are

plain the large valuexs~0.3 we obtain for the coupling about 10% and are approximately independent of energy.

strength. In addition, the assumption thag is constant is 'I_'he correspon_dlng correctlonso for tIFezoand Fs dls_tnbu-

not entirely realistic for the energy range of our study. Forions of quark jets are gbout 1./0 and 3%, respectively. Very

these reasons, the results f@g in Table VII are not very similar results are obtained us'ngTSETandA.R'ADNE‘

meaningful. They are included for completeness only. In The dottg_d gnd (:ash-dotterc]i Cﬁr\ées n Féga)gohowl thel

contrast, the results fory,, are found to be only weakly HERWIG predictions forr ¢4 at the hadron and parton levels.

dependent on the energy scale and on the correspondiA is seen that the parton and hadron level results are very

! I

variation inas [40] and thus have more significance. For the STMilar, even for small energies; ~5 GeV. We conclude

that hadronization effects are small fiqj;,. Comparing the

multiplicity ratio, we obtainry,~1.7. This result is dis- I 2
cussed further in Sec. |XA3_g/q dotted and dash-dotted curves in Figgb)9and 9c), it is

The fixedas expressions foF 5 gonand F 5 gyon [41] de- sejan that the hadronization correcti.on'.slpredictecﬂiﬁﬁ? and
pend onn; and y. Because these expressions are complif3 " are fairly large and have a significant dependence on
cated, we do not fit them to data but instead evaluate therinergy. The hadronization correction 6§ is predicted to
using the result fory found by fitting the(n,,) measure- be about 20% foEg =7 GeV, decreasing to about 12% at
ments[cf. the dashed curve Fig(®]. The results, evaluated 14 GeV and 6% at 40 GeV. The corresponding values for
for ne=5, are shown by the dashed lines in Figth)gand  FY® are 50%, 25%, and 12%.

8(c). Almost identical results are obtained fop=3 or 4. A 3NLO analytic expression fary, is presented ifi46].
The shaded regions indicate the total uncertainties, defined is the only free parameter in this expression. The open
by repeating the study after increasing or decreasity its ~ band in Fig. 9a) shows the results we obtain by evaluating
total uncertainty(see above The fixed ag prediction for  this expression usinge=5. The lower edge of the band
F2 guonlFig. 8(b)] is seen to accommodate the data within itscorresponds toA =0.296 GeV, i.e. the value from Sec.
fairly large uncertainty. The corresponding result Fofq,0n ~ I1X A 1 from the fit of the 3NLO expression fqmgﬂjo,Q. The
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0.8 — : : : data are presented in comparison to the results of
5 6 7 8910 20 30 40 QCD calculations, and to thelErwic Monte
Eg (GeV) Carlo predictions at the hadron and parton levels.
E - I ]
1.6 F °~. - Herwig (hadrons) —-—- Herwig (partons)
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= C
S 08 -
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= o - (c) | sm=m=  Fixed o,
5 6 7 8 910 " 20 30 40
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upper edge shows the result using the corresponding valuaking the ratio of theF, expressions for gluon and quark
[12] for unbiased quark jet multiplicity\ =0.190 GeV. The jets [41], using as=0.301 from Table VII. The fixedag
3NLO prediction is seen to lie 15-20% above the data. Weesult for FY% is determined in an analogous manner. The
also tried to fit the 3NLO expression fogq to the data in  gverall description of 4/, by the fixedas calculation[Fig.

Fig. 9(@. We find that the theoretical expression is unable tog5)] is seen to be similar to that of the 3NLO result, being in
simultaneously provide a good description of the data at botQ,mewnat better agreement with the data at high energies

low and high energies. A fit of the three highest energy point E* ~4 vV : | ;
(1424, 17.72, and 401 GeV yields A—107 ? ¢ ~40 GeV) and in worse agreement at low energies

+0.16 (stat.) GeV, with g2/ (degrees of freedom) of 6.1/2. (Eg=10 GeV). The fixedxs prediction forFg' [Fig. Ab)]

This value ofA is considerably larger than that found from is in good agreement with the measurements, while the

the fit to the(nf,,) data, mentioned above. In contrast to prediction forF§ [Fig. 9(c)] is in good agreement fc;

rgiq» SNLO perturbative expressions fﬁ%’q and Fg’q are =14 GeV. Given the significant hadronization corrections

not yet available. predicted for these last two distributions, discussed above,
The long-dashed line in Fig.(8 shows the prediction of the good agreement between the data and fixgcesults in

the fixedas calculation forr 3, assumingne=5 (see Table  Figs. 9b) and 9c¢) may be somewhat accidental.

VII). The shaded band corresponds to the one standard de- A theoretical result for g, has also been determined in

viation total uncertainty for this quantityTable VII). The  the context of the dipole modg48]. This result is shown by

corresponding results fdfg'® and FJ9 are shown in Figs. the short-dashed curve in Figied. The dipole model predic-

9(b) and 9c). The fixedag result forFJ' is determined by tion is seen to lie above the data, but to be in somewhat
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better agreement with the measurements than the 3NL@nctions of unbiased gluon jets &j=14.24 and 17.72

result. . N _ GeV are presented in Figs. 5f and g, and again in Fig. 10.
Finally, we include in Fig. @) a theoretical resu[#7] for Numerica?values for these data are given in Table VIII.

r'1q based on a numerical, rather than an analytic, solution of ynlike multiplicity, the shape of fragmentation functions
the QCD evolution equations for multiplicity. This result is js not presently calculable. If the shape of a fragmentation
shown by the solid line. Like the fixeds solution, the nu-  fynction is known at a particular scale, the Dokshitzer, Gri-
merical solution is “exact” in the sense that it is not based ONhov, Lipatov, Altarelli, ParisiDGLAP) [49] evolution equa-

a perturbative approximation. The numerical result allows;jons can be used to predict the shape at a different scale,
better accounting of energy conservation effects and phaﬁ“ﬁeowever. Since gluon jets can evolve through splitting to a

! . ) rbuark—aanuark pair, as well as through gluon emission, the
ning value foras (see[38,47] fc_>r further dI_SCUS_SIO)] The evolution of the gluon jet fragmentation function depends on
value of A used for the numerical calculation is 0.50 GeV, : : L o

. , . the quark jet fragmentation function, in addition to that of the
determined from a fit to measurements of jet rateZt

decays[47]. The numerical calculation is seen to provide agluon. In[9], we presented results for the unbiased gluon jet

much improved description of thg,, data compared to the fragmentation function at 40.1 GeV. Mea.\surements of-unbl-
3NLO or fixed ag expressions. This suggests that much Ofased, flavor-separat¢dds c, andb) quark jet fragmentation

the discrepancy between the data and analytic results in Fi ugﬁ'a?gs at 4?.'6 GetV r;lk:e presented #0]. 83{ applying thebt .
9 is a consequence of technical difficulties in the calculation equations fo these measurements, we can obtan
(the inclusion of energy conservation, etcather than short- CD predictions for the gluon jet fragmentation function at

. e : the scales of the present study.
comings of QCD. Similar conclusions are presentefi3. We note that trl?e quark jetydata j60] are presented in

terms of the scaled charged particle three-momexja

=2p/E. . (with p the particle three-momentygrather than
We next turn to a discussion of the gluon jet fragmentaxg=2E/E. ,, (with E the particle energy and thatx, andxg

tion function. Our results for the corrected fragmentationdiffer for small particle energie®@r momenta Using detec-

B. Fragmentation functions
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TABLE VIII. The charged particle fragmentation function of and have a typical size of about 5%. Equati@ is then
gluon jets, (IN) (dndt,{dxg), for E} =14.24 and 17.72 GeV. The fitted to the corrected gluon jet data to determine the param-
data have been corrected for detector acceptance and resolution, 8frization of the gluon jet fragmentation function at 45.6
event selection, and for gluon jet impurity. The first uncertainty isGeV. The fits are performed using the statistical uncertainties
statistical and the second systematic. of the data and provide good descriptions of the measure-
ments to within their overall uncertainties. The results we

Bin in x¢ (1/N)(dng:‘uor/dx§), (1/N)(dngluonch.dxEx ) obtain are listed in Table 1X.

Eg=14.24 GeV Eg=17.72 GeV We then use the progravoLVve [52] to determine the
0.00—0.01 4912+47 27 153+7.3 QCD prediction for the gluon jet fragmentation function at
0.01-0.02 104.F4.3+4.9 155+ 13+ 17 other scalesevoLVE is based on next-to-leading order ex-
0.02-0.03 13145.0+7.2 128+ 11+ 17 pressions(see[53]) Qetermmed in }he MSenormalization
0.03-0.04 03.461+5.8 1109+ 16 schem_e. We determlpe the pr§d|ctlons of the program for the
0.04—0.05 89.6:3.8+ 6.6 106+ 8+ 25 gluon jet fragmentatlonzfuncnons at 14.24 and 17.72 _GeV,
0.05-0.06 61.84.0+8.3 83r8+21 and calculate the global” with respect to our corresponding
0.06_007 5544071 76- 7+ 16 measurements. The globgt is defined by the sum of the?

.06-0. A4.0+7. + i 5 .

from the two energies. Thg” are calculated using the sta-
0.07-0.08 54F3.2+5.6 46+t6+15 " . .
0.080.09 41427447 5056+ 14 t|'_st|c.al uncertainties of the data. Tq avoid t_he .edges of the
0.09-0.10 33.820:35 485518 dlstrlbutéo_n where the_re are theoretical ambiguifigg], the
0'10_0'12 27'& 1'7:3'7 2&3: 15 global y“ is evaluated in the&g range from 0.10 to 0.80 only.

' ' S - Note this excludes the smatk region where fragmentation
0.12-0.14 1591628 18.2-:2.4+6.0 functions defined usingg or x,, differ by more than 1%.
0.14-0.16 1471.0+3.0 11.1:2.1+2.9 We fit the value ofag(m;) in EVOLVE to minimize the
0.16-0.18  10.21.0+2.0 10.5-2.0+3.3 global x2. The result is ag(m,)=0.128+0.008 (stat.)
0.18-0.20 7.60.7+1.2 5.4-1.5-4.3 +0.015 (syst.). Thex?/(degrees of freedom) of the fit,
0.20-0.25  4.750.40+0.88 4.2:0.7£3.1 based on statistical uncertainties, is 40.5/21. The systematic
0.25-0.30  1.960.27£0.66 2.6-0.6+1.3 uncertainty is defined by adding the following contributions
0.30-0.40 0.66:0.09+0.50 0.710.17£0.71 in quadrature(1) the uncertainty returned by the fitting rou-
0.40-0.50 0.120.06+0.14 0.14-0.06+0.14 tine when the total uncertainties of the data are used to per-
0.50-0.60  0.1660.082+0.086 0.02%0.013+0.029 form the fit, rather than the statistical uncertainties of®y;
0.60-0.80  0.01#0.009+0.014 0.012:0.012+0.012 the difference with respect to the standard result if the range
0.80-1.00 0.0002 0.0002+0.0002 — 0.05<x=<0.80 is used to define the globgf, rather than

0.10=xg=0.80. The systematic uncertainty from the second
] ) ) ~term is about 50% larger than that from the first term. While
tor level events, we find that fragmentation functions definechyr result forag(my) is not competitive with other measure-
usingx, differ from those defined byg by about 1% foix,  ments(see e.g[39]), it does provide a unique consistency
(or xg) =0.10, and by about 2.5% fo, (or xg) =0.05, for  test of QCD since it is the first determination @§(m;) in

example. . . . the MS scheme based on unbiased gluon jets. The result of
The fragmentation functions of gluon and quark jets ar%ne fit is shown in comparison to the data in Figs(@@nd

parametrized at a reference scals, using the empirical (b). The difference plots in the top portions of these figures
formula[51] show the differences between the data and fit in units of the
i . Wby 2 total experimental uncertainties. The fit is seen to provide a

F(xe; \/S—O)_a'XEI(l Xe)“iexp{ — diInXe}, ®) good description of the measurements.

wherei =g, uds c, orb. To determine the parameteasb, c,

andd for quark jets, we fit Eq(8) to the measurements in
[50], i.e. we choose/s,=45.6 GeV. To determine the pa-
rameters for gluon jets at this same scale, we first apply an In this paper, we present the first experimental study to
energy correction to the 40.1 GeV data. The corrections arase the jet boost algorithm, a method based on the QCD
performed using bin-by-bin factors determined freerwiG ~ dipole model to extract properties of unbiased gluon jets

X. SUMMARY

TABLE IX. Parameter values used to describe the fragmentation functions of unbiased quark and gluon
jets at 45.6 Ge\[see Eq.(8)]. The uncertainties are statistical.

a b [ d
uds 0.2589+0.0074 —2.949+0.016 0.859-0.029 0.2967%0.0020
c 0.546+0.035 —2.67+0.016 2.3%#0.21 0.26510.0029
b 0.3284+0.0016 —3.042+0.0016 2.605%0.015 0.3180%0.00017
g 0.0891+0.0047 —3.84+0.012 2.62-0.26 0.4144-0.0023
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from e*e”—qqg events. We test the jet boost algorithm uncertainties. The fixedg result for F3 g0, lies above the
using theHERWIG Monte Carlo QCD simulation program, data except foE;%40 GeV.

comparing the results of this method to those derived from We also examine the ratio of the gluon to quark jet mean
unbiased gluon jets defined by hemispheres of incluglye charged particle multiplicities;q, and the corresponding
events from a color singlet point source. We examine twaratios forF, andF5. We find that a numerical solutida7]
distributions: the distribution of charged particle multiplicity of the QCD evolution equations for particle multiplicity pro-
in the jets,ngﬂion, and the charged particle fragmentationvides a good description of they,, data, while the 3NLO
functions, (1N)(d ngrqudXE)- We find that the results of the and fixedag calculations with their fitted values of from

jet boost algorithm for the multiplicity distribution are in the (n;ﬂ;m} data are 15—-20 % too high. This suggests that
close correspondence to those of tigehemispheres for jet  energy conservation and phase space limits, which are more
energiesEZ; larger than about 5 GeV. For the fragmentationproperly incorporated into the numerical solution than into
functions, the results of the two methods agree to good prethe analytic results, are important considerations for the ac-
cision forEg =14 GeV. curate description of this quantity.

We use the jet boost algorithm to extract measurements of We measure the fragmentation function of unbiased gluon
the unbiased gluon jet multiplicity distribution for seven in- jets at 14.24 and 17.72 GeV. In conjunction with our previ-
tervals of energy between 5.25 and 17.72 GeV. These are tiis measurements of unbiased gluon and quark jet fragmen-
first measurements of they,, distribution in this energy tation functions at 40.1 and 45.6 GeV, respectively, we fit
range. The distributions are analyzed to determine theithese data using the DGLAP evolution equations at next-to-
means(nit,» and first two nontrivial factorial moments I€ading-order in the MScheme. This fit yields a result for
F2,g1uon@ndF 3 giuon. The factorial moments are strongly cor- the strong interaction coupling strengifis(m;) =0.128
related with the dispersion and skew of the multiplicity dis- =0.008 (stat.}-0.015 (syst.), consistent with the world av-
tribution and thus characterize its shape. erage. While this result is not competitive in precision with

In conjunction with our previous results for unbiased Other measurements ofs, it does provide a unique consis-
gluon jet multiplicity at 40.1 Ge\[7—9], we test two QCD  tency test of QCD.
analytic expressions for the energy evolution (migﬂjon),

F 2 giuons @NdF3 g 0n: ONE based on the next-to-next-to-next- ACKNOWLEDGMENTS
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between about 14 and 40 GeV, using valuesAothat are

globally similar to that found from the fit to tl’(e']gﬂm} data. APPENDIX: BOOST ALGEBRA

The fitted 3NLO curves lie below th€; gon and F3 giyon
measurements at smaller energies, however. These discrep-
ancies at low energies may be a consequence of hadroniza- Consider a massless jet with enei§y and 3-momentum
tion effects, which are predicted to be significant for theof magnitudep’. The jet lies in thex-y plane and makes
F 2 giuon @nd F3 gi0n distributions. The fixedvs expressions —anglesf anda with respect to another massless jet andxthe
are found to be in general agreement with (h@',}jon) data, axis, respectivelysee Fig. 11 We wish to boost the event to
and also with theF; 4,0, data within fairly large theoretical a Lorentz frame in which the jet points along thexis. The

1. Boost to the back-to-back frame of a dipole
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y wheresijz(pi+pj)2 with p; the 4-momentum of_objedt
1 ol and where, j, andk are cyclic, i.e.i=q with j=q means
iR E k=g, etc. The virtuality scal¢Eq. (2)] of the gluon jet can

then be written:

1
pL,quonzz\/s(l_xq)(l_Xa)- (A5)

Setting p, , guon €qual to the jet energy scalé’g [see Eq.
X (1)], as dictated by Eq3), yields[13]

(1—xq)(1—xg):(xé)2sin2%. (AB)

We can also expresg; using the angle between partans
andj, 6;;:

FIG. 11. Schematic illustration of a two-jet system. Sij =4EiEjS|n2%. (A7)
energy and momentum of the jet in the boosted framdEare

andp*. A boost along the axis yields the condition This latter expression, unlike EA4), is valid in any frame.

Evaluating eq(A7) in the symmetric frame and equating it
pY = y(p,— BE')=0, (A1) o Eq.(A4) yields

0
with y=1/J1— 8% and B=v, wherev is the relative speed 1_Xk:Xi,XjIS|n2%' (A8)
between the boosted and original franteste that the speed
of light c is set to unity. Sincep,=p’cosa andp’=E’, Eq.  which leads to the following expression:
(A1) yields B=cosa. The energy of the jet in the boosted
frame is (1= %) (1—%g) :X,23|r12(0qg/2)smz(%g/2)

1- 9 ir2(6'
Xg siré( 0.4/2)

(A9)
E*=y(E'— Bpy)=E’sina. (A2)

Since 0,= 0(’;9= 6" in the symmetric frame, theﬂ(’ﬁ= 2

If the x axis corresponds to the bisector of the two jets, so-2¢’, so that sine(;a/Z)=2 sin(@'/2)cos@'/2). Inserting

that «= 6/2, then the same boost brings the other masslesgese results into EGA9) yields[13]
jet to the—y direction so that the boosted frame corresponds

to a frame in which the two jets are back to back. Thn (1—xg)(1—Xg) x'2 Sirt(9'12)
=cos@?2) andE* =E’sin(6/2). — -2 - (A10)
1=xq4 4 cog(6'12)
2. Boost from the c¢.m. frame to the symmetric frame of a _ The expression for the angt [13] is obtained by com-
three-jet qqg event bining Eqs.(A6) and(A10):
-ietac i 0 1-x
In the c.m. frame of a three-jetqg event we define cosz?: : g (A1D)
2E;, . —
= N 1=9.9.9, (A3)  When inserted into Eq/A6), this yields the expression for
the gluon jet energy in the symmetric frame:
with E; the energy of jet. x{ is the corresponding quantity ;o [ALI=Xg)(1-Xg)
in the boosted reference frame for which the event is sym- Xg= 3+Xq ' (A12)

metric, i.e. the frame in which the angle between the gluon
jet and the quark jet is the same as the angle between tH&milarly, using Eq.(A8) to derive expressions analogous to
gluon jet and the antiquark jetiyg=6c =6' (cf. Fig. 2a)  EQ. (A9) for (1—Xg)(1—Xg)/(1—Xg and (1-xg)(1
for which 6’ = 6=2a). —Xg)/(1—Xg) yields the results for the quark and antiquark
Under the assumption the jets are massless, it is straighBn€rgies in the symmetric frame:
forward to show in the c.m. frame that
’ g ’ g
X,= , X= . (A13)
5= S(1=Xy), (Ad) R N
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Consider the c.m. frame of the event to be described by a

Cartesian coordinate system with thaxis along the gluon
jet direction and the three-jet event in tlyez plane. The
scaled three momenta of the jets are then

2Pg/Ecm=(0,0xg) (A14)
2Pg/Ecm=(0Xqy Xq.2) (A15)
zﬁa/Ec.m.: (0,— Xq.y axaz)l

(A16)

with |pi|=E; such thatx; , is the component of scaled mo-
mentum in they direction, etc. Since we boost from the c.m.

frame, the scaled energy in the symmetric frame is

PHYSICAL REVIEW D 69, 032002 (2004

x(’4+xé+x;—= Y(Xq+Xg+Xg) =27, (A17)

wherey= 11— 87— B2, with B, and g, the Lorentz boost
factors along the andz directions. Knowing all the; (mea-

sured, x{ [from Egs.(A12) and (A13)] and y [from Eg.
(A17)], the transformation equations

Xé = y(Xg+ BXg) (A18)

x(’lz Y(Xq+ BXq 2t ByXq.y) (A19)

can be solved to find the boost factgs and g, . With the
Lorentz boost factors defined, all the particles in the event
can then be boosted to the symmetric event frame to define
the unbiased gluon jets in the manner explained in Sec. Il.
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