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Brownian dynamics simulations of ions channels: A general treatment
of electrostatic reaction fields for molecular pores of arbitrary geometry

Wonpil Im and Benoı̂t Rouxa)

Department of Biochemistry, Weill Medical College of Cornell University, New York, New York 10021

~Received 27 March 2001; accepted 18 June 2001!

A general method has been developed to include the electrostatic reaction field in Brownian
dynamics~BD! simulations of ions diffusing through complex molecular channels of arbitrary
geometry. Assuming that the solvent is represented as a featureless continuum dielectric medium, a
multipolar basis-set expansion is developed to express the reaction field Green’s function. A reaction
field matrix, which provides the coupling between generalized multipoles, is calculated only once
and stored before the BD simulations. The electrostatic energy and forces are calculated at each time
step by updating the generalized multipole moments. The method is closely related to the
generalized solvent boundary potential@Im et al., J. Chem. Phys.114, 2924 ~2001!# which was
recently developed to include the influence of distant atoms on a small region part of a large
macromolecular system in molecular dynamics simulations. It is shown that the basis-set expansion
is accurate and computationally inexpensive for three simple models such as a spherical ionic
system, an impermeable membrane system, and a cylindrical pore system as well as a realistic
system such as OmpF porin with all atomic details. The influence of the static field and the reaction
field on the ion distribution and conductance in the OmpF channel is studied and discussed.
© 2001 American Institute of Physics.@DOI: 10.1063/1.1390507#

I. INTRODUCTION

Brownian dynamics~BD! represents an attractive com-
putational approach for simulating the permeation process
through ion channels over long time-scales without having to
treat a system in all atomic details explicitly.1–10 The ap-
proach consists in generating the chaotic trajectory of the
ions as a function of time by numerically integrating stochas-
tic equation of motions using some effective potential func-
tion to calculate the microscopic forces operating between
them.11–13 In such BD simulations, the potential function it-
self is a central element because it provides the underlying
thermodynamic structure of the theory, i.e., it completely de-
termines all the equilibrium properties of the system. From a
microscopic point of view, this effective potential is a many-
body potential of mean force~PMF! which corresponds rig-
orously to the reversible thermodynamic work function~free
energy! to assemble a particular configuration of the ions in
the system while averaging over the remaining degrees of
freedom ~e.g., solvent molecules, protein channel, bilayer
membrane, and remote counterions!.14 Such a PMF can be
calculated from molecular dynamics simulations with ex-
plicit solvent, but this is computationally intensive.15 In the
case of wide aqueous pores, a continuum electrostatic de-
scription in which the solvent is represented by a featureless
dielectric medium can often be a valid and useful
approximation.16 In this context, the PMF can be expressed
as a sum of various contributions including a static field

arising from the fixed protein charges, and a reaction field
arising from the various dielectric boundaries in the simula-
tion system.9,14

Once a continuum electrostatic model is adopted, the
main task consists in designing and implementing the model
into a reasonably efficient computational scheme for BD
simulations. Important technical difficulties are encountered,
particularly in trying to incorporate the influence of the re-
action field accurately. The difficulties are caused by the fact
that the reaction field depends on the instantaneous configu-
ration of the ions. In contrast, the treatment of the static field
arising from the fixed protein charges is relatively simple
because it can be calculated once and stored for computa-
tional efficiency. A straightforward solution might be to solve
the Poisson–Boltzmann~PB! equation ‘‘on the fly,’’ at every
time step during BD simulations. However, this is generally
impractical because a repeated solution to the PB equation is
too expensive computationally. To avoid this problem,
Chung and co-workers have used an interpolation method
and a large look-up table to store a discretized representation
of the Green’s function of the system.6,7,10,17 The reaction
field energy of a given ion configuration can be reconstructed
from the stored information. A similar method was used by
Coalson and co-workers.18 To reduce the storage requirement
~the Green’s function depends on six spatial coordinates!,
applications have been limited to simplified model channels
with perfect cylindrical geometry. At the present time there is
no general and computationally inexpensive method for the
treatment of the reaction field in a complex molecular pore
of arbitrary shape. This has severely impeded the applicationa!Electronic mail: Benoit.Roux@med.cornell.edu
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of BD to realistic detailed atomic models of biological
channels.

The goal of the present work is to develop a general
treatment to include the influence of the electrostatic reaction
field in the case of an ion channel of arbitrary geometry. The
reaction field is expressed in terms of a generalized multipo-
lar basis-set expansion of the Green’s function for the sys-
tem. The method is an extension to the generalized solvent
boundary potential~GSBP!, which has been developed to
simulate a small region of a large macromolecular
system.19,20 The reaction field basis-set expansion method is
incorporated into an algorithm combining Grand Canonical
Monte Carlo ~GCMC! and BD which was recently devel-
oped to allow for a realistic implementation of boundary
conditions of ion concentration and transmembrane potential
in simulations of ion channels.9 GCMC/BD is closely related
to the dual-volume-control molecular dynamics method
~DVC/MD! which has been used to study diffusion problems
through porous membranes.21–24 The combined GCMC/BD
algorithm with the present treatment of the reaction field
using a generalized basis-set expansion provides a useful
framework for simulating non-equilibrium ion fluxes through
membrane channels.

In Sec. II, the GCMC/BD algorithm is briefly summa-
rized and a microscopic model based on the continuum elec-
trostatic approximation is presented. The formalism for the
reaction field basis-set expansion method is then developed
and its numerical implementation is described in detail. In
Sec. III, the method is first tested and illustrated with simple
model systems comprising an ionic salt solution, an imper-
meable membrane, and a cylindrical pore. The method is
then used to simulate a detailed atomic model of OmpF porin
and calculate the conductance of the channel in 200 mM KCl
salt solution. The paper is concluded with a brief summary of
the main results.

II. THEORETICAL DEVELOPMENTS

A. GCMCÕBD algorithm

The implementation of the GCMC/BD algorithm9 for
simulating the diffusion of ions through a channel embedded
in a bilayer membrane surrounded by aqueous salt solutions
is schematically illustrated in Fig. 1. A spherical geometry
for the simulation region is shown for convenience, though
other choices are also possible. The system is divided into
five specific spatial regions: the inner region, the buffer re-
gions on sides I and II, and the outer regions on sides I and
II. The Cartesian coordinates of thena ions of typea in the
volumeV are represented byRa[(ra

(1) ,ra
(2) , . . . ,ra

(na)). The
stochastic trajectory of all the ions in the system~inner and
buffer regions! is generated with25

ṙa
( i )~ t !5

Da

kBT
^Fa

( i )&1za
( i )~ t !, ~1!

whereDa is the diffusion constant of ions of typea, and
za

( i )(t) is a random Gaussian noise with^za
( i )(t)•za

( j )(0)&
56Dad i j (t). The forces acting on the ions are calculated
from the gradient of the multi-ion PMFW of the system

^Fa
( i )&52

]W~n1 ,n2 , . . . ;R1 ,R2 , . . . !

]ra
( i )

. ~2!

To ensure that external conditions are maintained on the
boundaries of the inner region, the ions in the buffer regions
I and II on both sides of the membrane are kept in equilib-
rium with the bulk solution with which they are in contact.
This is enforced via the GCMC algorithm with particle cre-
ation and destruction in the two buffer regions.9 Given that
the system containsna ions of typea, the creation probabil-
ity of an ion of that type in a randomly selected buffer re-
gion,

Pcreat5
~ n̄a /~na11!!exp@2~DW2m̄a!/kBT#

11~ n̄a /~na11!!exp@2~DW2m̄a!/kBT#
, ~3!

wheren̄a is the expectancy for the number of ions of typea

from the bulk densityr̄a and the volume of the buffer region,
m̄a is the chemical potential, andDW[@W( . . . ,na

11, . . . )2W( . . . ,na , . . . )# is the PMF change of the sys-
tem due to the new ion. The destruction probability of an ion
of type a is

Pdestr5
1

11~ n̄a /na!exp@2~DW2m̄a!/kBT#
, ~4!

FIG. 1. Schematic representation of an ion channel-membrane system with
the various regions for GCMC/BD simulations. The membrane potential is
zero on the extreme left-hand side of the membrane~side I! andVmp on the
extreme right-hand side~side II!. The channel system is divided into five
specific spatial regions: the inner region, the buffer regions on sides I and II,
and the outer regions on sides I and II. In the inner and buffer regions, the
ions are treated explicitly and their trajectories are calculated according to
BD with Eq. ~1!. In the buffer regions on sides I and II, the concentration of
the ions are maintained in equilibrium with their corresponding bulk solu-
tion using the GCMC procedure. In the outer region the ions are treated
implicitly. The electrostatic potential is calculated using the modified
Poisson–Boltzmann~PB! equation given in Eq.~9!.
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whereDW[@W( . . . ,na , . . . )2W( . . . ,na21, . . . )# is the
PMF change of the system due to particle removal. The
chemical potential of ions of typea in each buffer region is
specified by

m̄a~ I!5Dma~ I!, buffer region, side I,

m̄a~ II !5Dma~ II !1qaVmp, buffer region, side II,
~5!

whereVmp is the equilibrium electrode potential far away on
side II ~see Fig. 1! and Dma~I! and Dma~II ! are the excess
solvation energies which are influenced by ion–ion interac-
tions in the bulk solution and are, thus, concentration depen-
dent. The algorithm can be used to simulate equilibrium as
well as nonequilibrium conditions of ion diffusion and
permeation.9

The multi-ion PMF takes into account the interactions
between all the ions present in the simulation region and the
influence of the channel, the transmembrane potential, as
well as implicit salt in the outer region. For the sake of
simplicity, we choose to represent the solvent as a structure-
less dielectric medium and incorporate its influence implic-
itly. A rigorous rational for this type of approximation is
provided by the MacMillan–Mayer theory of ionic
solutions.26 It follows that the multi-ion PMF is

W~R1 ,R2 , . . . !

5(
ag

(
i j

uag~ ura
( i )2rg

( j )u!1(
a,i

Ucore~ra
( i )!

1 DWsf~R1 ,R2 , . . . !1DWrf~R1 ,R2 , . . . !, ~6!

whereuag is the direct ion–ion interaction,Ucore is a repul-
sive potential preventing core–core overlap of the ions with
the channel and membrane,DWsf is the shielded static ex-
ternal field coming from the permanent protein charge distri-
bution and the transmembrane potential, andDWrf is the
reaction field arising from the electrostatic polarization of the
various dielectric boundaries and the implicit salt in the outer
region. We now describe each term contributing toW in
detail.

The direct interaction between two ions separated by a
distancer in the bulk solution is

uag~r !54eagF S sag

r D 12

2S sag

r D 6G1
qaqg

ebulkr
, ~7!

whereeag andsag are the parameters of the Lennard-Jones
6-12 ~LJ! potential,qa andqg are the charge of the ions, and
ebulk is the dielectric constant of bulk water. Equation~7!
corresponds to the well-known restricted primitive model
with soft core which has been frequently used in statistical
mechanical studies of ionic solutions.11–13,27 The contribu-
tion from the static field is

DWsf~R1 ,R2 , . . . !5(
a,i

qa fsf~ra
( i )!, ~8!

where the electrostatic potentialfsf(ra
( i )) is calculated with

the modified PB equation.14,28

Simulation region, side I and II :

“"@e~r !“fsf~r !#524prp~r !.

Outer region, side I :

“"@e~r !“fsf~r !#2k̄2~r !@fsf~r !#524prp~r !. ~9!

Outer region, side II :

“"@e~r !“fsf~r !#2k̄2~r !@fsf~r !2Vmp#524prp~r !,

wheree(r ) andk̄2(r ) are the space-dependent dielectric con-
stant and Debye–Hu¨ckel screening factor andrp(r ) is the
charge density of the channel protein. It should be noted that
there is no screening factork̄2(r ) in Eq. ~9! for the PB equa-
tion corresponding to the regions where the ions are repre-
sented explicitly. The electrostatic fields arising from the
protein charges and the potential difference across the mem-
brane could be calculated separately by settingVmp50 or
rp(r )50 in Eq.~9!, respectively. By virtue of the linearity of
Eq. ~9!, they are simply superimposed infsf(r ).28 The con-
tribution from the reaction field is

DWrf~R1 ,R2 , . . . !5
1

2 (
a,i

qa f rf~ra
( i )!, ~10!

where f rf(ra
( i )) is the reaction field potential atra

( i ) . The
reaction field potential is defined asf rf(r )5@fs(r )
2fbulk(r )#, wherefs(r ) is the electrostatic potential com-
puted for the complex solvent-channel environment, and
fbulk(r ) is the electrostatic potential computed for a refer-
ence system corresponding to a uniform bulk solvent at zero
salt concentration. The potential for the reference system is
calculated from the Poisson equation

ebulk¹
2fbulk~r !524pr ion~r !, ~11!

and the potential for the complex solvent-channel dielectric
environment is calculated from the PB equation

“"@e~r !“fs~r !#2k̄2~r !fs~r !524pr ion~r !, ~12!

wherer ion(r ) is the charge density of all the explicit ions in
the system@i.e., r ion(r )5(a,iqa d(r2ra

( i ))]. Fixed protein
charges and the transmembrane potential do not appear in
Eq. ~12! because their influence is already incorporated into
the static field contribution. The ionic screening factork̄2(r )
in Eq. ~12! is set to its bulk value in the outer region, where
ions are treated implicitly, but is set to zero in the buffer and
inner regions, where ions are simulated explicitly. It should
be noted that the present treatment of the reaction field im-
plies that the dielectric constant inside the ion is the same as
that of the surrounding bulk solvent, i.e., the spatial depen-
dence of the dielectric function is not affected by the dis-
placement of the ions. The ions are thus treated as point
charges in Eqs.~11! and~12!. The influence of the finite size
of the ions on the reaction field is relatively small and can be
neglected.29 However, because the transfer of a point charge
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across a dielectric interface would yield an infinite self en-
ergy, the ions must remain within the dielectric solvent re-
gion.

One cycle of GCMC/BD corresponds to one step of BD
followed by a few steps of GCMC~typically 5 or 10! to
maintain the buffer regions in equilibrium. The evaluation of
the forces acting on the ions is thus required at every dy-
namical time step of the stochastic trajectory. Because nei-
ther e(r ) nor k̄2(r ) depends on the instantaneous configura-
tion of the explicit ions in the system, Eq.~9! can be solved
once using standard finite-difference methods and the result
tabulated for efficient computer simulations.30–32 The forces
~first derivative of the potential! are then calculated analyti-
cally from the grid-based potential.9,33 In contrast, it is not
useful to tabulatef rf(r ) since it depends on the instanta-
neous position of all the ions in the simulation region. In
order to incorporate the influence of the reaction field while
avoiding the repeated calculation of the reaction field by
solving the PB equation at every dynamical time step it is
necessary to design an efficient method. This is described in
the following section.

B. Basis-set expansion for the reaction field

The contribution of the reaction field to the multi-ion
PMF can also be expressed as

DWrf~R1 ,R2 , . . . !

5
1

2E dr dr 8 r ion~r !GRF~r ,r 8!r ion~r 8!, ~13!

where GRF(r ,r 8) is the Green’s function corresponding to
the reaction field potential atr arising from a point charge
located atr 8. GRF(r ,r 8) could, in principle, be stored but, it
is a function of six independent Cartesian coordinates and
this would require excessive memory resources and compu-
tations. To reduce these requirements, Chung and co-workers
assumed an azimuthal symmetry of the dielectric boundary
and store the reaction field Green’s function in a five-
dimensional table.6,7,10,17These difficulties are circumvented
by expressing the ion charge distribution in the simulation
region using a normalized basis set$bm(r )% with N basis
functions,

r ion~r !5(
m

N

cm bm~r !. ~14!

The coefficientscm can be written as

cm5(
n

Smn
21 Qn , ~15!

where the elements of the overlap matrixS and the general-
ized multipole moment vectorQ are given by

Snm5E dr bn~r !bm~r !, ~16!

Qn5(
a i

qa bn~ra
( i )!. ~17!

In general, the basis functions generated for irregular geom-
etries do not form an orthonormal set. In terms of Eqs.~13!–
~15!, the basis-set representation onDWrf becomes

DWrf5
1

2E dr dr 8 F(
im

N

Sim
21 Qm bi~r !GGRF~r ,r 8!

3F(
jn

N

Sjn
21 Qn bj~r 8!G

5
1

2 (
mn

N

(
i j

N

Sim
21 Qm

3F E dr dr 8 bi~r !GRF~r ,r 8!bj~r 8!GSjn
21 Qn

5
1

2 (
mn

N

QmF(
i j

N

Sim
21 Mi j Sjn

21GQn

5
1

2 (
mn

N

Qm Mmn* Qn . ~18!

M* is a constant matrix for the system which represents the
reaction field Green’s function between the generated multi-
polar basis functions~multipoles!. M* is equivalent toM if
the basis set is made up of orthonormal functions, i.e.,Snm

5dnm . Although the generalized multipole moments Qn are
calculated for each instantaneous ion configuration during
BD simulations, it should be noted thatM* does not depend
on the instantaneous configuration becausee(r ) and k̄2(r )
are assumed to be independent of the ion configuration.
Therefore,M* is calculated once and stored for efficient BD
simulations. The reaction field contribution to the total force
acting on an ion of typea is

Fa
( i )52qa(

mn

N

Qm Mmn* S ]bn~r !

]r D
r5r

a
( i )

. ~19!

C. Generation of basis-set functions and calculation
of reaction field matrix

The following procedure is used to construct the basis
set$bm(r )% for supporting the ion charge densityr ion in the
calculation of the reaction field matrixM* . A complete basis
set $ f m(r )% formed by standard analytical functions is cho-
sen. Spherical harmonics or Legendre polynomials are par-
ticularly convenient because of their simplicity, but other
functions could be used~e.g., plane waves!. The basis func-
tions bm(r ) are then generated with a shape functionS(r )
which is equal to one in all ion-accessible regions and zero
otherwise~see Fig. 1!,

bm~r ![S~r ! f m~r !. ~20!

The resulting basis functions are nonzero only in the ion-
accessible space of the simulation region but zero in the core
and vicinity of the protein and membrane. This prescription
is necessary to avoid any transfer of charge across dielectric
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interfaces which would yield an infinite self-energy. Because
of this operation, the basis set is no longer constituted of
normalized orthogonal functions.

Having generated an appropriate basis set$bm(r )% for
the simulation region the matrixM is calculated by exploit-
ing the fact that thenmth matrix element corresponds to the
interaction between the reaction field due to the charge den-
sity supported by the basis functionbm(r ) and the charge
density ofbn(r ),

Mnm5E dr dr 8 bn~r !GRF~r ,r 8!bm~r 8!

5E drbn~r !f rf~r ;bm~r !!, ~21!

wheref rf(r ;bm(r ))[@fs(r ;bm(r ))2fbulk(r ;bm(r ))# is the
reaction field due to the basis functionbm(r ). After turning
off all protein charges in the system, the PB equation is
solved with the complex solvent-channel environment using
the basis function,

“•@e~r !“fs~r ;bm~r !!#2k̄2~r !fs~r ;bm~r !!

524pbm~r !. ~22!

In Eq. ~22!, the screening factork̄2(r ) is set to zero in the
simulation region where ions are explicitly simulated. The
reaction field is then calculated by subtracting the electro-
static potential from the reference primitive model,

ebulk¹
2fbulk~r ;bm~r !!524pbm~r !. ~23!

These steps are repeated forN basis functions. The matrix
elements are calculated by projecting the reaction field of the
basis functionbm onto a charge distribution corresponding
purely to the basis functionbn and calculating the integral
Eq. ~21! for n51, . . . ,N.

Numerical problems in the evaluation ofM* are en-
countered in calculating the inverse of the matrixS, even
though the theoretical formulation of Eq.~18! is rigorous and
general. Such problems are caused by the near linear depen-
dence introduced by Eq.~20! in the basis set.34 In order to
circumvent the numerical problem the vectorC in Eq. ~15!
can be practically formulated.

C5XXT Q, ~24!

where the matrixX is defined asX5S21/2U. It is clear that
Eq. ~24! is equivalent to Eq.~15! if the matrixU is a unitary
matrix, i.e., UT U51. Using a unitary transformation, i.e.,
UT S U5s, the matrixX can be rewritten as

X5U s21/2, ~25!

wheres is a diagonal matrix of the eigenvalues ofS. ~In fact,
the matrixX corresponds to a transformation matrix which
transforms a nonorthogonal basis set to an orthogonal set.34!
It is clear that the numerical problem arises from the singu-
larity in SÀ1 for zero or near zero eigenvalues. The problem
can be circumvented by sorting the eigenvalues and discard-
ing the eigenvalues below a predefined cutoff eigenvaluesmin

~see Sec. III!. Assuming that the lastM columns ofX are
eliminated to give a truncatedN3(N2M ) matrix X̃, the
coefficientscm become

cm5(
n

N

Xmn* Qn , ~26!

whereXmn* are given by

Xmn* 5 (
k

N2M

X̃mk X̃nk . ~27!

Using Eq. ~26! instead of Eq.~15!, the matrixM* is then
given by

Mmn* 5(
i j

N

Xim* Mi j Xjn* . ~28!

Therefore, using a predefined cutoff eigenvaluesmin to trun-
cate the matrixX in Eq. ~25!, X* in Eq. ~27! andM* in Eq.
~28! can be calculated for reaction field calculations without
numerical problems. The generalized basis-set expansion
method has been implemented into the PBEQ/GSBP
module16,20,28,33,35 of biomolecular simulation program
CHARMM.36

III. NUMERICAL TESTS AND APPLICATIONS

The generalized basis-set expansion method is first
tested and illustrated with three simple models. The method
is then applied to a realistic atomic model of the cation-
selective matrixporin~OmpF! from the outer membrane of
Escherichia coli~E coli!.37 A spherical simulation region is
taken into account for the simple models while an ortho-
rhombic simulation region is used for the OmpF channel. Ion
parameters are given in Table I. All the calculations were
performed on a single Pentium III 600 MHz processor.

A. Tests on simple models

In the following the method is first tested and illustrated
with three simple simulation systems: a uniform isotropic
ionic salt solution, a salt solution in the presence of an im-
permeable membrane, and a salt solution in the presence of
an impermeable membrane with a cylindrical pore. Unless
specified explicitly, the following computational scheme was
used for all three simple models. The radius of the spherical
simulation region centered at the origin was 25 Å. All PB
calculations were performed using a 753 grid with a grid
spacing of 1.5 Å followed by a 1153 grid with a grid spacing
of 0.5 Å. Both grids~coarse and fine! were centered at the

TABLE I. Ion parameters.

Dmc ~kcal/mol!

Ion ea ~kcal/mol! sa ~Å! Db (Å2/ps) 1.0 M KCl 0.2 M KCl

K1 0.0870 3.142 645 0.196 20.309 08 20.205 91
Cl2 0.1500 4.044 680 0.203 20.333 63 20.210 11

aTaken from Ref. 44.
bTaken from Ref. 45.
cTaken from Ref. 9.
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origin. The dielectric constants of bulk water and membrane,
ebulk and em, were 80 and 2, respectively, and the concen-
tration of implicit salt in the outer region was 1 M. To define
the ion-accessible region, an ion exclusion Stern layer was
set to 1.8 Å, which is the average radius of K1 and Cl2 ions.
Two basis sets were generated for the reaction field matrix
M* . The first set was made up of a total of 361 basis func-
tions of 19 multipoles (L518) based on spherical harmon-
ics. The second set constituted a total of 343 basis functions
of the first 7 Cartesian Legendre polynomials in each direc-
tion. Legendre polynomials support multipolar charge distri-
butions in a cube defined by225 Å,X,Y,Z,25 Å. Its con-
tribution outside the spherical simulation region was set to
zero. The cutoff eigenvaluesmin in Eq. ~25! was determined
empirically using finite-difference PB calculations as a refer-
ence.

1. Influence of implicit salt in the outer region (test1)

The GCMC/BD simulation algorithm considers explic-
itly only the ions within a finite simulation region~see Fig.
1!. Within this framework, the influence of the counterions
located in the outer region is incorporated implicitly via the
reaction field. As an illustration, we consider a spherical
simulation system of 25 Å radius. Since the reference state is
the pure solvent (ebulk everywhere!, the reaction field energy
corresponding to the electrostatic charging free energy of the
charge distribution inside a spherical region embedded in a 1
M KCl salt solution is expressed in closed form by the
Kirkwood multipolar expansion,38
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wherea525, L518 ~19 multipoles!, k̄50.32 Å21 ~1 M salt
concentration!, and the polynomialsKn(x) and the multipole
momentQlm are given by
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wherea is an index for point charges andYlm is the spheri-
cal harmonics.20,39 The accuracy of the basis-set expansion
can be examined by comparing with the analytical results
from Eq.~29! and with finite-difference numerical PB calcu-
lations.

The spherical multipolar functions constitute an orthogo-
nal basis set in the spherical system, whereas Legendre poly-
nomials do not because they are set to zero in the outer
region~see Fig. 1!. The linear dependence between the basis
functions generated with Eq.~20! using Legendre polynomi-
als can be eliminated by determining a cutoff eigenvaluesmin

in order to truncateX in Eq. ~25!. For this purpose, 50 ran-
dom configurations of K1 and Cl2 ions were generated by

GCMC simulations of 1 M KCl without reaction field. Each
configuration has around a total of 70 ions. Reaction field
energies using the generated basis functions were calculated
as a function ofsmin . smin50.0005 showed a best fit to PB
results with an average energy error of 0.49 kcal/mol. In case
of spherical harmonics, the average energy error was 0.19
kcal/mol with smin50.0. Figure 2 shows the reaction field
energies of 50 configurations calculated from Kirkwood’s
Eq. ~29!, PB, the basis-set expansions using spherical har-
monics and Legendre polynomials. In this simple model, the
reaction field energies are all negative because the interaction
with the implicit salt outside the system is always favorable.
The generalized basis-set expansion shows an excellent
agreement with the results from finite-difference PB or
Kirkwood’s Eq. ~29!. In particular, the basis-set expansion
with spherical harmonics and Kirkwood’s Eq.~29! are al-
most identical even though the latter is an analytical multi-
polar expansion and the former uses a matrixM i j that was
obtained from finite-difference PB calculations with a dis-
cretized grid. Concerning the computational efficiency, it
should be noted that PB calculations for 50 random configu-
rations took around 4 h whereas the basis-set expansion took
only 1 s of CPUtime ~with spherical harmonics or Legendre
polynomials!.

To illustrate the influence of the reaction field on the
equilibrium structure of a simple ionic solution, we have
performed GCMC/BD simulations of a 1 M KCl solution,
with and without reaction field. The entire simulation system
was treated as a GCMC buffer region~i.e., we allowed par-
ticles to be created or destroyed everywhere in the system!.
After some equilibration, GCMC/BD simulations of 25 ns
were generated with a time step of 25 fs; 10 steps of GCMC
were performed for each step of BD. Figure 3 shows the
radial distribution functions of the K1 ion density relative to
the center of the simulation system~the distribution of Cl2 is
almost identical and not shown here for the sake of clarity!.
As expected, one effect of the reaction field~arising from the
implicit salt outside the simulation region! is to increase the

FIG. 2. Reaction field energies for 50 random configurations in the case of
a 1 M KCl salt solution simulated inside a spherical region. The results from
Kirkwood’s multipolar expansion Eq.~29!, finite-difference PB, and basis-
set expansion based on spherical harmonics~SH! and Legendre polynomials
~LP! are shown.

4855J. Chem. Phys., Vol. 115, No. 10, 8 September 2001 Brownian dynamics simulations of ion channels

 This article is copyrighted as indicated in the article. Reuse of AIP content is subject to the terms at: http://scitation.aip.org/termsconditions. Downloaded to  IP:

129.237.108.10 On: Wed, 22 Apr 2015 22:30:52



ion density near the edge of the simulation system. However,
it appears to be slightly overestimated. This is probably
caused by the neglect of other contributions, such as ion
packing and core–core repulsion, in the multi-ion PMF Eq.
~6!. The influence of such nonpolar short-range contributions
becomes increasingly important at high concentration, but
are negligible under physiological conditions~around 150
mM salt!. In addition, the basis-set expansion becomes less
accurate when the ion get too close to the~implicit salt!
boundary. This problem, which is also well known in appli-
cations of the Kirkwood multipolar expansion,20,38arises be-
cause the expansion is truncated to a finite number of basis
functions. Nonetheless, including the reaction field is neces-
sary for the correct equilibrium structure. The expected num-
ber of ions in the system is 39.4 for both K1 and Cl2, while
the average numbers of K1 and Cl2 are 37.3 and 37.3~with-
out reaction field!, 39.5 and 39.3~basis-set expansion based
on spherical harmonics!, and 39.2 and 39.0~basis-set expan-
sion based on Legendre polynomials!, respectively.

2. Influence of image charges at the dielectric
boundary (test2)

An important aspect of the reaction fields arising from
the dielectric boundaries in the system is manifested as a
repulsive force acting on the ions as they diffuse in the high
dielectric bulk solution and approach a region with a low
dielectric constant~membrane or protein!. To test the ability
of the basis-set expansion to reproduce this effect, we con-
sider a spherical system of 25 Å radius with a low dielectric
ion-impermeable membrane of 24 Å thickness centered at
the origin. The ion-accessible region is thus restricted to the
region outside the membrane plus the Stern layer of 1.8 Å
(uzu.13.8 Å!. In contrast to the previous illustration, a very
low salt concentration, 0.001 M KCl, was considered inten-

tionally so that the reaction field energy arises only from the
induced surface~image! charges on the low-dielectric slab
with em52 because the reference state is the pure solvent
(ebulk everywhere!. Both basis functions generated from
spherical harmonics and Legendre polynomials do not form
orthogonal sets. Following the procedure described previ-
ously the optimal cutoffsmin was determined to be 0.005 for
spherical harmonics and 0.002 for Cartesian Legendre poly-
nomials. Average energy errors were 0.72 kcal/mol~spherical
harmonics! and 0.42 kcal/mol~Legendre polynomials!, re-
spectively. Figure 4 shows the reaction field energies of 50
random configurations from PB and both basis-set expan-
sions. In contrast to the previous test, the reaction field en-
ergies are now all positive because of the image charge re-
pulsion. Despite a slight underestimation, the basis-set
expansion is in a good agreement with finite-difference PB
calculations.

Figure 5 shows the variations in the reaction field energy

FIG. 3. Distribution of the K1 relative to the center of a spherical simula-
tion system for a 1 M KCl salt solution. The results obtained without reac-
tion field ~solid lines!, and with reaction field~dashed lines! incorporated
using a basis-set expansion based spherical harmonics~SH! and Legendre
polynomials~LP! are shown. For clarity, the distribution function obtained
with LP has been shifted vertically by 0.5. A perfectly uniform system
should have a radial distribution equal to unity throughout the entire simu-
lation region~note: the observed deviations at small distancer are due to
poor sampling in the small volume!.

FIG. 4. Reaction field energies for 50 random configurations of ions near an
impermeable planar membrane. The results from finite-difference PB and
the basis-set expansion with spherical harmonics~SH! and Legendre poly-
nomials~LP! are shown.

FIG. 5. Reaction field energies as a function of a moving point charge along
the Z direction using Eq.~32! ~infinite low-dielectric slab!, finite-difference
PB, and basis-set expansion based on spherical harmonics~SH! and Leg-
endre polynomials~LP!.
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as a function of the position of a point charge along theZ
direction. For a point ionqa at za near an infinite dielectric
interface located atzint , the reaction field energy can be ex-
pressed as39

DWrf5
qa

2

2ebulk~za2zint!

~ebulk2em!

~ebulk1em!
. ~32!

In this simple case, the reaction field is equivalent to the
interaction between the real chargeqa and a fictitious charge
qa(ebulk2em)/(ebulk1em) located symmetrically on the op-
posite side of the interface. For this reason, the reaction field
is often referred to as ‘‘image forces,’’ in relation to the
mathematical methods used to solve such problems in clas-
sical electrostatics.39 Because the analytical expression@Eq.
~32!# is often used to describe the reaction field acting on
ions near a membrane, it is also of interest to examine the
accuracy of this approximation in the case of a membrane of
finite thickness. As shown in Fig. 5, the reaction field energy
calculated numerically with finite-difference PB is approxi-
mately 60% of the value calculated with Eq.~32!. The basis-
set expansion based on Legendre polynomials reproduces PB
calculations quite well except near the membrane, although
the reaction field energy is quite low overall. In contrast to
the previous illustration, as indicated in the energy errors and
shown in Figs. 4 and 5, Legendre polynomials clearly gen-
erate a better basis function than spherical harmonics~see
also the next example!.

3. Aqueous cylindrical pore (test3)

Generally, there is an unfavorable energy barrier as ions
move through a high dielectric pore surrounded by the low
dielectric protein channel embedded in a membrane.40 For
meaningful GCMC/BD simulations of ion permeation, it is
important to reproduce such unfavorable energy barrier with
a reasonable accuracy. To test the basis-set expansion, we
examined the energetics of ions along the axis of a simple
cylindrical pore of 6 Å radius surrounded by a low dielectric
ion-impermeable planar membrane of 24 Å thickness. Ex-
cluded in the Stern layer of 1.8 Å, ions can access both the

cylindrical region with 4.2 Å radius and the bulk regions
outside the membrane (uzu.13.8 Å!. Again, a spherical sys-
tem of 25 Å radius is constructed. Using 50 random configu-
rations as before, the optimalsmin was determined to be
0.0003 for spherical harmonics and 0.001 for Cartesian
Legendre polynomials. Average energy errors were 0.56
kcal/mol ~spherical harmonics! and 0.21 kcal/mol~Legendre
polynomials!, respectively. Figure 6 shows the reaction field
energies of 50 configurations from PB and both basis sets.
The basis-set expansion shows an excellent agreement with
finite-difference PB calculations.

Figure 7 shows the variations in the reaction field energy
as a function of the position of a moving~positive or nega-
tive! point charge when a positive point charge is fixed at the
origin. For comparison, the reaction field energies of a point
charge alone are also shown in Fig. 7. Because the reaction
field arises from both the image charge in the dielectric
boundary~see test2! and the implicit salt~1 M KCl! outside
the system~see test1!, the reaction field energy with a point
charge varies from a positive number in the pore and near the
membrane to a negative number near the system boundary.
Since a positive point charge (qA511.0e) is fixed at the
origin, the total reaction field energy increases a lot as a
positive chargeqB moves into the pore, whereas it decreases
as a negative chargeqB moves into the pore. For example,
PB calculations showed that the relative changes in the
reaction field energy, which is defined asDDWrf

[DWrf(qA ,qB)2DWrf(qA)2DWrf(qB), were 1.5 kcal/mol
for qB511.0e and 21.5 kcal/mol for qB521.0e at zqB

55 Å, respectively. This simple calculation shows that the
ion pairing can form to reduce the unfavorable reaction field
energy in narrow channels. The basis-set expansion based on
Legendre polynomials shows an excellent agreement with
PB calculations. It is clear that Legendre polynomials gener-
ate better basis functions than spherical harmonic does.

FIG. 6. Reaction field energies of 50 random configurations in a cylindrical
pore system from PB and basis-set expansion based on spherical harmonics
~SH! and Legendre polynomials~LP!.

FIG. 7. Reaction field energies from PB~circle! and basis-set expansion
based on spherical harmonics~square! and Legendre polynomials~triangle!
as a function of a moving positive point charge~solid line! or a moving
negative point charge~dotted line! along theZ direction when a positive
point charge is centered at the origin. For comparison, the energies with a
point charge~dashed line! alongZ are also shown.
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B. Application to a realistic atomic model of OmpF
porin

So far, we have only used the generalized reaction field
basis-set expansion method with simplified systems. As a
final test and illustration, we now consider ion conduction
through the aqueous channel of OmpF porin using a detailed
atomic model of the protein bathed by a 200 mM KCl aque-
ous salt solution. OmpF is a well-characterized porin, both
structurally and functionally, which makes it an excellent
system for testing various ion permeation models.41 Its three-
dimensional structure has been determined to high resolution
by x-ray crystallography.37 OmpF folds into a trimeric struc-
ture ~see Fig. 8!, each monomer consisting of a 16-strandb
barrel with short turns at the periplasmic side and large loops
at the cell surface which confers a significant stability and
rigidity to the structure. Each monomer possesses a wide
aqueous pore~see Fig. 9!, narrowed only to an elliptical
cross section of around 7311 Å by an internal loop called
L3 at about half-way through the membrane, which suggests
that the continuum electrostatics may be a valid approxima-
tion.

1. Computational details

An atomic system was constructed to perform
GCMC/BD simulations with an orthorhombic region~44.5
Å344.5 Å386.5 Å! corresponding roughly to one OmpF
monomer. Buffers of a 200 mM KCl salt solution were
implemented from237.75 to235.5 Å and from146.5 to
148.75 Å using the GCMC algorithm. The excess solvation
energies are20.206 and20.210 kcal/mol for K1 and Cl2,
respectively~see ion parameters in Table I!. To setup the
atomic system, the entire trimer with its symmetry axis ori-
ented along theZ axis was embedded in an ion-impermeable
planar membrane of 34 Å thickness. The default protonation
state was used for all ionizable residues except for Glu296
and Asp312, which were protonated.8,42The net charge of the

OmpF trimer is230e. The atomic charges were taken from
the all-atom PARAM22 force field43 of the CHARMM

program.36

The electrostatic potential~static field! arising from the
protein charges was calculated with the modified PB Eq.~9!
using a fully detailed atomic model of the OmpF trimer. For
the nonequilibrium GCMC/BD simulations, the influence of
the transmembrane potentials of1100 mV was included in
the calculation of the electrostatic potential. A dielectric con-
stant of 2 was used for the interior of the protein and mem-
brane regions. A dielectric constant of 80 was assumed for
the bulk solvent region including the aqueous pore region of
OmpF. The optimized atomic radii for proteins were used to
setup the dielectric boundary.35 A Debye–Hückel screening
factor k̄2 corresponding to a 200 mM salt concentration was
assigned only to the outer region. In addition to the protein
atomic radii, an ion exclusion Stern layer of 1.8 Å corre-
sponding to the average radius of K1 and Cl2 was used to
set the spatial dependence of the ionic screening factor. The
electrostatic potential was first calculated with a coarse grid
(1013 points with a grid spacing of 1.5 Å! centered on the
entire OmpF trimer with periodic boundary conditions im-
posed in theX and Y directions. The result of the coarse
calculation was then used to set the potential on the edge of
a smaller box to perform a second calculation using a finer
grid ~10131013181 with a grid spacing of 0.5 Å! centered
on the orthorhombic simulation region corresponding
roughly to one OmpF monomer. The same computational
procedure~with all protein charges turned off! was used to
calculate the reaction field matrixM* for a total of 225 basis
functions generated from all combination of the 5, 5, and 9
Legendre polynomials inX, Y, andZ directions, respectively.
All continuum electrostatic calculations were performed us-
ing the PBEQ/GSBP module16,20,28,33,35of CHARMM.36

The core repulsion potential map was calculated and
stored on a grid which was set to one in all ion-accessible
region and zero otherwise. TheCHARMM PARM22 Lennard-
Jones radii scaled by 221/6 and augmented by an ion exclu-
sion Stern layer of 1.8 Å were used to setup the contact
surface. The molecular surface including reentrant surface
was then built to ensure that no region in the protein interior
is accessible to the ions. For the sake of simplicity, a single

FIG. 9. One monomer of OmpF porin viewed from the top~left! and from
the side~right! @picture drawn withMOLSCRIPT ~Ref. 46!#.

FIG. 8. The OmpF porin trimer viewed from the extracellular side@picture
drawn withMOLSCRIPT ~Ref. 46!#.
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uniform repulsive potentialUcore of 115 kcal/mol was used
for both ions. If needed, one could easily take into account
the slight difference in size of K1 and Cl2 by constructing
and storing a repulsive potential map for each ion type. The
GCMC/BD simulations were generated with a time step of
25 fs; 4 steps of GCMC were performed for each step of BD.
The electrostatic energy and forces were calculated using a
second-order B-spline~trilinear! interpolation and the repul-
sive energy and forces using a third-order B-spline
interpolation.9,33 The total length of each simulation was 1
ms. To obtain statistical convergence on the conductance in
Vmp51100 mV, 10 independent GCMC/BC simulations
were generated with both different initial configuration and
different seed numbers for the random number generator. A
GCMC/BD simulation without the reaction field took about
7 h of CPU time while a GCMC/BD simulation with the
reaction field took about 52 h.

The optimal cutoff eigenvaluesmin in Eq. ~25! was de-
termined to be 0.003 by comparing the basis-set results with
finite-difference PB calculations for three different sets of 50
random configurations. Each configuration has around a total
of 22 ions. The first set was generated with no static field and
no reaction field, the second set with static field and no re-
action field, and the last set with static field and reaction
field. With this optimized cutoff, the average error between
PB and basis-set reaction field energies were 0.1460.01
~first set!, 0.9860.33~second set!, and 1.2560.30~third set!,

respectively. Figure 10 shows the energies from PB and
basis-set calculations for 50 configurations in each set. In
Fig. 11, allX, Y, andZ components of the basis-set reaction
field forces of 691 ions in 25 configurations in the second set
are compared with the corresponding PB forces.33 The aver-
age error on the force is 0.03960.059 kcal/~mol Å!. There is
a significant disagreement for some ions when they get too
close to the dielectric boundary or the system boundary
~some force components for 11 ions were located outside the
plot boundary shown in Fig. 11! ~data not shown!. Such dis-
crepancy should not affect the ion permeation significantly
because the pore of OmpF porin is quite far from the system
boundary. Furthermore, the core repulsion potential repels
the ions when they get too close to the dielectric boundary.
Lastly, it should be stressed that the PB force calculations for
50 random configurations took nearly 6 h of CPU time
whereas the basis-set expansion took only 0.3 s. The basis set
expansion thus provides the computational efficiency needed
for BD simulations.

2. Equilibrium ion distribution

A series of 1ms GCMC/BD simulations were performed
to investigate the influence of the static field and the reaction

FIG. 10. Reaction field energies for 50 random configurations in OmpF
from PB ~closed circle! and basis-set expansion~no symbol! with different
contributions to multi-ion PMF. The results when the configurations were
generated with no static field and no reaction field~solid line!, static field
and no reaction field~dotted line!, and static field and reaction field~dashed
line! are shown.

FIG. 11. Comparison of basis-set reaction field forces with the correspond-
ing ~exact! PB forces. A total of 691 ions in 25 random configurations in
OmpF are considered. A few points~some components of 11 ions! were
located outside the boundary of the plot. For the sake of clarity, the figure
only shows the forces which are between20.5 and 0.5 kcal/~mol Å!.

TABLE II. Number of K1 and Cl2 ions from GCMC/BD simulations of OmpF.

Contributions included
in multi-ion PMF

Nsyst Npore
a

K1 Cl2 ^K1& ^Cl2& ^K1&/^Cl2&

No protein charges and no reaction field 9.063.4 8.963.4 0.43 0.44 1.0
Protein charges and no reaction field 15.363.7 10.063.5 4.16 0.11 37.8
Protein charges and reaction field 16.364.4 6.663.4 1.73 0.14 12.4

aThe pore region is defined as the boundaries of theb barrel (216 Å>Z<16 Å!.
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field on the equilibrium ion distribution in OmpF. Both ion–
ion interactions and hard-core repulsive potential energy
were included in all simulations. The average number of K1

and Cl2 ions in the system and in the pore are given in Table
II. The pore region was defined as the part of the aqueous
pore corresponding to the boundaries of theb barrel of
OmpF. According to this definition, the OmpF channel pore
nearly spans 32 Å from216 to 16 Å along theZ axis. Figure
12 shows the ion density profiles in the system.

As expected, there is no difference in ion distributions
when the static and reaction field are not included. It is ob-
served in Fig. 12 that the densities of K1 and Cl2 are lower
than the expected value (1.231024 part/Å3) near the edge of
the system. In analogy with the simulation of the simple salt
solution ~see test1!, the neglect of the favorable interactions
with the implicit salt outside the system gives rise to a local

decrease in the density near the edges. Furthermore, a large
number of K1 ions occupy the interior of the pore when the
static field arising from OmpF protein charges is included
with no reaction field. Both dominant negative electrostatic
potential and the absence of the unfavorable reaction field
largely overestimate the K1 density in the pore. This is the
reason why all the reaction field energies shown in Fig. 10
are large positive numbers. The accumulation of K1 ions in
the pore results in a local increase of Cl2, and a decrease of
K1 outside OmpF because of ion–ion interactions. When
both reaction field and static field are included, as shown in
Fig. 12, the K1 density in the pore decreases dramatically. In
analogy with the simple aqueous pore examined in test 3,
this is caused by the unfavorable reaction field for an ion in
a high dielectric pore surrounded by low dielectric protein.
These calculations demonstrate that the reaction field in the
multi-ion PMF plays an important role in the determination
of ion densities in the channel.

3. Channel conductance

A series of 1ms GCMC/BD simulations were performed
to calculate the ionic current going through OmpF when a
transmembrane potential of 100 mV is applied. The results of
the simulations is summarized in Table III. With no static
field and no reaction field, the current carried by Cl2 is
slightly larger than the current carried by K1 because of the
difference in diffusion constants, i.e.,DK1 /DCl250.97.
There is a dramatic change in the cationic and anionic cur-
rents when the static field contribution from the protein
charges is included in the PMF, making OmpF a cation-
selective channel. As expected, the magnitude of the ionic
current is reduced significantly when the unfavorable reac-
tion field is included. The channel conductance changes from
1.0 to 0.42 nS when the reaction field is included. The latter
value is in excellent accord with the conductance of 0.35 nS
determined experimentally under the same conditions.47 The
quantitative agreement is remarkable given the simplicity of
the present model.

IV. SUMMARY

A novel method has been developed to incorporate the
electrostatic reaction field in BD simulations of ion diffusing
through complex molecular pores of arbitrary geometry. The
method has been implemented into the GCMC/BD algorithm
introduced recently.9 A multipolar basis-set expansion is used
to express the reaction field Green’s function matrixM* .
The electrostatic energy and forces are calculated at each
time step by updating the generalized multipole moments.
The reaction field matrix, which provides the coupling be-

FIG. 12. Number density of K1 and Cl2 ions from 1.0ms GCMC/BD
simulations with different contributions to multi-ion PMF; no static field and
no reaction field~dashed line!, static field and no reaction field~dotted line!,
and static field and reaction field~solid line!.

TABLE III. Ionic currents and conductance from GCMC/BD simulations of OmpF at1150 mV.

Contributions included in multi-ion PMF I K1 ~pA! I Cl2 ~pA! ^I K1&/^I Cl2& G ~nS!

No protein charges and no reaction field 10.261.3 10.861.2 0.95 0.2160.02
Protein charges and no reaction field 98.363.5 1.760.7 57.91 1.0060.03
Protein charges and reaction field 39.161.6 2.660.7 14.97 0.4260.02
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tween generalized multipoles, is calculated only once and
stored before the BD simulations for computational effi-
ciency.

Standard analytical functions such as spherical harmon-
ics or Legendre polynomials were used to generate a general
basis set allowing the treatment of arbitrary geometries. The
inverse matrix needed for the nonorthonormal basis set can
be regularized using a singular-value decomposition. It was
shown that the results are accurate and the method computa-
tionally inexpensive for simple model systems and for a re-
alistic atomic model of OmpF porin. From this point of view,
the present advance represents an important extension to the
GSBP method which was limited only to spherical and ortho-
rhombic simulation regions.19,20 It is possible that other stan-
dard functions could be used to generate the basis set such as
plane waves, though Legendre polynomials appear to be re-
markably convenient. In all the examples considered here,
the results obtained with these simple and numerically inex-
pensive polynomials were more accurate than with spherical
harmonics.

Importantly, the calculations show that an accurate treat-
ment of the reaction field is needed for meaningful studies of
ion conduction through OmpF porin. The calculated channel
conductance is 1.0 nS when the reaction field is neglected, in
poor agreement with the conductance of 0.35 nS determined
experimentally under the same conditions.47 However, when
both the static and the reaction field are included, the calcu-
lated conductance is 0.42 nS, in excellent accord with the
experimental value. This suggests that the reaction fields
basis-set expansion with the GCMC/BD algorithm can be a
useful approach for quantitative studies of ion conduction
through complex molecular pores. Future work will examine
ion selectivity and permeation through other porins using
detailed atomic models.
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