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CENTRAL LIMIT THEOREMS FOR SEQUENCES OF MULTIPLE
STOCHASTIC INTEGRALS

BY DAVID NUALART AND GIOVANNI PECCATI

Universitat de Barcelona and Université de Paris VI

We characterize the convergence in distribution to a standard normal
law for a sequence of multiple stochastic integrals of a fixed order with
variance converging to 1. Some applications are given, in particular to study
the limiting behavior of quadratic functionals of Gaussian processes.

1. Introduction. In this paper, we characterize the convergence in distribution
to a normalN(0,1) law for a sequence of random variablesFk belonging to a
fixed Wiener chaos, and with variance tending to 1. We show that a necessary and
sufficient condition for this convergence is that the moment of fourth order ofFk

converges to 3. IfFk is a multiple stochastic integral of ordern of a symmetric
and square integrable kernelfk , for instance on[0,1]n, another necessary and
sufficient condition for the above convergence is that, for allp = 1, . . . , n − 1,
the contractions of orderp (defined byf

⊗p
k := fk ⊗p fk) converge to zero in

L2([0,1]2(n−p)) ask tends to infinity.
In general, we call “central limit theorem” (CLT in the sequel) any result

describing the weak convergence of a sequence of nonlinear functionals of a
Gaussian process (or of a Gaussian measure) toward a standard normal law.
The reader is referred to Major (1981), Maruyama (1982, 1985), Giraitis and
Surgailis (1985) and the references therein for results in this direction. Here, we
shall observe that, in the above quoted references, the authors establish sufficient
conditions to have a CLT in the general case of sequences of functionals having a
possibly infinite Wiener–Itô expansion. A common technique used in such a study
is themethod of moments[see, e.g., Maruyama (1985)], requiring a determination
of all moments associated to a given functional, usually estimated by means of the
so-calleddiagram formulae[see Surgailis (2000) for a detailed survey]. On the
other hand, our techniques (which are mainly based on a stochastic calculus result
due to Dambis, Dubins and Schwarz [see Revuz and Yor (1999), Chapter V and
Section 3.1]) naturally bring the need to estimate and control expressions related
uniquely to the fourth moment of each element of the sequenceFk. To this end,
we apply extensively some version of theproduct formulafor multiple stochastic
integrals, such as the one presented in Nualart [(1995), Proposition 1.1.3], and
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perform calculations that are very close in spirit to the ones contained in the first
part of Üstünel and Zakai (1989).

Our results are specifically motivated by recent works on limit theorems for
quadratic functionals of Brownian motion and Brownian bridge [see Deheuvels
and Martynov (2004) and Peccati and Yor (2004a, b)], as well as Brownian
sheet and related processes [see Deheuvels, Peccati and Yor (2004)]. We provide
examples and applications, mainly related to quadratic functionals of a fractional
Brownian motion, with Hurst parameterH > 1

2, and of a standard Brownian sheet.

2. The main result. Consider a separable Hilbert spaceH . Let {ek : k ≥ 1}
be a complete orthonormal system inH . For everyn ≥ 1, we denoteH�n the
nth symmetric tensor product ofH . Forp = 0, . . . , n, and for everyf ∈ H�n, we
define thecontractionof f of orderp to be the element ofH⊗2(n−p) defined by

f ⊗p =
∞∑

i1,...,ip=1

〈
f, ei1 ⊗ · · · ⊗ eip

〉
H⊗p ⊗ 〈

f, ei1 ⊗ · · · ⊗ eip

〉
H⊗p ,

and we denote by(f ⊗p)s its symmetrization.
In what follows, we will write

X = {X(h) :h ∈ H }
for anisonormal Gaussian processonH . This means thatX is a centered Gaussian
family indexed by the elements ofH , defined on some probability space(�,F ,P)

and such that, for everyh,h′ ∈ H ,

E
(
X(h)X(h′)

) = 〈h,h′〉H .

For everyn ≥ 1, we will denote byIX
n the isometry betweenH�n equipped

with the norm
√

n!‖ · ‖H⊗n and thenth Wiener chaos ofX.
In the particular case whereH = L2(A,A,µ), (A,A) is a measurable space

andµ is aσ -finite and nonatomic measure, thenH�n = L2
s (A

n,A⊗n,µ⊗n) is the
space of symmetric and square integrable functions onAn and for everyf ∈ H�n,
IX
n (f ) is themultiple Wiener–Itô integral(of ordern) of f with respect toX, as

defined, for example, in Nualart [(1995), Section 1.1.2].
Our main result is the following.

THEOREM 1. Let the above notation and assumptions prevail, and fixn ≥ 2.
Then, for any sequence of elements{fk : k ≥ 1} such thatfk ∈ H�n for everyk,
and

lim
k→+∞n!‖fk‖2

H⊗n = lim
k→+∞E[IX

n (fk)
2] = 1,(1)

the following conditions are equivalent:

(i) lim k→+∞ E[IX
n (fk)

4] = 3;
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(ii) for everyp = 1, . . . , n − 1, limk→+∞ ‖f ⊗p
k ‖2

H⊗2(n−p) = 0;
(iii) ask goes to infinity, the sequence{IX

n (fk) : k ≥ 1} converges in distribution
to a standard Gaussian random variable.

As a consequence of this result we obtain

COROLLARY 2. Fix n ≥ 2 andf ∈ H�n such thatE[IX
n (f )2] = 1. Then the

distribution ofIX
n (f ) cannot be normal andE[IX

n (f )4] �= 3.

PROOF. If IX
n (f ) had a normal distribution orE[IX

n (f )4] = 3, then, according
to Theorem 1, for everyp = 1, . . . , n− 1, we would havef ⊗p = 0. Thus, for each
v ∈ H⊗(n−p) we obtain

0= 〈f ⊗p, v ⊗ v〉H⊗2(n−p) = ∥∥〈f, v〉H⊗(n−p)

∥∥2
H⊗p ,

which impliesf = 0. �

REMARK 1. The fact that a random variable with the formIX
n (f ), n > 1,

cannot be Gaussian is well known. See, for example, the discussion contained in
Janson [(1997), Chapter VI].

To prove Theorem 1 in its most general form, we shall first deal with the case
of X being the Gaussian family generated by a standard Brownian motion on[0,1].
To this end, some further notation is needed.

2.1. The Brownian case.For everyn ≥ 1 andT > 0, given a permutationπ
of (1, . . . , n), we set

�n
π,T = {

(t1, . . . , tn) ∈ R
n :T > tπ(1) > · · · > tπ(n) > 0

}
,

and we define

�n
π0,T

:= �n
T = {(t1, . . . , tn) ∈ R

n :T > t1 > · · · > tn > 0}
to be the simplex contained in[0, T ]n. Now, for a givenn ≥ 1, take f ∈
L2(�n

T , dt1 · · ·dtn) = L2(�n
T ). To such anf we associate the symmetric function

on [0, T ]n,

f̃ (t1, . . . , tn) = ∑
π

f
(
tπ(1), . . . , tπ(n)

)
1�n

π,T
(t1, . . . , tn),

whereπ runs over all permutations of(1, . . . , n). Forp = 0, . . . , n, the contraction
of f̃ of orderp on [0, T ] is the application

(t1, . . . , t2n−2p) → f̃ ⊗p,T (t1, . . . , t2n−2p)

=
∫
[0,T ]p

f̃ (u1, . . . , up, t1, . . . , tn−p)

× f̃ (u1, . . . , up, tn−p+1, . . . , t2n−2p) du1 · · ·dup
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and we notef̃ ⊗p,T (·)s the symmetrization off̃ ⊗p,T .

In this section, we noteW = {Wt :∈ [0,1]} a standard Brownian motion
initialized at zero. Note that, in the terminology of the previous paragraph, the
centered Gaussian space generated byW can be identified with an isonormal
Gaussian process onH = L2([0,1], dt). For everyn, for everyf ∈ L2(�n

1) and
everyt ∈ (0,1], we put

J t
n(f ) =

∫ t

0
dWs1 · · ·

∫ sn−1

0
dWsnf (s1, . . . , sn)

and alsoI t
n(f̃ ) = n!J t

n(f ), so that

I1
n (f̃ ) = IX

n (f̃ ),

whereX is once again the isonormal process generated byW . The following result
translates the content of Theorem 1 in the context of this section.

PROPOSITION 3. Let the above notation prevail, fix n ≥ 2 and consider a
collection{gk : k ≥ 1} of elements ofL2(�n

1) such that

lim
k→+∞‖gk‖L2(�n

1) := lim
k→+∞‖gk‖�n

1
= 1.(2)

Then, the following conditions are equivalent:

(i) lim k→+∞ E[J 1
n (gk)

4] = 3;
(ii) for everyp = 1, . . . , n − 1, limk→+∞ ‖g̃⊗p,1

k ‖2
[0,1]2n−2p = 0;

(iii) as k → ∞, the sequence{J 1
n (gk) : k ≥ 1} converges in distribution to a

standard Gaussian random variable;
(iv) for everyp = 0, . . . , n − 2,

lim
k→∞

∫
�

2(n−1−p)
1

ds1 · · ·ds2(n−1−p)

(∫ 1

s1

dt g̃
⊗p,t

k,t

(
s1, . . . , s2(n−1−p)

)
s

)2

= 0,(3)

where, for every fixedt ∈ [0,1], gk,t stands for the function on�n−1
t given by

(s1, . . . , sn−1) → gk(t, s1, . . . , sn−1).

PROOF. We will prove the following implications:

(iv) ⇒ (iii) ⇒ (i) ⇒ (ii) ⇒ (iv).

(iv) ⇒ (iii). Suppose that (3) holds. According to the Dambis–Dubins–Schwarz
theorem [see Revuz and Yor (1999), Chapter V], for everyk there exists a standard
Brownian motionW(k) such that

J 1
n (gk) = W

(k)∫ 1
0 dt (J t

n−1(gk,t ))
2 = W

(k)

[(n−1)!]−2
∫ 1
0 dt (I t

n−1(g̃k,t ))
2.(4)
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We can expand the stochastic time-change in (4) by means of a multiplication
formula for multiple Wiener integrals [see, e.g., Nualart (1995), Proposition 1.1.3]
to obtain that

∫ 1

0
dt

(
I t
n−1(g̃k,t )

)2 =
∫ 1

0
dt

[
n−1∑
p=0

cn−1,pI t
2(n−1−p)

(
g̃

⊗p,t

k,t (·)s)
]
,

wherecn−1,p = p!(n−1
p

)2
, and therefore

∫ 1
0 dt (I t

n−1(g̃k,t ))
2

[(n − 1)!]2 = ‖gk‖2
�n

1
+

∑n−2
p=0 cn−1,p

∫ 1
0 dt (I t

2(n−1−p)(g̃
⊗p,t

k,t (·)s))
[(n − 1)!]2 .(5)

Moreover, thanks to a stochastic Fubini theorem for multiple integrals, we
obtain that for anyp = 0, . . . , n − 2,

∫ 1
0 dt (I t

2(n−1−p)(g̃
⊗p,t

k,t (·)s))
[2(n − 1− p)]!

=
∫ 1

0
dt

(
J t

2(n−1−p)

(
g̃

⊗p,t

k,t (·)s))

=
∫
�

2(n−1−p)
1

dWs1 · · ·dWs2(n−1−p)

(∫ 1

s1

dt g̃
⊗p,t

k,t

(
s1, . . . , s2(n−1−p)

)
s

)
.

Now take theL2-norm of the right-hand side of (5), letk go to infinity and
observe that if (2) and (3) are verified, then the pair(

W(k)· , [(n − 1)!]−2
∫ 1

0
dt

(
I t
n−1(g̃k,t )

)2
)

converges weakly to(W·,1), so that the conclusion is immediately achieved by
using, for example, Theorem 3.1 in Whitt (1980), as well as formula (4).

(iii) ⇒ (i). Trivial, given condition (2).
(i) ⇒ (ii). Observe first that, for everyk,

E[J 1
n (gk)

4] = (n!)−4
E[I1

n (g̃k)
4].

Now, as

I1
n (g̃k)

2 =
n∑

p=0

p!
(

n

p

)2
I1
2n−2p

(
g̃

⊗p,1
k (·)s)

= n!‖g̃k‖2[0,1]n + I1
2n

(
g̃

⊗0,1
k (·)s) +

n−1∑
p=1

p!
(

n

p

)2
I1
2n−2p

(
g̃

⊗p,1
k (·)s),
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due again to the multiplication formula, we obtain immediately

E[J 1
n (gk)

4] = ‖gk‖4
�n

1
+ (2n)!

(n!)4 ‖g̃⊗0,1
k (·)s‖2

[0,1]2n

+ (n!)−4
n−1∑
p=1

[
p!

(
n

p

)2]2

(2n − 2p)!‖g̃⊗p,1
k (·)s‖2

[0,1]2n−2p .

Now call �2n the set of the(2n)! permutations of the set(1, . . . ,2n), whose
generic elements will be denoted byπ, π ′, and so on. On such a set, we introduce
the following notation: forp = 0, . . . , n, we write

π
p∼π ′

if the set(π(1), . . . , π(n)) ∩ (π ′(1), . . . , π ′(n)) contains exactlyp elements. Note
that, for a givenπ ∈ �2n, there are

(n
p

)2
(n!)2 permutationsπ ′ such that

π ′ p∼π.

Moreover, it is easily seen that ifπ ′ 0∼π or π ′ n∼π , then∫
[0,1]2n

da1 · · ·da2n g̃
⊗0,1
k

(
aπ(1), . . . , aπ(2n)

)
g̃

⊗0,1
k

(
aπ ′(1), . . . , aπ ′(2n)

)
= ‖g̃k‖4[0,1]n = (n!)2‖gk‖4

�1
n
,

so that

(2n)!
(n!)4 ‖g̃⊗0,1

k (·)s‖2
[0,1]2n

= 1

(n!)4(2n)!
∑

π∈�2n

[
‖gk‖4

�1
n

( ∑
π ′ 0∼π

(n!)2 + ∑
π ′ n∼π

(n!)2

)

+
n−1∑
p=1

∑
π ′ p∼π

∫
[0,1]2n

da1 · · ·da2n g̃
⊗0,1
k (aπ)g̃

⊗0,1
k (aπ ′)

]
,

whereaπ = (aπ(1), . . . , aπ(2n)). Since, forp = 1, . . . , n − 1,

∑
π ′ p∼π

∫
[0,1]2n

da1 · · ·da2n g̃
⊗0,1
k (aπ)g̃

⊗0,1
k (aπ ′) =

(
n

p

)2
(n!)2‖g̃⊗p,1

k ‖2
[0,1]2n−2p ,

we get

(2n)!
(n!)4 ‖g̃⊗0,1

k (·)s‖2
[0,1]2n = 2‖gk‖4

�1
n
+

n−1∑
p=1

‖g̃⊗p,1
k ‖2

[0,1]2n−2p

(p!(n − p)!)2 ,
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and therefore

E[J 1
n (gk)

4] = 3‖gk‖4
�1

n

+
n−1∑
p=1

(
p!(n − p)!)−2

×
[
‖g̃⊗p,1

k ‖2
[0,1]2n−2p +

(
2n − 2p

n − p

)
‖g̃⊗p,1

k (·)s‖2
[0,1]2n−2p

]
.

This yields in particular that, ifE[J 1
n (gk)

4] converges to 3, and (2) holds, then
necessarily, for everyp = 1, . . . , n − 1,

lim
k

‖g̃⊗p,1
k ‖2

[0,1]2n−2p = 0.(6)

(ii) ⇒ (iv). We introduce some notation: for anym ≥ 1, xm is shorthand
for a vector(x1, . . . , xm) ∈ R

m, x̂m = maxi (xi), and dxm stands for Lebesgue
measure onRm. To conclude the proof, we shall show that, forp = 1, . . . , n − 1,
condition (6) implies necessarily that

lim
k

∫
[0,1]n−p

dsn−p

∫
[0,1]n−p

dτn−p

(∫ 1

ŝn−p∨τ̂n−p

dt g̃
⊗p−1,t

k,t (sn−p,τn−p)

)2

= 0.

Now, since for every(t, s2, . . . , sn) ∈ [0,1]n,

g̃k,t (s2, . . . , sn) = 1[0,t]n−1(s2, . . . , sn)g̃k(t, s2, . . . , sn),

we obtain that∫
[0,1]n−p

dsn−p

∫
[0,1]n−p

dτn−p

(∫ 1

ŝn−p∨τ̂n−p

dt g̃
⊗p−1,t

k,t (sn−p,τn−p)

)2

=
∫ 1

0
dt ′

∫
[0,t ′]p−1

dvp−1

∫ 1

0
dt

∫
[0,t]p−1

dup−11(ûp−1≤t,v̂p−1≤t ′)

×
(∫

[0,t∧t ′]n−p
dsn−p g̃k(t,up−1, sn−p)g̃k(t

′,vp−1, sn−p)

)2

≤
∫ 1

0
dt ′

∫
[0,1]p−1

dvp−1

∫ 1

0
dt

∫
[0,1]p−1

dup−1

×
(∫

[0,t∧t ′]n−p
dsn−p g̃k(t,up−1, sn−p)g̃k(t

′,vp−1, sn−p)

)2

=
∫
[0,1]n−p

dsn−p

∫
[0,1]n−p

dτn−p

×
(∫ 1

ŝn−p∨τ̂n−p

dt

∫
[0,1]p−1

dup−1 g̃k(t,up−1, sn−p)g̃k(t,up−1,τn−p)

)2

.
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Now, since condition (6) holds by assumption, we know that

A(k) =
∫
[0,1]n−p

dsn−p

∫
[0,1]n−p

dτn−p

(∫
[0,1]p

dup g̃k(up, sn−p)g̃k(up,τn−p)

)2

converges to zero, ask goes to infinity. We may expand the above expression and
write

A(k) =
∫
[0,1]n−p

dsn−p

∫
[0,1]n−p

dτn−p

×
(∫ ŝn−p∨τ̂n−p

0
dt

∫
[0,1]p−1

dup−1 g̃k(t,up−1, sn−p)g̃k(t,up−1,τn−p)

)2

+
∫
[0,1]n−p

dsn−p

∫
[0,1]n−p

dτn−p

×
(∫ 1

ŝn−p∨τ̂n−p

dt

∫
[0,1]p−1

dup−1 g̃k(t,up−1, sn−p)g̃k(t,up−1,τn−p)

)2

+ 2
∫
[0,1]n−p

dsn−p

∫
[0,1]n−p

dτn−p

×
(∫ ŝn−p∨τ̂n−p

0
dt

∫
[0,1]p−1

dup−1 g̃k(t,up−1, sn−p)g̃k(t,up−1,τn−p)

)

×
(∫ 1

ŝn−p∨τ̂n−p

dt ′
∫
[0,1]p−1

dvp−1 g̃k(t
′,vp−1, sn−p)g̃k(t

′,vp−1,τn−p)

)

= A1(k) + A2(k) + A3(k).

In particular, the Fubini theorem yields

A3(k) =
∫
[0,1]p

dt dup−1

∫
[0,1]p

dt ′ dvp−1

×
(∫

[0,1]n−p
dsn−p 1(t ′∧t≤ŝn−p≤t ′∨t)g̃k(t,up−1, sn−p)g̃k(t

′,vp−1, sn−p)

)2

+ 2
∫
[0,1]p

dt dup−1

∫
[0,1]p

dt ′ dvp−1

×
(∫

[0,1]n−p
dsn−p 1(t ′∧t≤ŝn−p≤t ′∨t)

× g̃k(t,up−1, sn−p)g̃k(t
′,vp−1, sn−p)

)

×
(∫

[0,1]n−p
dτn−p 1(τ̂n−p≤t ′∧t)g̃k(t,up−1,τn−p)g̃k(t

′,vp−1,τn−p)

)
.
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Since

A2(k) =
∫
[0,1]p

dt dup−1

∫
[0,1]p

dt ′ dvp−1

×
(∫

[0,1]n−p
dτn−p 1(τ̂n−p≤t ′∧t)g̃k(t,up−1,τn−p)g̃k(t

′,vp−1, τn−p)

)2

,

we obtain that, for everyk, A2(k) + A3(k) ≥ 0, and therefore thatA1(k) must
converge to zero ask tends to infinity. This gives immediately the desired
conclusion. �

REMARK 2. There exists an elegant explanation of the implication
(iii) ⇒ (iv) for the casen = 2. To do this, consider for simplicity a fam-
ily {I1

2 (gk)}k≥1 of multiple integrals with symmetric kernels{gk}k≥1 such that
‖gk‖[0,1]2 = 1. Then, by using the formula

E
[
exp

(
iλI1

2 (gk)
)] = exp

[∑
j≥2

(−1)j+1 (−2iλ)j

j
Tr(gj

k )

]
,

whereg
j
k is thej th power of the Hilbert–Schmidt operator associated to the kernel

gk(·, ·), it is easy to show that ifI1
2 (gk) converges in law to a standard Gaussian

random variable ask goes to infinity, then necessarily

lim
k

Tr(gj
k ) = 0

for everyj > 2. In particular, by takingj = 4, we obtain that

lim
k

Tr(g4
k ) = lim

k

∫ 1

0
dt

∫ 1

0
du

(∫ 1

0
gk(t, r)gk(u, r) dr

)2

= 0.

But some calculations (analogous to the ones at the end of the proof of
Proposition 3) yield∫ 1

0
dt

∫ 1

0
du

(∫ 1

0
gk(t, r)gk(u, r) dr

)2

=
∫ 1

0
dt

∫ 1

0
du

(∫ t∨u

0
gk(t, r)gk(u, r) dr

)2

+
∫ 1

0
dr

∫ 1

0
dr ′

(∫ r∧r ′

0
dt gk(t, r)gk(t, r

′)
)2

+
∫ 1

0
dr

∫ 1

0
dr ′

(∫ r∨r ′

r∧r ′
dt gk(t, r)gk(t, r

′)
)2

+ 2
∫ 1

0
dr

∫ 1

0
dr ′

(∫ r∨r ′

r∧r ′
dt gk(t, r)gk(t, r

′)
)(∫ r∧r ′

0
dt gk(t, r)gk(t, r

′)
)
,

thus giving the desired conclusion.
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A slight refinement of Proposition 3 is the following.

PROPOSITION4. Let {J 1
n (gk) : k ≥ 1} be a sequence of iterated integrals as

in the statement of Proposition3 satisfying either condition(i), (ii), (iii) or (iv).
Suppose, moreover, that the sequence{∫ 1

0
dt |I t

n−1(g̃k,t )| : k ≥ 1
}

converges to zero in probability ask goes to infinity. Then, the pair(
J 1

n (gk),W
)

converges in distribution to

(N,W),

whereN is a standard Gaussian random variable independent ofW.

PROOF. We shall only prove the asymptotic independence, which in this case
is given by an application of an asymptotic version of Knight’s theorem, such as
the one stated, for instance, in Revuz and Yor [(1999), Chapter XIII].�

2.2. Proof of Theorem1. Let the assumptions and notation of Theorem 1
prevail. SinceH is a separable Hilbert space, for everyn ≥ 1 there exists an
applicationin(·) from H�n onto L2

s ([0,1]n, dt1 · · ·dtn), such that, for everyn,
in(·) is an isometry and, moreover, the following equality holds for every
f ∈ H�n:

n!J 1
n

(
in(f )

) = n!
∫ 1

0
· · ·

∫ tn−1

0
dWt1 · · ·dWtn in(f )(t1, . . . , tn)

(law)= IX
n (f ),

whereW is a standard Brownian motion on[0,1]. It is therefore clear that the
sequence{fk : k ≥ 1} in the statement of Theorem 1 is such that:

1. limk→+∞ n!‖in(fk)‖2[0,1]n = 1.

2. limk E[IX
n (fk)

4] = 3 if, and only if,

(n!)4 lim
k

E
[
J 1

n

(
in(fk)

)4] = 3.

3. For everyp = 0, . . . , n − 1, limk ‖f ⊗p
k ‖2

H�2n−2p = 0 if, and only if,

lim
k

‖in(fk)
⊗p‖2

[0,1]2n−2p = 0.

4. Fork → +∞, the convergence

IX
n (fk)

(law)�⇒N,

whereN is a standard Gaussian random variable, takes place if, and only if,

n!J 1
n

(
in(fk)

) (law)�⇒N.

The proof is easily concluded.
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3. Examples and applications.

3.1. Quadratic functionals of a fractional Brownian motion.Consider a
fractional Brownian motion (fBm)BH = {BH

t , t ∈ [0,1]} of Hurst parameter
H ∈ (0,1). That is, BH is a centered Gaussian process with the covariance
function

RH(t, s) = 1
2(s2H + t2H − |t − s|2H).(7)

According to the so-calledJeulin’s lemma[see Jeulin (1980), Lemma 1,
page 44], with probability 1, and for everyH ,∫ 1

0
(BH

t )2 dt

t2H+1 = +∞.(8)

In what follows, we shall use the results of the previous sections to characterize
the speed at which the two quantities

Fβ =
∫ 1

0
t2β(BH

t )2 dt and Lε =
∫ 1

ε
(BH

t )2 dt

t2H+1(9)

diverge to infinity, respectively, whenβ tends to−H − 1
2, and whenε tends to 0.

In particular, to be able to apply Theorem 1, we will mainly concentrate on the
caseH > 1

2.

We will first find the Wiener chaos expansion ofFβ . Clearly,

E(Fβ) = 1

2β + 2H + 1
.

If D denotes the derivative operator [see Alòs and Nualart (2003)], we have

DsFβ = 2
∫ 1

s
t2βBH

t dt

and

DrDsFβ = 2

2β + 1

(
1− (s ∨ r)2β+1).

Stroock’s formula [see Stroock (1987)] yields

Fβ = 1

2β + 2H + 1
+ 1

2β + 1
I2

(
1− (· ∨ ·)2β+1),(10)

whereI2 denotes the double stochastic integral with respect toBH .
The following result is another CLT.

PROPOSITION5. If H > 1
2, then

(2β + 2H + 1)

∫ 1

0
t2β(BH

t )2 dt
L2(�)−→

β↓−H−1/2
1,(11)
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and

(2β +2H +1)−1/2
(
(2β +2H +1)

∫ 1

0
t2β(BH

t )2 dt −1
)

Law−→
β↓−H−1/2

cHN,(12)

whereN is a random variable with distributionN(0,1) and cH is a constant
depending onH .

PROOF. We denote byE the set of step functions on[0,1]. Let H be the
Hilbert space defined as the closure ofE with respect to the scalar product

〈
1[0,t],1[0,s]

〉
H = RH(t, s) = αH

∫ t

0

∫ s

0
|r − u|2H−2 dudr,

whereαH = H(2H −1). The mapping1[0,t] → Bt can be extended to an isometry
betweenH and the first chaos ofBH .

Let us compute

E
(
I2

(
1− (· ∨ ·)2β+1))2 = 2‖1− (· ∨ ·)2β+1‖2

H⊗H

= 2α2
H

∫
[0,1]4

(
1− (s ∨ r)2β+1)(1− (t ∨ u)2β+1)
× |t − s|2H−2|r − u|2H−2 ds dt dr du.

Simple computations lead to

lim
β↓−H−1/2

(2β + 2H + 1)2
E

(
I2

(
1− (· ∨ ·)2β+1))2 = 0,

becauseE(I2(1 − (s ∨ r)2β+1))2 behaves as(2β + 2H + 1)−1 asβ ↓ −H − 1
2.

Therefore, (11) follows. In order to show (12), set

Gβ = (2β + 2H + 1)−1/2((2β + 2H + 1)Fβ − 1
)

= (2β + 2H + 1)1/2

2β + 1
I2

(
1− (· ∨ ·)2β+1).

We have

lim
β↓−H−1/2

E(G2
β)

= lim
β↓−H−1/2

2
(2β + 2H + 1)α2

H

(2β + 1)2

×
∫
[0,1]4

(
1− (s ∨ r)2β+1)(1− (t ∨ u)2β+1)
× |t − s|2H−2|r − u|2H−2 ds dt dr du

= α2
H

2H 2 lim
β↓−H−1/2

(2β + 2H + 1)
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×
∫
[0,1]4

(s ∨ r)2β+1(t ∨ u)2β+1

× |t − s|2H−2|r − u|2H−2 ds dt dr du

= c2
H .

Taking into account Theorem 1, it suffices to show that condition (ii) holds, that is,

lim
β↓−H−1/2

(2β + 2H + 1)2

(2β + 1)4

×
∥∥∥∥
∫
[0,1]2

(
1− (· ∨ r)2β+1)

× (
1− (· ∨ r ′)2β+1)|r − r ′|2H−2 dr dr ′

∥∥∥∥
2

H⊗H
= 0.

The above norm can be written as

α4
H

∫
[0,1]8

(
1− (s ∨ r)2β+1)(1− (t ∨ r ′)2β+1)
× (

1− (s′ ∨ u)2β+1)(1− (t ′ ∨ u′)2β+1)
× |r − r ′|2H−2|u − u′|2H−2

× |s − s′|2H−2|t − t ′|2H−2 dr dr ′ dudu′ ds ds′ dt dt ′,

and it is of the order of(2β +2H +1)−1 asβ ↓ −H − 1
2, which implies the desired

result. �

Note that we have also the following noncentral limit theorem.

PROPOSITION6. For anyH ∈ (0,1),

(2β + 2H + 1)

∫ 1

0
t2β(BH

t )2 dt
L2(�)−→
β↑+∞(BH

1 )2.(13)

PROOF. The convergence (13) follows from (10) and the fact that

I2(1) = (BH
1 )2 − 1. �

REMARK 3. The combination of Propositions 5 and 6 generalizes results
previously obtained for a standard Brownian motion and a standard Brownian
bridge. In particular, analogs of formulae (11) and (13) for the caseH = 1

2 are
proved in Deheuvels and Martynov (2004) and Peccati and Yor (2004a), whereas
a version of (12) forH = 1

2 is obtained in Peccati and Yor (2004a).
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Next, simple calculations yield that the Wiener chaos decomposition ofLε, for
anyε > 0, is given by

Lε = log
1

ε
− 1

2H
I2

(
1− (ε ∨ · ∨ ·)−2H )

,

where the second summand on the right-hand side is the double stochastic integral,
with respect toBH , of the symmetric function

(s, t) → 1− (ε ∨ t ∨ s)−2H .

This yields the following CLT.

PROPOSITION7. If H > 1
2, then

(
log

1

ε

)−1/2(
Lε − log

1

ε

)
Law−→
ε↓0

kHN,(14)

where N is a standard Gaussian random variable, and kH is a real constant
depending exclusively onH .

PROOF. We keep the notation in the proof of Proposition 5. Since for every
t > 0 the Wiener chaos decomposition of(BH

t )2 is given by

(BH
t )2 = t2H + I2

(
1(·∨·≤t)

)
,

it is easily verified that

E[L2
ε] =

∫ 1

ε

dt

t2H+1

∫ 1

ε

ds

s2H+1E[(BH
t )2(BH

s )2]

=
(

log
1

ε

)2

+ 1

2

∫ 1

ε

dt

t2H+1

∫ 1

ε

ds

s2H+1(t2H + s2H − |t − s|2H)2

and consequently that

E[L2
ε] − E[Lε]2 = E[L2

ε] −
(

log
1

ε

)2

behaves like log(1/ε) whenε tends to zero. Thanks to Theorem 1, to prove (14) it
is now sufficient to show that

lim
ε↓0

[log(1/ε)]−2

×
∥∥∥∥
∫
[0,1]2

(
1− (· ∨ r ∨ ε)−2H )(

1− (· ∨ r ′ ∨ ε)−2H )|r − r ′|2H−2 dr dr ′
∥∥∥∥

2

H⊗H

= 0.
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Now, it is clear that∥∥∥∥
∫
[0,1]2

(
1− (· ∨ r ∨ ε)−2H )(

1− (· ∨ r ′ ∨ ε)−2H )|r − r ′|2H−2 dr dr ′
∥∥∥∥

2

H⊗H

= α4
H

∫
[0,1]8

(
1− (s ∨ r ∨ ε)−2H )(

1− (t ∨ r ′ ∨ ε)−2H )
× (

1− (s′ ∨ u ∨ ε)−2H )(
1− (t ′ ∨ u′ ∨ ε)−2H )

× |r − r ′|2H−2|u − u′|2H−2|s − s′|2H−2

× |t − t ′|2H−2 dr dr ′ dudu′ ds ds′ dt dt ′,

and one can show that the latter quantity is asymptotic to log(1/ε) for ε converging
to zero. This concludes the proof.�

REMARK 4. An analog of Proposition 7 for the caseH = 1
2 is proved in

Peccati and Yor (2004b).

3.2. Quadratic functionals of a Brownian sheet.We now extend the results
of Deheuvels and Martynov (2004) and Peccati and Yor (2004a) to the case of a
Brownian sheetW on [0,1]n, that is,

W = {W(x1, . . . , xn) : (x1, . . . , xn) ∈ [0,1]n}
is a centered Gaussian process with covariance function

E[W(x1, . . . , xn)W(y1, . . . , yn)] =
n∏

i=1

(yi ∧ xi).

Note that the Gaussian space generated byW can be identified with an
isonormal Gaussian process onL2([0,1]n, dx1 · · ·dxn).

In particular, we are interested in the limiting behavior of the two functionals,
defined, respectively, for vectorsβ = (β1, . . . , βn) such thatβi > −1 and for
ε > 0,

Aβ =
∫
[0,1]n

dx1 · · ·dxn

(
n∏

i=1

x
2βi

i

)
W(x1, . . . , xn)

2,

Bε =
∫
[ε,1]n

dx1 · · ·dxn

(x1 · · ·xn)2W(x1, . . . , xn)
2,

whenβ converges to(−1, . . . ,−1) andε converges to zero. We recall that, due
again to Jeulin’s lemma, with probability 1,

lim
β→(−1,...,−1)

Aβ = lim
ε→0

Bε = +∞.
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REMARK 5. The law of the random variableAβ , for a fixed vectorβ and for
n = 2, is studied in detail in Deheuvels, Peccati and Yor (2004).

Now, for everyβ and for everyε, we write the Wiener chaos decompositions of
Aβ andBε which are given by

Aβ =
n∏

i=1

(2βi + 2)−1 +
n∏

i=1

1

2βi + 1
I2

(
n∏

i=1

(
1− (xi ∨ yi)

2βi+1)),

Bε =
(

log
1

ε

)n

+ I2

(
n∏

i=1

(
(xi ∨ yi ∨ ε)−1 − 1

))
,

where I2 now stands for a double Wiener integral with respect toW. Then,
calculations analogous to those performed in the previous section yield, thanks
to Theorem 1, another CLT.

PROPOSITION8. Let the above notation and assumptions prevail.

(i) Whenβ → (−1, . . . ,−1),

n∏
i=1

(2βi + 2)1/2

(
Aβ −

n∏
i=1

(2βi + 2)−1

)

=
n∏

i=1

(2βi + 2)−1/2

(
n∏

i=1

(2βi + 2)Aβ − 1

)

converges in distribution to
√

2nN(0,1), where N(0,1) indicates a standard
Gaussian random variable, and also(

∏n
i=1(2βi + 2)Aβ − 1) converges to zero

in L2.
(ii) Whenε → 0, (

log
1

ε

)−n/2(
Bε −

(
log

1

ε

)n)

converges in distribution to
√

2nN(0,1).
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