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A Monte Carlo study of spectroscopy in nanoconfined solvents
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The absorption and fluorescence spectra of a model diatomic molecule with a charge-transfer
electronic transition are simulated. The effect of confining the solvent in which the diatomic
molecule is dissolved is examined by comparing results for solutions contained within hydrophobic
spherical cavities of varying siZeadii of 10—20 A. The effect of solvent polarity is also considered

by comparing results of simulations with GHand CH,CN solvents. The spectra, solute radial and
angular distribution functions, and free energy surfaces in the solvent and radial solute position
coordinates are presented and discussed. It is found that the solute position in the cavity critically
affects the absorption and fluorescence spectra and their dependence on cavity size. The
implications of these results for time-dependent fluorescence measurements are discusz@oR ©
American Institute of Physics[DOI: 10.1063/1.1505436

I. INTRODUCTION There have been relatively few studies that compare the
solvation dynamics in a range of confinement frameworks.
It is now possible to synthesize nanometer-sized cavitie®ne example is the work of Bhattacharyya and co-workers
in sol-gels! zeolites, organic, and inorganic supramoleculanyho have measured the time-dependent Stokes &hifh
assemblie$,reverse micelleS,vesicles, and even proteifis. g0 ps resolutionof the same dye molecule, Coumarin 480,
This gives strong impetus to improving our understanding of solventless zeolite®, aqueous micellet, and in water
chemical reactions and spectroscopy in nanoconfined Sobools in a sol—gel matri¥ and vesicles® Due to their lim-
vents. For example, these cavities might serve as vessels jfad time resolution they are only able to probe longer-time
which chemical reactions take place in the small pool ofsqjyation dynamics which they found depend strongly on the
solvent allowed in the restricted space. It is not difficult to o \yyironment. For example, the long-time decay-8 ns in
imagine that the dynamics of such reactions can be signififhe sol—gel matri®? 0.6—2.4 ns in micellegusing different
cantly affected by the characteristics of the cavity incmdingsurfactanm” 11 ns in vesicled® and ~15.4 ns in the sol-

the size, shape, flexibility, and interactions with the SOIVenR/entless zeolite¥ (The solvent relaxation dynamics for
and/or reactants. Ideally, one wishes to control the ChemiStr&oumarin 480 in bulk agueous solution takes place in 310
not only by manipulating what species are allowed in thefs.?’g) Clearly, the presence of a solvent and the constraints

cavity but a]so by. designing the cavity propertles. HOweverplaced on the solvent by the structured environment strongly
to accomplish this a better understanding of the effect o : . .
modify the solvation dynamics.

nanoscale confinement and the cavity characteristics on re- . 20 . :
Levinger and co-worket§~?° have carried out time-

activity and spectroscopy is needed. . .
: pependent fluorescence experiments on a variety of reverse
Chemical processes that are strongly coupled to the sol- . .
micelles using Coumarin 343 as a probe molecule. They

vent, typically those involving charge transfer such as elec]—c 4 that th ation d ) ltinle ti
tron and proton transfer reaction§should be most affected oun at the solvation dynamics occur on muftiple time
by confinement of the solvent. Thus they should exhibitscales and are slower than in bulk or eltsec}golyte solutions
some of the most interesting phenomena and provide th¥Ith the longest time constant100-350 ps. _They have

greatest opportunity for manipulating the chemistry. Forinvestigated the effect of changing the identity or presence of

these processes the limited number of solvent moleculed® (_30“12tzeor'°ﬁ'5’19 the polar solvent in tqg reverse micelle
geometric constraints of a nanocavity, and solvent cavity ininterior;**® and the surfactant molecuté:® They attribute
teractions may have dramatic effects on both the energetid§® solvation dynamics to different water types present in the
and dynamics. This is one of the motivations for the study of €verse micelle. The relative proportion of these water types
charge-transfer spectra presented in this paper. depends on the water content, and hence the size, of the
The structure and dynamics of solvents in nanocavities€verse micelle. Based on comparisons with electrolyte solu-
of various types have attracted increasing attention in recedtons they assert that the solvation dynamics in the reverse
years>’~8There have been numerous experimental studieBlicelles is not governed solely by water—ion interactions but
of confined neat liquids® and of solutes in confined involves a significant contribution from the restricted
solvents’~2” Of particular interest for the present work are environment:>8
several investigations of solvation dynamics in a wide vari-  Theoretical work on confined solvents has focused pri-
ety of nanocavity systems that have probed the timesmarily on the structure and dynamics of pure solvéhits®’
independent and time-dependent spectrostdpyf chro-  or reverse micelle systefts® with only a few studies of
mophores dissolved in the confined solvents. solvation dynamic$!®>3® most notably recent work by
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Bagchi and CO_Worke,g Senapati and Chand?’g, and TABLE I. The parameters for the interaction models of the solute and sol-
Faeder and Ladan;’ﬁ’ vent molecules used in the Monte Carlo simulations are given. The param-

. . eterse ando define the Lennard-Jones interactiogshe site charge, and,
Senapati and Chandfawere apparently the first to the distance between the site listed and the previous site.

simulate the solvation dynamics in a nanoconfined solvent.
Their system consisted of a Stockmayer fluid in a spherical Site e (kcal/mol) o (A) q rij (A)
nanocavity (similar to the one used herand a Lennard-

Jones solute that is chargéekcited statgor neutral(ground  Ground state solute
statg. They found that the solvation dynamics in a nanocav-A 0.3976 35 +0.1
ity exhibits a similar inertial relaxation, though with a B 0.3976 35 -01 3.0
smaller amplitude, to that in the bulk solvent. In contrast, thexcited state 03976 - 05
long-time relaxation is~4 times slower in the nanocavity g 0.3976 35 f0:5 30
than in the bulk.
More recently, Faeder and Ladafisimulated time- Solvents
dependent fluorescence dynamics in model aqueous revergH3I (Ref. 4D 0.2378 3.77 +0.25
micelles and hydrophobic cavities. Their hydrophobic cavity,” 0.5985 383  -025 216
model3* developed by Linse and Halfé s the same as that CH.CN (Ref. 42
used here; the reverse micelle model consists of the sante; 0.207 3.775  +0.15
cavity framework with anionic headgroups and cationic® 0.150 365  +028 1458
0.170 3.2 -0.43 1.157

counterions addetf. The solvation dynamics were studied N
using an anionic diatomic probe molecule with symmetri-
cally (ground stateu=0) or asymmetrically(excited state,

g:7'7§ D)fd'sttr:'blfj.te? zch:_;\rge. The(;/ sw;;ulated.tthtt_e SOlv‘?(;t'OEThe solute is a model diatomic moleculeereafter denoted
ynamics for the first 2 picoseconds after excitation and o as AB) with parameters adapted from a system used previ-

tained results that were relatively independent of the size OEusly by Carter and Hynd&.It consists of Lennard-Jones

the reverse micelle. In add|t|_on_, the dynam!cs in the mode nd Coulombic interactions; the model parameters are given
reverse _mlcelles were very similar to those in the hydrophog, tapje | The Lennard-Jones parameters are the samfe for
bic cRavme?I. - t al38 dat i wate th andB, and are independent of the electronic state. The two
ecently, Turneretal.— used a transition state teory gqcyronic states are related by a charge-transfer transition
approach to. calp ulate .reactlon rate constants for the ., with the ground state relatively neutrgk=1.44 D and the
—2HI reaction in confined solvents. However, they Cons'd'excited state quite polap=7.1 D). For generality the elec-

ered only one polar solvent and assumed that the reactah nic structure is described in terms of a two valence-bond

and transition state geometries and the activation bameétate model with each valence-bond state having fixed

were unaffected by the solvent. As a result, their study onlyCharges and the excited state 2 eV higher in energy than the

examined the case where the reaction was weakly coupled ound state. However, the electronic coupling between the
t_he solvent and they found weak solvent effects on the rea /alence-bond states is taken to be only 0.01 eV so that these
tion Ira'f[tra]_constant. imulati f the ab " dq 1 charges are essentially those of the ground and excited states,

n this paper simulations ot the absorption an uores'respectively. Thus, these simulations involve effectively
cence spectra of a solute molecule with a charge-transfq xed charges in the two electronic states

transition are presented. This represents one of the simplest

. " S M%fants are significantly differen¢é=7 for CH;l and =35 for
Impact many areas of chemistry by providing important Ir]'CH3CN. Interaction potentials, consisting of Lennard-Jones
sights !nto the I_arger _class of solvent-coupled ProcesSe3ind Coulombic interactions, have previously been developed
T_hese Investigations W'l.l help to uncover some of the_pOSTor these molecules. We have used the rigid molecule models
sible phenomena that might be observed and to determine tqu Freitaset al*! for CH,l and Jorgensen and BrigBsfor
effect of the various cavity characteristics on reaction dy'CH3CN. In both interaction models the methyl groups are

namics and spectroscopy. treated as a “unified atom.” The parameters defining the in-

The remainder of this paper is sFructured as followg: Th?ﬁeraction models for the solute and solvent molecules are
model solute, solvent, and nanocavity system is described 'Biven in Table |

Sec. II. The details of the application of the Monte Carlo The interactions of the solute and solvent molecules with

sfimulation method to _calculate_ the spectra, distribution func; e cavity walls involve only Lennard-Jones interactions. We
tlons,_ and f_ree energies are given |n_Sec. M. 'I_'he results Ofdopt the model developed by Linse and H&llend subse-
the simulations are _presented and dlscusse_d in Sec. IV. Fb'uently used by Faeder and Ladafyn which the Lennard-
nally, some concluding remarks are offered in Sec. V. Jones interaction is averaged over the cavity surroundings.
The result is a potential that depends only on the radial dis-
tance of the Lennard-Jones site on the molecule from the
In this paper simulations of a solute dissolved in a sol-center of the cavity>*We use the same parameters as Ref.
vent confined inside a spherical nanocavity are presente®@4: oy =2.5A, eyy=0.46 kcal/mol. The cavity radius,

II. NANOCAVITY SYSTEM
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TABLE II. The number of molecules\, in the nanocavity is given for - even when this is greater than the final desired radius. The
both the CHI and CH;,CN solvents as a function of cavity radi,,,. The radius is then reduced during a warm-up period in which it is
number includes the solvent molecules and the single solute molecule.
reduced by 0.1 A every 100 cycld$ cycle=N,, steps.
Nimol Once the desired radius is reached, the equilibration contin-
ues until a total of 400 000 cycles have been completed, fol-

Reau (A) Chdl Ch.CN lowed by 4000000 (3000000 cycles for the CHi
10 16 16 (CH3CN) simulations during which data is collected.
12 30 30
15 64 63
20 164

A. Free energies

Free energy surfaces as a function of the solute position
R.ayis taken to be 10, 12, 15, or 20 A. In each simulation theare calculated using thermodynamic integraftbf?. This ap-
density of the solution inside the cavity is taken to be ap{roach is necessary to accurately obtain the free energy at
proximately the same for a given solveftiut different for  radii where the solute molecule is infrequently found. In this
CHgl and CHCN). The volume used in calculating this den- approach, a Monte Carlo simulation is carried out with the
sity is obtained by reducing the nominal cavity radius bysolute molecule frozen at a fixed position in the cavity and
0.50,4 to approximately account for the excluded volufae the average radial force on the solute molecule center-of-

quantity that changes significantly with cavity size mass,
oU
I1l. MONTE CARLO SIMULATIONS 0 f dqf dp( — (9_) e AH(p,a)
r
Monte Carlo simulations of a single solute molecule in <Fr>:< - W> = , (3.2
nanoconfined Ckl and CH,CN solvents were carried out f dqf dpe AH(PO

and the results, including the absorption and fluorescence

spectra, distribution functions, and free energies, are prds calculated, where is the distance of the solute center-of-
sented in Sec. IV. Solute molecules in both the ground andnass from the center of the spherical cavity. The Helmholtz
excited states in nanocavities of varying size were simulatedree energy can then be obtained by integration of the aver-
providing absorption and fluorescence spectra as well as digge force over the radial distance,

tribution functions and free energies useful in interpreting the ]

spectra. All simulations were carried out at a temperature of A(f)ZA(fo)—f dr(F,). (3.3

298 K. The absorption and fluorescence spectra are calcu- "o

lated by a goldg:-n rule approach, in which the spectral intenp, practice, the average force is calculated at 0.25 A intervals
sity is given by in the radial coordinate. Each Monte Carlo simulation to cal-

|(w)°<(|Mexgr|25(Eex— Egr_ﬁw», (3.1 culate the average force consists of 400000 equilibration

- . . cycles and 2000000 cycles over which the average is com-
Here(---) indicates a thermal average with the solute in the y y 9

d(excited state for the absorptiofi puted.
ground(exci ed's ate for the absorp iofiluorescencespec- , Two-dimensional free energy surfaces as a function of
trum anduey g is the transition dipole moment. The transi-

. . ) the solute radial coordinate and collective solvent coordinate
tion dipole moment is that for a two valgnce-bond S_taFeare calculated from this same set of simulations. The solvent
model,_ however, due_ o the S”T'a” eI(_actromc coupling, it 'Scoordinate is defined as the difference in the ground and
essentially constant in these simulations. Thus, the SPECUR cited state interaction energies between the solute and the
represent the distribution Of. energy ga@x—Eg,, EXPEr-  solvent. Since the only difference between the ground and
enced by the solute due to interactions with the Surroundln%xcited state interactions of the solute molecule with the sol-

;dolvgnt.l(:'hehcaV|ty V\:ja“ |3tera§:t|czjns W'E[; the.SOIUIi are yent molecules is due to the different charges, the solvent
identical for the ground and excited stajeEhe primary fo- coordinate can be calculated as

cus here is on the position and widths of the spectra, not the
relative intensities. Hence the proportionality constant im- AE=Eg—Eg, (3.9

plicit in Eq. (3.1) is taken such thall(pg,) =1, Wherew s, whereEg, andE,, are the ground and excited state energies.

'S th‘?hf;es?r%irllacii/o?]tsv;/:Iggn:‘ri]r?eg]f(;]l\s/g{]tlss ;gﬁﬁ:;gg}%mm aThermodynamic integration is not used to compute the free
. . energy as a function of the solvent coordinate. Rather, a
bulk solvent configuration. The number of moleculls,,,

X o . straightforward histogram approach is used. For each simu-
to be enclosed in the cavity is calculated from the deswecf g 9 P

density.(Table Il lists the number of molecules for each sol- ation with a solute molecule fixed at a specific valuer of
Y. N required for the thermodynamic integration discussed above,
vent and cavity siz¢. ThenN,,, molecules are selected from

. ' . . we histogram the occurrences of the solvent coordinate val-
the bulk solvent configuration by including those that fall 9

insid herical cavitv. Th nter of th herical cavit iues. This gives a distribution function of the solvent coordi-
slde a spherical cavily. 1he center of Ihe spherical cavity ate,P(AE;r), from which the free energy can be obtained
chosen such that the solute is included, however the distance

of the solute from the center is chosen randomly. Initially, theas
cavity radius is made large enough to inclidg, molecules AA(AE;r)=—kgTInP(AE;r). (3.5
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T fluorescence spectra are significantly broader than the ab-
sorption spectra but the widths are also fairly independent of
cavity size at~123 nm.

The fluorescence spectra are consistent with the intuitive
idea that the solvent polarity increases with the cavity size

0.8

,30-6 7 and the number of solvent molecules. The dependence of the
E solvent polarity on the cavity size was calculated in a previ-
= 04 - ous theoretical study by Senapati and Chafldod the di-

electric constant of confined water in similar spherical nanos-
cale cavities. Using the SPC/E water model for which the
bulk dielectric constant ig=72, they found that the dielec-
tric constant increased from=39 for a 6.1 A radius cavity
to e=60 for a 12.2 A radius cavity. Thus, making the cavity
bigger is analogous to increasing the solvent polarity in a
bulk system. The shifts in the fluorescence spectrum as the
L N LI cavity radius is increased can therefore be attributed to the
ANY ® | better solvation associated with a larger, and perhaps less
K constrained, solvent pool. This argument should apply
0.8 I/,'I Y ] equally well to the absorption spectrum yet this is not ob-
i N 1 served. Additional information is necessary to understand
- this difference between the absorption and fluorescence spec-
tra as discussed in Sec. IVB.
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M A | 2. CH4CN solvent

02l /-I" N N The absorption and fluorescence spectra for a solute
,/'.’ NS | molecule in CHCN solvent are shown fdR.,,~ 10, 12, and
3 N 15 A in Fig. 1Ab). The dependence of the absorption and
0 ™00 B0 500000 Tio0 1200  fluorescence spectra on the cavity radius is qualitatively the
A (nm) same as for the CHl solvent. Specifically, the fluorescence
spectrum shifts to longer wavelengths with increasing cavity
FIG. 1. The calculated absorption and fluorescence spectra for a solutgize while the absorption spectrum is hardly affected. The

molecule in(a) CHsl (density, p=1.4 g/cni) and (b) CH;CN (density, . .
p=0.4 g/cnm?) are shown for nanocavities of different sizes. The spectram‘a)('mum in the fluorescence Spectrum  0Cccurs Agfax

shown are for solute molecules in cavities of radius 1(sdlid line), 12 A =869, 888, and 893 nm fdR.,,=10, 12, and 15 A, respec-
(dashed ling 15 A (dot-dashed ling and 20 A(dot-dot-dashed line, GH  tively. The maximum in the absorption spectra is within 1
only). nm of A ,,,=650 nm for each cavity radius. Thus, the solvent

polarity does not qualitatively affect the spectra. The primary

guantitative difference is that the spectra are shifted to longer

wavelengths, by~7 and ~100 nm for the absorption and

fluorescence spectra, respectively. This result is the same as

would be expected for bulk solvents as the polarity is in-

creased. The spectra of the solute indCN are also broader

IV RESULTS AND DISCUSSION than those in the CH solvent, with absorption and fluores-

A. Absorption and fluorescence spectra cence spectrum full widths at half maximum ef80 and
~180 nm, respectively.

This approach only allows an accurate calculation of the fre
energy surface near the equilibrium value of the solvent co
ordinate.

1. CH3l solvent

The absorption and fluorescence spectra for a single sog_ so|ute radial densities
ute molecule in CHl solvent in cavities of radiusR;,,
—10, 12, 15, and 20 A are shown in Figial Clearly, the 1 CHal solvent
absorption and fluorescence spectra have distinctly different The probability distributions for the solute molecule
behavior as a function of the nanocavity size. The fluoreseenter-of-mass position are shown in Fig. 2 as a function of
cence spectrum shifts consistently to the (kohger wave- the distance from the cavity wall. Distributions are given for
lengths with increasing cavity radius. The fluorescencethe molecule in its ground and excited states and for cavities
maximum is A\ ma=776, 790, 798, and 804 nm fdR.,  of radius 10, 12, 15, and 20 A. These distributions are nor-
=10, 12, 15, and 20 A, respectively. In contrast, the absorpmalized so that the integral of the probability distribution
tion spectrum changes little with increasing cavity radius; theover all radial distance§.e., the probability of finding the
absorption maximum is within 1 nm of,,,,=643 nm for all  solute molecule in the cavityis one. It is important to note
cavity radii. The width of the absorption spectrum is alsothat these distributions are representative of the solute posi-
essentially independent of the size of the nanocavity, the fultions that contribute to the absorption and fluorescence spec-
width at half maximum is~65 nm for all cavity radii. The tra. It is for this reason that we plot the probability distribu-
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0.7 different than those for the ground state. The most probable
i @ location of a solute molecule in the excited state is in the
0'6_ I interior of the cavity. As the cavity size is increased, the most
S 05 \ N probable position for the solute moves farther from the wall
o " and the distribution broadens. For the smaller cavitieg,
§ 04 1’ - =10 and 12 A, there is still a significant probability of find-
g, ll"‘-\ ing the solute near the cavity wall. However, this probability
203 ;] 7 decreases as the cavity size increases and for a 20 A radius
-§ R cavity is quite small. Since the interactions of the solute in its
& 02 ./' Il ground and excited state are the same except for the atomic
o1 f Vs | charges, the differences in the probability distributions be-
1 NS ] tween the electronic states can only be due to electrostatic
ok ‘.5 3 :1,6— L= r--._—_-..f‘.l s me effects. The large charges of the excited state solute molecule
\ are better solvated in the cavity interior, surrounded by a
Distance from the Cavity Wall (A) .
complete shell of solvent, than near the cavity wall.
0.3 —— ; The different dependence of the absorption and fluores-
(b) cence spectra on the cavity size can be attributed to the dis-
0.25 ,’ “ 7 tinctly different distributions of solute positions in the
T \\ ground and excited states. Since the most probable solute
o 02 PR q position is against the cavity wall in the ground state its
§ / '\‘_\ environment, consisting of only a partial solvation shell,
go.ls /1 \ — does not change much witR.,,. This is reflected in the
ﬂg e J\}.\ absorption spectrum which is effectively independent of the
g 01 A A ‘\ ‘-\’.\ e . cavity radius. On the other hand, the solute is primarily in the
~ H ‘,-/ 7 Vs . cavity interior in the excited state and the position distribu-
0.05 Il/’ 7 Y ‘.\ N, - tion shifts further from the wall aR.,, increases. This shift-
N AN < TS N ing of the distribution and the increasing effective solvent
0 o ('5 — 1'0 S ?4~ EE— polarity with increasing cavity radid$lead to a consistent

. redshift in the fluorescence spectrum.
Distance from the Cavity Wall (A)

FIG. 2. The radial probability density is plotted for a solute molecule in the
(a) ground andb) excited state in nanocavities of different size. Results are
shown for a solute molecule in GH(p=1.4 g/cn?) in cavities of radius 10

A (solid line), 12 A (dashed ling 15 A (dot—dashed line and 20 A(dot—
dot—dashed line

2. CH3CN solvent

The probability distributions for the solute molecule po-
sition as a function of distance from the cavity wall are
tion rather than the radial densipy(r). Note that the fall-off  shown in Fig. 3 forR.,,=10, 12, and 15 A. These distribu-
in the distributions at large distances from the wall, i.e., thoseions are qualitatively the same as for a solute molecule in
approachingR.,,, is due to the decrease in the available CH;l solvent. Specifically, the ground state probability dis-
volume for the solute molecule. tribution, shown in Fig. &), is sharply peaked near the cav-

Focusing first on the probability distributions for the sol- ity wall for all cavity sizes. The distribution becomes broader
ute in its ground electronic state, shown in Figg)2the most  and the maximum shifts slightly to longer distances as the
probable solute molecule position is near the cavity wall,cavity radius is increased.
independent of the cavity radius. However, the distributionis ~ The probability distributions for the excited solute,
broader for larger cavity radii, indicating that the probability shown in Fig. 8b), indicate that the molecule is most likely
of finding a solute molecule away from the wall increasesto be found in the interior of the cavity independent of the
with cavity size. It is important to note that there are tworadius. As for the CHl results, the distribution broadens and
effects that contribute to this probability distribution: the the probability of finding the solute near the wall decreases
space available for the solute molecule at a given distancas R.,, increases. In addition, there is a slight shift in the
from the center of the cavitfwhich is proportional to 4rr2) position of the largest peak toward greater distances from the
and the dependence of the free energy on the solute positiomall.
(considered in Sec. IV D Obviously, there is more space Based on the comparison of the simulation results with
available for the solute molecule near the cavity wall thanthese two solvents with roughly equal numbers of molecules
near the center of the cavity and this contributes to the large the cavity, the solvent polarity has a very small effect on
probability of finding the solute molecule near the wall. the solute radial probability distributions. There are no quali-
However, as discussed in Sec. IVD free energy considertative differences and the quantitative differences are minor.
ations play a role here as well. The effect of the solvent polarity is discussed further in Sec.

The probability distributions for the solute molecule in IV D where the free energy as a function of the solute posi-
its excited electronic state, shown in FigbR are distinctly  tion in the cavity is considered.
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FIG. 3. Same as Fig. 2 but for GBN solvent(p=0.4 g/cnd). (No results cos ©

are shown foRe,=20A.) FIG. 4. The angular probability density is plotted for a solute molecule in
the (a) ground andb) excited state in nanocavities of different size. See the
text for the definition of the anglé. Results are shown for a solute molecule

o in CH,l (p=1.4 glcn) in cavities of radius 10 Asolid ling), 12 A (dashed
C. Solute angular distributions line), 15 A (dot—dashed line and 20 A(dot—dot—dashed line
The probability distributions for the angle of the solute
molecule bond with the surface normal of the cavity wall are
shown in Fig. 4. The distributions are shown as a function of

cosd for the solute in the ground and excited eIecnomcreﬂect the greater probability in larger cavities of finding the

states in CHl solvent in cavities of radius 10, 12, 15, and 20 . L o . .
A. The angled is that between the vector from the molecule _solut_e in the c_aVIty_lnterlor and |nd|qate that in _the. _caV|ty
center-of-mass to the nearest point on the cavity wall and thg]terlor any orientational preference is at best significantly
A-B vector. It is defined such that cés-1 (cosf=—1) cor- wea_llfﬁr. lar distributi for th ited stat lut

responds to thé B molecule perpendicular to the cavity wall € angular distributions for the excited state solute

with B(A) nearest the wall. The solute bond parallel to theMolecule, shown in Fig. @)’ are more uniform than those
wall corresponds to cag=0. for the ground state. A distribution for a molecule with no

For a solute molecule in the ground state the angu|apreferential orientatior? W_ou_ld_ be a constant value of 0.5 for
probability distribution is centered about a®s0, indicating &/l Cos6 values and this limit is approached fBga,~20 A.
that the most probable orientation is parallel to the cavityThe distributions for all cavity sizes indicate that the orien-
wall. This result is consistent with the radial probability dis- tation of the solute molecule is more likely to have the nega-
tributions discussed in Sec. IVB in that a solute moleculetively chargedB atom pointing toward the cavity wall. This
near the cavity wallthe most likely position in the ground Preferential orientation becomes less pronounced as the cav-
state would be expected to lie parallel to the uncharged wallity size increases. In contrast to the distributions for the
The angular distribution is slightly asymmetric with a small ground state solute molecule, only for the 10 A cavity is
preference for the negatively chargBdto be closer to the there a significant peak at cs-0. For this cavity radius, the
wall. In addition, the angular distribution broadens as themost probable solute molecule orientation is parallel to the
cavity radius is increased. This is also consistent with thewall. This is a reflection of the greater likelihood of finding
radial distributions which broaden as the cavity size is in-the solute molecule near the wall f&,,~10A, as shown
creased. Thus the angular distributions shown in Fig) 4 in Fig. 2b).
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FIG. 5. The radial free energy is plotted for a solute moleculéitground ~ FIG- 6. The same as Fig. 5 but for the GBN solvent(p=0.4 g/cnf). (No
and(b) excited state in nanocavities of different size. Results are shown foresults are shown faR =15 A.)

a solute molecule in CHil (p=1.4 g/cni) in cavities of radius 10 Asolid

line), 12 A (dashed ling and 15 A(dot—dashed line

1. Ground state

For the ground state solute molecule the position of the
global minimum in the free energy surface is relatively inde-
pendent of the cavity size, occurring at a distance-df25

The Helmholtz free energy as a function of the distancéA from the cavity wall forR.,,=10 and 12 A and at-4.5 A
of the solute center-of-mass from the cavity wall in LH for R.,,~=15A. There is a free energy barrier, or local maxi-
solvent is shown in Fig. 5 foR ,,= 10, 12, and 15 A. Analo- mum, for the solute to move into the interior of the cavity at
gous free energy curves are shown in Fig. 6 for thggCNM  ~7 A for R.,,=10 and 12 A and at~7.25 A for Ry,
solvent forR.,,~= 10 and 12 A. Results are presented for both=15A. The height of this barrier decreases with the cavity
ground and excited state solute molecules. The minimum isize and is~1.1, 0.75, and 0.5 kcal/mol fdrR.,,~= 10, 12,
each free energy curve has been set to zero for purposes afd 15 A, respectively. This barrier and the undulations in
comparison. the free energy curves at large distances reflect the ordering

As noted in Sec. Il A, the free energies presented heref the solvent into layers near the solvent-cavity wall inter-
are calculated by thermodynamic integration. The free enerface.
gies can also be calculated from the probability distributions  The small charges on the ground state solute molecule
shown in Figs. 2 and 3 in a manner analogous to that useshean that it has a smaller dipole moment than a solvent
for the solvent coordinatesee Eq(3.5 and Sec. IVE The  molecule. As a consequence, the free energy is lowest when
free energy as a function of the solute position obtained irthe less polar solute is near the hydrophokiocharged
this way is in good agreement with the results obtained byvall and only solvent molecules are in the cavity interior.
thermodynamic integration except for positions where theThat is, the solvent prefers to solvate another solvent mol-
probability of finding the solute is smalé.g., in the ground ecule in the cavity interior rather than the solute molecule.
state at large distances from the cavity wallhe samplingin  As illustrated in Figs. 2 and 5 this preference becomes
these regions is insufficient to accurately obtain the free enweaker as the cavity radius is increased. Even for the small-
ergy, thus we have used thermodynamic integration whiclest cavity the free energy difference for a solute molecule
does not suffer from this difficulty. near the wall versus in the cavity interior is less than 1 kcal/

D. Free energy versus solute position
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mol, not a large difference given th&gT~ 0.6 kcal/mol. = T
The strongly peaked probability distributions shown in Fig. 2 f“""‘“’
therefore can be attributed to a cooperation between the en-
ergetic effects and the available space at a given radial posi-
tion in the cavity.

The free energy curves for the ground state solute mol-
ecule in the CHCN solvent shown in Fig. @) are qualita-
tively the same as the GHsolvent results. Relatively small
guantitative differences exist in the position of the global
minimum and the height of the barrier to movement of the
solute into the cavity interior. The free energy is a minimum
at a distance 0f-4.0 and 4.25 A for the 10 and 12 A radius
cavities, respectively. This is 0.25 A closer to the wall than in
the CHyl solvent for the 10 A radius cavity and the same for
the 12 A cavity. The barrier occurs at7.0 and 7.5 A with a
height of 1.2 and 0.9 kcal/mol foR.,,=10 and 12 A, re-
spectively. This is 0.1-0.15 kcal/mol higher than in theCH
solvent. These results indicate that for a ground state solute
molecule the primary effect of the solvent polarity is to hold
the molecule more tightly to the wall. However, the energy
differences involved are relatively small despite the large
change in solvent polaritfe=7 for CHs;l and €=35 for
CH;CN).

o N O

o & b L

-10

FIG. 7. Contour plots of the two-dimensional free energy surfaces are
2. Excited state shown for the solute molecule in tii@) ground andb) excited state in the
o . . CH;l solvent with R.,=15 A. The horizontal axis is the distance of the
The minimum in the free energy for the excited statesolute center-of-mass from the cavity wall in A and the vertical axis is the

molecule occurs in the cavity interior for every cavity radius solvent coordinateAE, in kcal/mol. The spacing between contours is 0.3
considered as can be seen in Fih)5The minimum for the  kcal/mol.
R.a=10 A cavity occurs at the largest distance from the walll

for which we have calculated the free energy, 8.0 A. For theb : F—
: " L2 ecomes less pronounced for larger cavity radii. This effect
12 and 15 A radius cavities, the global minima occur at 9.0 P g y

and 12.75 A, respectively, though the free energy curve igzg&l}s% bFei seen in the solute radial probability distributions
) . S X gs. ) and 3b).
relatively flat in the cavity interior. In sharp contrast to the
ground state free energy curves there is a significantly unfaE F ;
vorable free energy for the solute near the cavity wall which™ ree energy surtaces
increases withr.,,. The energy is lower for the solute in the Two-dimensional free energy surfaces as a function of
cavity interior relative to near the cavity wall by1.2, 1.5, the solute distance from the cavity wall and the collective
and 1.7 kcal/mol forR.,,=10, 12, and 15 A, respectively. solvent coordinate are shown as contour plots in Fig. 7.
The dipole moment of the solute in the excited state is sigThese free energy surfaces present a more complete picture
nificantly larger than the dipole moment of a solvent mol-of the system than can be obtained from one-dimensional
ecule. Thus, the excited state solute with a large dipole moplots of the free energy as a function of the solvent coordi-
ment is best solvated in the interior where it is surrounded byate alone. This is particularly important in attempting to
a full solvent shell. It is more favorable for the solvent to infer something about the time-dependent fluorescence based
solvate the excited state solute than a solvent molecule. Then the present results. Note that the position of the free en-
probability distributions shown in Figs(l® and 3b) are the ergy minimum changes between the ground and excited
result of competition between the free energy considerationstates in both the solute positidas seen in Sec. IV Dand
and the 4rr? factor accounting for the available space. the solvent coordinate. Thus, upon excitation from the
As for the ground state solute results, the free energground state both the solvent coordinate and the solute posi-
curves are qualitatively the same for the {Ltand CHCN  tion will have nonequilibrium values in the excited state. The
solvents. The free energy in the @EN solvent shown in subsequent relaxation dynamics would then be expected to
Fig. 6(b) is only weakly dependent on the cavity radius. It involve the usual solvent reorientatiamd movement of the
has a global minimum in the interior of the cavity for both solute toward the interior of the cavity. We would expect that
R.a=10 and 12 A and a significant barrier for the solute tothe solvent reorientation dynamics should occur on a signifi-
be at the cavity wall. This barrier is1.5 kcal/mol for both  cantly faster time scale than the solute motjatich will be
cavity radii shown; this is 0.3 kcal/mol higher than for the diffusive in nature. This would lead to solvation dynamics
CH;l solvent for R.,,=10A and roughly the same for the occurring on multiple time scales; this is a common obser-
two solvents folR.,,= 12 A. Thus, the higher polarity of the vation in experimental studies of solvation dynamics in con-
CHs;CN solvent results in a greater preference for the excitedined solvents. However, to our knowledge no solvation dy-
state solute to be in the cavity interior but this polarity effectnamics have previously been associated with the diffusive
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movement of the solute in either experimental or theoretical
studies. We are currently carrying out molecular dynamics
simulations of the time-dependent fluorescence to verify this
prediction. Whether this phenomenon is occurring in con-o
fined solvent systems that have been or are being investi&
gated experimentally is unclear at present. However, even ilg
this is not the case, one could imagine designing confinec,
solvent/solute systems that will exhibit such behavior. One g
caveat is that the solute position distributions depend on thé3
geometry of the nanocavitie.g., cylindrical versus spheri- &
cal), an effect that we are currently investigating.

It is useful to discuss this prediction in the context of the
two previous simulations of time-dependent fluorescence in
nanoconfined solvents. Senapati and Chandra chose a
atomic solute with an electronic transition that involved the
creation of a charg® It seems likely that they would have
observed similar behavior to that predicted here if they had
not fixed the position of the solute near the cavity wall in
their simulations. Faeder and Ladanyi simulated the time-_
dependent fluorescence of a model solute quite similar to thag
used here, including a charge-transfer transition with a com-3
parable change in the dipole moménHowever, their solute
was an anion and therefore had strong interactions with the
solvent in both the ground and excited states. Hence, the@
did not observe a significant dependence of the distributionz
of solute positions on the electronic state.

It is apparent from Fig. 7 that the equilibrium value of
the solvent coordinate depends strongly on the solute posi
tion in the excited state. This should also affect the relaxation
dynamics probed in time-dependent fluorescence experi Solvent Coordinate, AE (kcal/mol)
ments. In the ground state the shift is significantly smaller.

Furthermore. the for nstant for motion in th " nFIG.8. The free energy as a function of the solvent coordinate is shown for
urthermore, e lorce consta 0 ouo e solve tthe solute molecule in th&) ground andb) excited state in Ckl solvent

coordinate also appears to depend upon the solute positiofith R, 15 A. Results are shown for fixed solute center-of-mass positions
This is verified by taking slices through the free energy sur-of 4.5 A (solid line/solid circley 8.0 A (dashed linefopen circlgsand 11.5
face along the solvent coordinate for different solute posi/ (dot-dashed line/open squarémm the cavity wall. The lines represent
. . adratic fits to the calculated results indicated by the symbols.
tions. Three such slices are presented for the ground ant!
excited state in Fig. 8. The calculated free energies are indi-
cated by the symbols and quadratic fits to the data are shown
as lines. In all cases the quadratic fits describe the calculated
free energy curves well. From these quadratic fits we calihcreases ad decreases. The values for the ground and ex-
extract a force constant in the solvent coordinate that decited states are virtually the same except fbe11.5A
pends on the solute positioks(d): wherek, is larger in the excited state. In fact, for the excited
1 statekg(d) appears to have reached its minimum value by
AA(AE,d)=AAg(d) + 3ky()[AE-AE(d)]*, (4. d=8.0A whereas for the ground stakg(d) continues to
whered= R, is the distance of the solute center-of-massdecrease ad increases.
from the cavity wall. This force constant is a measure of how ~ These results for the dependence of the solvent force
tightly the solvent coordinate is held to its equilibrium value constant as a function of the solute position suggest that the
or alternatively, the difficulty for the solvent to undergo a Solvent molecules that surround the solute when it is near the
fluctuation away from equilibrium with the solute charges.cavity wall are more constrained due to interactions with the
Hence, larger values d indicate more constrained solvent cavity surface. Naturally, these constraints are more weakly
interactions with the solute. felt in the cavity interior where the behavior may be ex-
The solvent force constants obtained for the ground stateected to be more like that in a bulk solvent. Previously,
solute molecule areky(d=4.5A)=0.179 (kcal/mol) %, Carter and Hyné$ observed in bulk solvent simulations that
k(d=8.0A)=0.133 (kcal/moly!, and ky(d=11.5A) the solvent force constantis larger in the excited state than in
=0.113 (kcal/moly . For the excited state solute, the force the ground state for a charge-transfer transition. The present
constant has values dé,(d=4.5A)=0.176 (kcal/moly!, force constants ai=11.5A are consistent with this result.
ks(d=8.0A)=0.132 (kcal/mol)!, and k(d=11.5A) Atdistances closer to the wall the constraints imposed by the
=0.134 (kcal/mol) *. Clearly the force constant does de- cavity surface appear to dominate since no difference is ob-
pend upon the position of the solute in the caviky(d) served in the force constants in the ground and excited states.
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V. CONCLUDING REMARKS shape, dimensionality, flexibility, and interactions with the
We have carried out simulations of the absorption and'solvent, solute, and/or counterionsnakes it difficult to
fluorescence spectra of a model diatomic solute with 6{ranslate studies of one system into predictions for another.
charge-transfer transition in spherical hydrophobic nanocavi\-/\_/hlle the important variable of cavity size is explored here,

ties. The absorption and fluorescence spectra have a differe l{nulatlong on qr)Iy one nanocavity type—rigid, Sphe”"?"
drophobic cavities—are presented. A great deal more in-

dependence on the cavity size. The fluorescence spectrum yaropn . : o
redshifted as the cavity radius is increased while the absorﬁ'—esugat'On wil pe required _to qlevelop a unified understa_md-
tion is essentially unchanged. This behavior is attributed tg"9 (iffthe cherrlllcal dynamics in the diverse set of confine-
the difference in the distribution of solute molecule positionsmen rameworks.

probed in the absorption and fluorescence spectra. In the less

polar ground state the solute is more likely to be found neaRCKNOWLEDGMENTS
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