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ABSTRACT

Previous large-eddy simulations (LES) of stratocumulus-topped boundary layers have been exclusively set

in marine environments. Boundary layer stratocumulus clouds are also prevalent over the continent but have

not been simulated previously. A suite of LES runs was performed for a case of continental post-cold-frontal

stratocumulus observed by the Atmospheric Radiation Measurement Program (ARM) Climate Research

Facility (ACRF), located in northern Oklahoma. Comparison with fixed, ground-based sensors necessitated

an Eulerian approach in which it was necessary to supply to the model estimates of synoptic-scale advection

and vertical motion, particularly given the quickly evolving, baroclinic nature of the synoptic environment.

Initial analyses from the Rapid Update Cycle model supplied estimates for these forcing terms.

Turbulent statistics calculated from the LES results are consistent with large-eddy observations obtained

from millimeter-wave cloud radar. The magnitude of turbulence is weaker than in typical marine stratocu-

mulus, a result attributed to highly decoupled cloud and subcloud circulations associated with a deep layer

of negative buoyancy flux arising from the entrainment of warm, free-tropospheric air. Model results are

highly sensitive to variations in advection of temperature and moisture and much less sensitive to changes in

synoptic-scale vertical velocity and surface fluxes. For this case, moisture and temperature advection, rather

than entrainment, tend to be the governing factors in the analyzed cloud system maintenance and decay.

Typical boundary layer entrainment scalings applied to this case do not perform very well, a result attributed

to the highly decoupled nature of the circulation. Shear production is an important part of the turbulent

kinetic energy budget. The dominance of advection provides an optimistic outlook for mesoscale, numerical

weather prediction, and climate models because these classes of models represent these grid-scale processes

better than they do subgrid-scale processes such as entrainment.

1. Introduction

Boundary layer clouds exert a strong cooling effect on

the large-scale radiation budget and have been identi-

fied as a leading cause of uncertainty in global climate

model (GCM) estimates of future climate change sce-

narios (e.g., Bony and Dufresne 2005; Medeiros et al.

2008; Williams and Webb 2009). Marine stratocumulus

and stratus are particularly noteworthy because at any

given time they cover ;25% of the world’s oceans

(Charlson et al. 1987). These extensive cloud-topped

boundary layers reside in regions of subsidence off the

western continental coasts and are energetically driven

largely by cloud-top radiative cooling.

Cloud-topped boundary layers also accompany mid-

latitude synoptic disturbances. Using a combined analysis

of satellite and reanalysis data, Field and Wood (2007)

found that low clouds frequently accompany midlatitude

baroclinic wave cyclones. Although the analysis of Field
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and Wood was restricted to the four midlatitude oceanic

regions (North and South Atlantic and North and South

Pacific), the Warren Cloud Atlas (Warren et al. 1986)

confirms that low clouds are common over midlatitude

continental regions, with average cloud amounts (defined

as the frequency of occurrence times the amount when

present) ranging from 9% to 16% and 6% to 9% for

stratocumulus and stratus, respectively, over the cen-

tral Great Plains region of the United States. These cloud

amounts are in general agreement with the annual time-

averaged cloud amounts for low clouds over the same

region given by Lazarus et al. (2000), who reported low-

cloud amounts of 23.0% (synoptic cloud reports), 27.8%

(combination of the Belfort Laser Ceilometer and Micro-

Pulse lidar), and 21% [International Satellite Cloud

Climatology Project (ISCCP); Rossow and Schiffer

(1991)]. Given the ubiquity of synoptic disturbances in the

midlatitudes, these low clouds may exert a distinct radia-

tive cooling signature similar to marine stratocumulus.

Although their globally integrated effect is unknown, two

significant differences between continental and marine

stratocumulus reduce the radiative impact of the conti-

nental clouds. First, the albedo of the land surface (par-

ticularly when snow covered) is higher than the albedo of

the ocean surface. Thus, the albedo difference between

cloud and the surface will be lower over continental re-

gions. Second, although our study considers a nocturnal

cloud case, the downwelling shortwave radiation in con-

tinental clouds may be smaller relative to marine clouds,

which are most widespread during the summer months.

Large-eddy simulation (LES) has long been used to

investigate cloudy boundary layers in an idealized ex-

perimental framework. Deardorff (1980b) and Moeng

(1986) are perhaps the seminal works applying three-

dimensional LES to marine stratocumulus. Countless

other LES studies of stratocumulus have followed, es-

pecially noteworthy being the extensive model inter-

comparisons organized under the Global Energy and

Water Cycle Experiment (GEWEX) Cloud Systems

Study (GCSS) boundary layer working group frame-

work (Moeng et al. 1996; Bretherton et al. 1999; Stevens

et al. 2005; Ackerman et al. 2009). With the exception

of studies investigating the growth of shallow cumulus

convection over land (e.g., Brown et al. 2002; Zhu and

Albrecht 2003; Neggers et al. 2007), the predominance of

LES work has focused on maritime boundary layer clouds

in barotropic (or equivalent barotropic) atmospheres. The

assumption of barotropy makes a Lagrangian framework

practical because it has the advantage of not requiring

estimates of large-scale horizontal advection of tempera-

ture or moisture.

Mechem et al. (2010, hereafter MKS) documented a

continental stratocumulus cloud system associated with

the post-cold-frontal region of a midlatitude synoptic

cyclone sampled by the Southern Great Plains (SGP)

Atmospheric Radiation Measurement Program (ARM)

Climate Research Facility (ACRF) in northern Oklahoma

(Fig. 1). They employed the technique of large-eddy

observations (LEOs) (Kollias and Albrecht 2000) us-

ing millimeter-wave cloud radar to characterize not

only mean cloud properties, but also the transient, rap-

idly evolving features associated with turbulent bound-

ary layer eddies. Cloud radar showed vertical coherent

cloud structures. Variance and skewness profiles of the

vertical velocity implied a cloud-layer circulation driven

by cloud-top radiative cooling and decoupled from the

subcloud layer. Vertical velocity variance, taken to be

related to turbulent intensity,1 was small relative to

typical marine stratocumulus. MKS employed upper-air

soundings and initial analyses from the Rapid Update

Cycle (RUC) model (Benjamin et al. 2004a,b) to char-

acterize the thermodynamic structure and synoptic-scale

forcing accompanying the cloud and turbulence struc-

tures. Cloud properties (e.g., liquid water path, cloud-top

height) were strongly modulated by the synoptic-scale

forcings; however, the relative importance of advection

(temperature and moisture), synoptic-scale vertical ve-

locity, and surface fluxes of heat and moisture was not

clear. From the observations alone it was not possible to

ascertain the leading factors that govern the structure and

evolution of these cloud systems.

The spatiotemporal relationship of these clouds to the

cyclone structure highlights the importance of the hori-

zontal transport, synoptic-scale vertical motion, and surface

fluxes. Investigations of continental clouds, particularly

those tied to Eulerian frameworks such as the instru-

mented suite at the SGP ACRF, necessitate estimates of

these forcings. Xu et al. (2005) and Xie et al. (2005)

compared a number of cloud-resolving model simula-

tions of midlatitude frontal systems over the ACRF with

forcings constrained by the synoptic-scale budget terms

in the vicinity of the ACRF. The models had some suc-

cess in representing prefrontal, frontal, and postfrontal

cloud and precipitation fields, but the coarse horizontal

grid spacing in the models (2–3 km) was not able to re-

solve the turbulent dynamics of the boundary layer.

Smaller grid spacings are necessary so as to improve fun-

damental understanding of the continental cloud-topped

boundary layer.

1 Strictly speaking, turbulent intensity is a nondimensional

measure of turbulence defined by taking the square root of the

vertical velocity variance, divided by the mean wind speed (Stull

1988). This quantity is problematic when considering vertical mo-

tion, since the mean vertical velocity is near zero.
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With this requirement in mind, we present results from

a series of LES runs conducted under widely varying

synoptic-scale forcing conditions. Here we apply LES to

the MKS case of continental stratocumulus, located in

the postfrontal region of a midlatitude synoptic distur-

bance. This case was chosen because of its persistence

(.9 h) and its apparent similarity to other low-cloud

systems observed over the ACRF. The overarching

questions motivating our work are the following:

d To what extent does the LES capture the flow structure

sampled by the cloud radar large-eddy observations?
d What are the similarities and differences between this

continental case and what we know of marine cases

from the multitude of oceanic LES studies in the lit-

erature?
d What processes predominantly govern the structure

and evolution of continental stratocumulus clouds?
d To what degree of accuracy must we know the forcings

(e.g., synoptic-scale temperature and moisture advec-

tion, and vertical velocity) in order to correctly repre-

sent continental stratocumulus in an Eulerian modeling

framework?

2. Model configuration

All simulations were conducted using the System for

Atmospheric Modeling (SAM), version 6.4 (Khairoutdinov

and Randall 2003). SAM solves prognostic equations for

total water and liquid water static energy and is formulated

using anelastic dynamics with model variables discretized

on a staggered Arakawa C grid. The momentum equa-

tions are integrated forward in time using a third-order

Adams–Bashforth method, and the advective scheme of

Smolarkiewicz and Grabowski (1990) ensures that the

scalar fields remain positive definite and monotonic. The

subgrid-scale model is based on the 1.5-order turbulent ki-

netic energy (TKE) closure model of Deardorff (1980b).

For these simulations we specify simple moist satu-

ration adjustment for which any instantaneous super-

saturation is immediately diagnosed into a condensate

field. The simple treatment of microphysics neglects pre-

cipitation and any associated dynamical feedbacks, an

assumption justified by the fact that the cloud system

under study is nonprecipitating. Although recent work has

drawn attention to the importance of cloud droplet sedi-

mentation, even for nonprecipitating clouds (Ackerman

FIG. 1. GOES IR imagery for 0645 UTC 8 Apr 2006. The star represents the location

of the SGP ACRF.
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et al. 2004; Bretherton et al. 2007) we neglect sedimen-

tation as being of secondary importance relative to the

strong baroclinic forcings (temperature and moisture ad-

vection) and a hypothesized greater relative sensitivity of

entrainment to other effects such as model grid spacing at

the inversion. The cloud is furthermore assumed to be

composed solely of liquid droplets. Although the top of

the cloud at times reaches temperatures as low as 218C,

very few ice phase particles will be nucleated at temper-

atures this high.

The simulation takes place during nocturnal conditions,

and longwave radiative transfer was calculated every time

step using the two-stream, broadband, mixed-emissivity

approach from Herman and Goody (1976), as applied in

Wyant et al. (1997) and Khairoutdinov and Kogan (1999).

Simulations are performed on a 128 3 128 3 128 grid

with a horizontal grid spacing of 35 m and a time step of

1 s. This grid configuration gives a horizontal domain

size of 4.4 3 4.4 km2. Although undoubtedly too small in

area to resolve the mesoscale variability present in the

radar observations (MKS), this configuration results in

statistics virtually identical to a 512 3 512 simulation

with 16 times the area. The model employs a stretched

grid in the vertical, ranging from 10 m at the surface to

18 m in the middle of the boundary layer, and is reduced

to 10 m in the range of the inversion (960–1300 m). Al-

though other studies (Bretherton et al. 1999; Stevens et al.

2005) have found that vertical grid spacings of 5 m or less

are required to correctly represent entrainment, sensi-

tivity simulations show that finer grid spacings make very

little difference in this particular case. Lateral boundary

conditions are periodic, and the top boundary at 2 km is

a rigid lid. To damp spurious waves and reflections off

the top boundary, a Rayleigh damping (sponge) layer is

applied over the top 25% of the model domain. All

simulations are run for six hours, with most of the sta-

tistics evaluated over the 3–4-h and 5–6-h periods.

a. Initial conditions and forcing for the control
simulation

Our simulations are based on the low-cloud system

accompanying the surface cyclone that passes over the

ACRF on 7–8 April 2006. These low clouds appear in

the IR imagery largely as horizontally homogeneous and

only slightly colder than the underlying surface (Fig. 1).

We are predominantly interested in the period from

0600 to 1000 UTC when the cloud system was non-

precipitating and evolving rather slowly (Fig. 2 in MKS).

Figure 2 illustrates three successive soundings taken

during the time period of interest. The soundings generally

indicate a well-mixed boundary layer, about 1 km deep,

with a sharp inversion of ;8.5 K delineating the boundary

layer from the free troposphere. The cloud layer is in-

dicated by a layer of condensational warming (with po-

tential temperature and vapor mixing ratio increasing and

decreasing with height, respectively) ranging from 500 to

1050 m (AGL) where potential temperature u increases

with height and vapor mixing ratio qy decreases with

height. From a simple thermodynamic perspective, these

soundings would likely be classified as nearly well mixed,

but we will demonstrate using large-eddy simulation that

the boundary layer is decoupled into distinct cloud and

subcloud layers.

The separate cloud and subcloud layers are apparent

in the moisture field (qy) as well, although the subcloud

moisture profiles are less well mixed than the tempera-

ture profiles. The mixing ratio profiles do not exhibit the

large reduction in moisture across the inversion typically

FIG. 2. Soundings of potential temperature, water vapor mixing ratio, and wind components taken at the ACRF Central Facility at the

indicated times (UTC) on 8 Apr 2006. Note that LST 5 UTC 2 6 h. Solid circles represent estimates of cloud base and cloud top for each

sounding time. Thick black lines represent the idealized sounding (formulated using liquid water potential temperature ul and total water qt)

that serves as the model initial condition.
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observed in marine stratocumulus (e.g., James 1959;

Brost et al. 1982; Nicholls 1984). In fact, 2 of the 3

soundings contain notable spikes of 1–2 g kg21 over

a depth from 100 to 200 m above the inversion. Specu-

lating, we attribute this feature to wetting of the hu-

midity sensor as it passes through the cloud (Lorenc

et al. 1996), though typically sensor wetting is ac-

companied by a spurious cooling of the temperature

profile once the sonde passes through the cloud. Kim

et al. (2005) show a number of soundings over the ACRF

that exhibit similar increases in qy across the inversion

but also accompany a natural transition to higher free-

tropospheric humidity, which suggests that the layer of

high moisture content in our case is spurious. Subsidence

is typically a stabilizing mechanism, acting to strengthen

(make more negative) the moisture gradient across the

inversion. In this case, the vertical moisture gradient in

the free troposphere is quite small, so any subsidence

present will enhance the moisture gradient only mini-

mally. Except for the lowest 250-m layer, the y momen-

tum is constant with height, whereas u exhibits about

13 m s21 of shear over the 1-km-deep boundary layer.

Over the 3-h period during which the soundings were

taken, the post-cold-frontal boundary layer cools and

dries with time. From 0533 to 0743 UTC, the tempera-

ture inversion appears to sharpen considerably. There is

no clear tendency of boundary layer deepening (or be-

coming more shallow), which is consistent with the up-

per cloud boundary as observed by cloud radar (Fig. 2 in

MKS). The cloud thins with time, in this case manifested

by ascent of cloud base. In a mixed layer framework, a

boundary layer with constant moisture that cools results

in a thicker cloud because of the decrease in equilibrium

(saturation) mixing ratio. In this particular case, how-

ever, the drying overwhelms the cooling (Fig. 7 in MKS),

ultimately resulting in the cloud thinning.

From the observed soundings in Fig. 2, we construct

a simplified sounding to initialize the model. The ther-

modynamic profiles most closely match the 0743 UTC

sounding, chosen because it represents a time when the

cloud system was most steady. The idealized temperature

sounding is characterized by a well-mixed boundary layer

topped by an 8.5-K temperature inversion and a stably

stratified free troposphere. Boundary layer moisture is

also assumed to be well mixed. Based on the reasoning

outlined above that the observed 100–200-m moist

layer above the inversion was spurious, we assume that the

mixing ratio profile above the inversion decreases gradu-

ally with height at a rate indicated by the observations.

To specify the downwelling longwave radiative flux at

the model upper boundary, we assume a water vapor

path of 4.3 kg m22, calculated from the observational

soundings. This value results in a downwelling longwave

flux at the model domain top consistent with that cal-

culated from soundings using the more complicated

delta-four-stream radiative transfer method of Fu and

Liou (1992, 1993) over the full depth of the troposphere.

Surface fluxes were obtained from the eddy-correlation

instrument located at the SGP site. The variability in both

heat and moisture fluxes from the surface was remark-

ably small during the period of interest, so we imposed

constant surface fluxes for the duration of the simula-

tion. Surface sensible heat was assumed to be negligible

(0 W m22), and the latent heat flux was assumed to be

20 W m22. The surface stress, obtained from momentum

fluxes observed by the eddy-correlation instrument, was

imposed as a constant value, 0.4 m2 s22.

LES for marine stratocumulus is typically conducted

in a Lagrangian framework, moving with the flow (e.g.,

Moeng et al. 1996; Stevens et al. 2005; Ackerman et al.

2009). In barotropic environments associated with marine

stratocumulus, explicitly accounting for the horizontal

advective tendencies is unnecessary. Our continental case,

on the other hand, requires the advective forcings for two

reasons. Since the LES is compared with observations at

a fixed point (e.g., cloud radar, microwave radiometer), an

Eulerian framework is necessary. Furthermore, a mid-

latitude synoptic cyclone is by definition baroclinic, with

wind and advection terms that vary with height.

Horizontal advective tendencies of temperature, mois-

ture, as well as the vertical velocity at the ACRF location,

are estimated from the RUC model, denoted by ‘‘C’’

in Fig. 3. The RUC horizontal temperature advection in

Fig. 3 at 0600 and 0900 UTC indicates cold advection at

low levels (below 600 m at 0900 UTC) transitioning to warm

advection in the layer up to 2 km. Although drying might

be expected in a post-cold-frontal environment, the RUC

values vary widely, ranging from 21 3 107 kg kg21 s21 to

an increase of 0.6 3 1027 kg kg21 s21. (These values cor-

respond to synoptic-scale drying of 20.36 g kg21 h21 and

moistening of 0.22 g kg21 h21, respectively.) The synoptic-

scale vertical velocity obtained from the RUC model is

characterized by weak upward vertical motion whose in-

tensity varies in time and space (Fig. 5 in MKS). The

variability in both magnitude and sign of the vertical ve-

locity differs from the predominant subsidence associ-

ated with marine stratocumulus. Because of the small

magnitude of the vertical velocity, it was assumed to be

zero for the control simulation.

b. Experimental configuration for the sensitivity
experiments

Recognizing that this case of continental stratocumulus

was associated with baroclinic environments character-

ized by strong time-dependent advective forcing and

heterogeneous spatial structures, we formulated a suite of
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simulations to explore the sensitivity of continental

boundary layer cloud systems to changes in forcing. The

gray lines in Fig. 3 denote the forcings associated with

the advective tendencies and vertical velocity for a num-

ber of sensitivity runs. All the simulations are summa-

rized in Table 1.

Two sensitivity simulations were performed, each vary-

ing the horizontal temperature advection profile (Fig. 3a).

In these simulations, the temperature advection at the

surface remains at the same value as the control simulation

(21.1 3 1024 K s21 or 20.40 K h21), whereas at z 5

2 km it is varied from 0.0 K s21 to 2.2 3 1024 K s21

(0.79 K h21). All the profiles of temperature advection,

including for the control simulation, affect not only

the temperature but also the vertical stratification. The

u2 profile, for example, is the most stabilizing of the

three.

Four simulations varying horizontal moisture advec-

tion were run. In these experiments (summarized in Fig.

3b and Table 1) we imposed four different values of

moisture advection, each constant in height and ranging

from 21.0 3 1027 to 0.4 3 1027 kg kg21 s21 (corre-

sponding to synoptic-scale drying of 20.36 g kg21 h21

and moistening of 0.14 g kg21 h21, respectively). Two

sensitivity experiments were performed using different

values for temperature advection.

Four profiles of vertical motion were imposed, each

corresponding to constant values of synoptic-scale diver-

gence. Although the RUC indicates that the magnitude of

the vertical motion was small at these two particular times

(20.005 Pa s21), Fig. 4b in Field and Wood (2007) sug-

gests that larger values of vertical velocity can accompany

stratocumulus (from 0.02 to 0.2 Pa s21 at z 5 2 km, cor-

responding to divergence values from 1026 to 1025 s21).

The subsidence magnitudes chosen for the v1 and v4

simulations correspond to modest values of divergence

of 61.25 3 1026 s21.

Two suites of simulations varying surface fluxes were

conducted. In the LE simulations, we imposed latent

heat flux values of either 0 or 40 W m22, and in the H

simulations sensible heat flux was assumed to be 10 or

20 W m22.

3. Control simulation

Mean profiles for the control simulation (Fig. 4), cal-

culated over two 1-h intervals, show the boundary layer

deepening with time at a rate of 0.84 cm s21 (the en-

trainment rate because the imposed subsidence is zero).

The specific intervals of 3–4 h and 5–6 h were chosen for

comparison with profiles from the W-band cloud radar

(Figs. 6 and 7 in MKS). The potential temperature

FIG. 3. Large-scale forcing obtained from the RUC analysis and applied to the simulations. (a) Potential temperature tendency;

(b) mixing ratio tendency; (c) vertical velocity. Dotted and dashed lines represent the RUC profiles at 0600 and 0900 UTC, respectively.

The dark solid line denoted ‘‘C’’ indicates the forcings applied to the control simulation. The gray lines denote forcing profiles corre-

sponding to different sensitivity simulations described in the text and summarized in Table 1.
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profile exhibits a slight increase near 650 m, which is

often present when the cloud layer decouples from the

subcloud layer. In the control simulation, the stratifica-

tion of the liquid water potential temperature ul profile

is also consistent with the profile of potential tempera-

ture advection (warm advection over cold advection).

Despite the fact that our initial moisture profile was

constant with height (see the well-mixed boundary layer

moisture profile in Fig. 2), the moisture profile evolves to

be slightly stratified, similar to the observations. The

profile dries with time, an effect arising directly from the

synoptic-scale advective tendency of moisture, because

drying via entrainment is weak. Peak liquid water content

decreases with time, as does cloud thickness (although it

is difficult to determine this visually from the ql profile in

Fig. 4). The u and y wind profiles exhibit a similar de-

coupled behavior suggested by the temperature profile,

with momentum well mixed in the cloud layer and then

stratified below.

Mean profiles of higher-order moments and turbulent

fluxes from the LES control simulation provide more

insight into the evolution of the flow (Fig. 5). The pro-

nounced minimum in the variance (w9w9) profile between

600 and 700 m is consistent with the decoupling of the

cloud and subcloud layers, suspected from the liquid water

potential temperature profile in Fig. 4. The turbulence

TABLE 1. Summary of LES simulation parameters for the control and sensitivity simulations. The simulation prefixes u, Q, v (at z 5

2 km), LE, and H represent simulations in which temperature advection, moisture advection, synoptic-scale vertical velocity, surface

latent heat flux, and surface sensible heat flux are varied from the control simulation, respectively. For visual clarity, each simulation in the

table reflects only the quantity that was changed from the control simulation.

2V�$u 2V�$qy v LE H t

(1024 K s21) (1027 kg kg21 s21) (Pa s21) (W m22) (W m22) (m2 s22)

Control 21.1 to 1.1 20.3 0.0 20 0.0 0.4

u1 21.1 to 0.0

u2 21.1 to 2.2

Q1 21.0

Q2 20.4

Q3 20.2

Q4 0.4

v1 0.0025

v2 0.001

v3 20.001

v4 20.0025

LE1 0.0

LE2 40

H1 10

H2 20

FIG. 4. Mean profiles of liquid water potential temperature (ul), total water (qt), liquid water mixing ratio (ql), u, and y, taken over the

indicated intervals.
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associated with the upper peak in w9w9 from 900 m to

1 km in Fig. 5a is most likely driven by cloud-top cooling,

whereas the weaker, lower maximum at 100–150 m is

probably driven by shear (since the sensible heat flux H

in the control case is zero) and a weak contribution to

buoyancy from the surface moisture flux. A TKE bud-

get presented in section 5 will confirm that turbulence in

the subcloud layer is predominantly driven by shear.

The skewness (w9w9w9)/(w9w9)3/2 profiles in Fig. 5b also

imply two distinct dynamics: a cloud layer, driven in

a top-down fashion by longwave radiative cooling (as in

Moyer and Young 1991), and a subcloud layer driven by

surface-based mechanisms (some combination of shear

and buoyancy). The simulation furthermore demon-

strates the transition from negative values of skewness at

cloud base to positive values at the top of the cloud,

FIG. 5. Mean profiles of (a) vertical velocity variance (w9w9), (b) skewness [(w9w9w9)/(w9w9)3/2], (c) buoyancy flux

(rc
p
w9u9

y
), and (d) total water flux (rL

y
w9q9

t
) for the control simulation. The gray lines in (a) and (b) represent

variance and skewness at the indicated times, calculated from the ARM W-band cloud radar (WACR). See MKS for

details about the radar data processing.
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a behavior attributed by Moeng and Rotunno (1990) to the

combination of a small number of surface-based updrafts

able to penetrate vertically to the inversion along with

weak downdrafts covering a larger area. This transition

was not present in the large-eddy observations of MKS,

although it was observed for a different case by Kollias and

Albrecht (2000). The radar sampling strategy of Kollias

and Albrecht was optimized for specifically characterizing

low clouds, and we suspect their finer vertical gate spacing

of 28 m (relative to 42.9 m in MKS) played a role in

capturing this subtle boundary layer structure.

To evaluate the LES results, in Fig. 5 we overlaid

vertical velocity variance and skewness profiles from the

95-GHz W-band ARM Cloud Radar (WACR) (MKS).

Because of the lack of scatterers in the subcloud layer,

the radar gives data only for cloudy regions, and vari-

ance and skewness is not available below cloud base

(750 and 850 m for the two periods, respectively). Both

LES and WACR profiles are calculated over hour-long

periods. Relative to the WACR, the LES captures rea-

sonably well the evolution of the turbulent intensities in

this case (Fig. 5a). For the two analysis periods, the max-

imum variance from the WACR is 0.14 and 0.16 m2 s22,

compared with 0.13 and 0.15 m2 s22 from the LES.

The maximum in the LES profile corresponding to the

later period is noticeably deeper (;120 m) than for the

WACR profile, which can be attributed to the boundary

layer in the model deepening over this period at a greater

rate than the observed boundary layer deepens. This

discrepancy may be the result of the LES overestimating

entrainment, an underestimate in our choice for sub-

sidence, or our choice of averaging periods for the

WACR data. The fact that the model represents the

turbulent intensity well suggests that the entrainment

rate is not the culprit for the mismatch in boundary layer

depth between observations and model. We note that,

although the cloud fraction of the stratocumulus as a

whole is 100%, the cloud fraction at cloud top and cloud

base may be considerably less. The difference in how the

turbulent statistics are calculated between LES (over

the entire boundary layer) and WACR (over cloudy re-

gions only) may explain some of the discrepancy be-

tween LES and WACR statistics near the cloud base

and cloud top. The time series of radar data for this case

(Fig. 6 in MKS) indicates that the boundary layer depth

does not uniformly deepen over the 0600–1000 UTC

period but rather deepens over some periods and be-

comes more shallow over others, suggesting that more

accurately representing the synoptic-scale vertical mo-

tion in the model would be appropriate. The general

shape of the variance profiles are captured well, in par-

ticular the decrease in variance near cloud base that is

associated with decoupling.

Skewness, being a higher-order statistic, is noisier, but

Fig. 5b indicates that the LES captures the negative

skewness in the cloud layer (from 550 to 1150 m). As

mentioned above, the regions of positive skewness in

profiles near cloud top are not captured by the WACR,

though one data point at z 5 1150 m in the 0900–

1000 UTC profile hints at the transition to positive skew-

ness in the upper portion of the cloud.

The deep region of negative buoyancy flux (200–800 m)

over much of the subcloud layer (Fig. 5c) indicates that

a substantial portion of the boundary layer circula-

tion is thermodynamically indirect (cold updrafts, warm

downdrafts). Whereas a negative buoyancy flux just be-

low cloud base is one symptom of decoupling (Stevens

2000), it is less common to see such a pronounced deep

layer of negative buoyancy flux. This layer of negative

buoyancy is consistent with the bimodal w9w9 profile,

which best indicates that the cloud and subcloud layers

are largely two distinct circulations.

The absence of precipitation greatly simplifies the total

water flux (Fig. 5d). These profiles imply a moistening

due to turbulent transport from the surface up to 650–

700 m and a slight decrease with time from 700 m up to

the inversion. The advective drying (Fig. 3b), however,

is greater than this moistening, resulting in a net sub-

cloud (and boundary layer) drying.

Figure 6 compares 5 h of liquid water path (LWP)

calculated from the model to LWP obtained via retrieval

from the microwave radiometer described in MKS. The

simulation captures the long-term decrease (trend) in

LWP with the 62s envelope roughly representing the

short-term variability. The simulation does not capture

the variability at the intermediate scales (from 5 min to

4 h). These scales constitute mesoscale aspects of the flow

that the small model domain (4.4 3 4.4 km2) is unable to

resolve.

4. Sensitivity experiments

Figures 7 and 8 summarize the sensitivity simulations

specified in Table 1. As we will discuss, for the most part

the simulations respond predictably to changes in model

FIG. 6. Simulated LWP overlaid on the LWP obtained from the

microwave radiometer. The dark line corresponds to the mean; the

two outer lines correspond to the 62s interval.
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FIG. 7. Ensemble of all simulations, categorized by sensitivity simulation type. Each column represents a suite of simulations varying

the horizontal moisture advection, horizontal potential temperature advection, synoptic-scale vertical velocity, surface latent heat flux,

and surface sensible heat flux. The thick gray line signifies the control simulation. All profiles are calculated over the last simulation hour

(5–6 h). Rows correspond to liquid water potential temperature, total water, vertical velocity variance, and buoyancy flux. Where possible,

profiles corresponding to particular simulations are noted.
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forcing. The results support the conclusions of Stevens

et al. (1999) and Stevens and Feingold (2009), who argue

that specific mechanisms (e.g., the nonlinear relation-

ship between entrainment and boundary layer energet-

ics) serve to reduce the sensitivity of the simulation to

parameter changes. When applied to microphysical pa-

rameters, Stevens and Feingold refer to this reduced

sensitivity as aerosol–cloud–precipitation mechanisms

‘‘buffering’’ the boundary layer cloud properties. Applied

to our ensemble, this buffering process implies a reduced

sensitivity to changes in forcing.

We suspect our simulations generally respond pre-

dictably to changes in thermodynamic forcing (potential

temperature and moisture advection) because the buoy-

ancy reversal process does not appear to be active. As

originally conceived by Siems et al. (1990), buoyancy

reversal applies to a two-layer fluid in which some mix-

tures of air from the two layers are less buoyant than ei-

ther individual fluid. Buoyancy reversal is the mechanism

underlying cloud-top entrainment instability (CTEI), a

proposed positive feedback between entrainment and

evaporative cooling associated with mixtures of cloudy

and entrained free-tropospheric air. CTEI was originally

suggested by Lilly (1968) and more thoroughly developed

by Randall (1980) and Deardorff (1980a) as a mechanism

that can ultimately lead to the decay of a stratocumulus

cloud layer. Buoyancy reversal is a necessary but not suf-

ficient condition for CTEI (e.g., Yamaguchi and Randall

2008). Although Siems et al. (1990) and Gerber et al.

(2005) point out that the entrainment instability idea is

not supported by observational data, the buoyancy re-

versal criterion has physical meaning and serves as a

useful tool for stratifying buoyancy-driven cloud-topped

boundary layers (Moeng 2000).

Taken from Stevens et al. (2003) and framed in the

thermodynamic variables of the LES, the condition for

buoyancy reversal is

k [ 1 1
c

p
Du

l

LDq
t

. k
*

, (1)

where Dul and Dqt are the temperature and moisture

jumps, respectively, across the inversion. The parameter

k represents the relative contributions of evaporative

cooling and warming (resulting from entrainment) for

mixtures of cloudy and free-tropospheric air. The thresh-

old k
*

depends on cloud-top temperature and pressure,

and previous studies (Moeng 2000; Stevens et al. 2003)

employed the value developed by Randall (1980) (k
*

’

0.23) in his formulation of CTEI theory. For our con-

tinental stratocumulus case, cloud-top temperature

and pressure were 275 K and 870 mb, resulting in k
*

’

0.18.

We estimate the liquid water potential temperature

jump across the inversion in our case to be Dul ’ 8.5 K.

Assuming from our sounding that a moisture jump of

zero (Dqt ’ 0) leads to (1) being mathematically un-

defined. If, just for argument’s sake, we assume a moisture

jump of 21.0 g kg21, the buoyancy reversal parameter k

becomes 22.4, which still lies well within the stable re-

gime. In fact, given Dul ’ 8.5 K, Dqt would need to be

24.2 g kg21 for the buoyancy reversal condition in (1) to

be satisfied. Therefore, the buoyancy reversal mechanism

(and CTEI) does not apply to our case.

Figure 7 summarizes mean profiles over the last sim-

ulation hour for the sensitivity experiments. Although

we did not perform a rigorous quantitative sensitivity

analysis in the manner of Chlond and Wolkau (2000) and

Chlond et al. (2004), the comparison in Fig. 7 nevertheless

suggests to which parameters the simulations respond

most strongly.

The moisture series Q exhibits only modest spread

(Fig. 7), except for the moisture advection bookend

cases of Q1 and Q4, in which the final boundary layer

moisture is either dry or moist. The liquid water path in

Fig. 8 exhibits similar variation between the Q simula-

tions, with Q1 (characterized by strong dry advection)

becoming cloud free by 0800 UTC. Once the cloud

dissipates, cloud-top radiative cooling is no longer ac-

tive, and cloud-layer turbulence (as indicated in Fig. 7 by

the near-zero profiles of w9w9 and buoyancy flux w9u9
y

from 750 m upward) is greatly reduced. The shallower

boundary layer depth, visible in the profile of ul that is

nearly 125 m less than for the control simulation, is con-

sistent with the lack of turbulence in the upper boundary

layer and the resulting lack of entrainment at the

inversion.

Simulation Q4 behaves very differently from the other

runs in the Q series. In Q4, the boundary layer moistens

so much that liquid water content at cloud top becomes

1.2 g kg21, and the cloud extends to within 200 m of the

ground (ql profile not shown). Why does Q4 not contain

the typical midcloud maximum in w9w9, and why is the

buoyancy flux negative over much of the cloud layer

(from 550 to 1200 m)? The answer seems to lie in the

high moisture values in the boundary layer and free

FIG. 8. As in Fig. 6 but for all 15 simulations. Because their time

series differ so little from the control simulation, LE1, LE2, H1,

and H2 are not explicitly labeled.
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troposphere and the large liquid water content at cloud

top. For typical cloud-topped boundary layers, the cloud

top intrudes only slightly above the base of the in-

version. In such a case, radiative cooling acts on parcels

at the top of the boundary layer, with most of the cooling

taking place below the inversion. The cooling generates

negative buoyancy, which in turn drives the boundary

layer turbulence that indirectly results in the entrain-

ment of free-tropospheric air. In Q4, evidently, cloudy

air and the radiative cooling extend farther upward into

the inversion. When displaced upward, relative to the

control simulation, the radiative cooling acts directly to

cool the inversion rather than indirectly by driving cloud-

layer turbulence. The different partitioning, relative to

the control simulation, of the radiative cooling between

cloud layer and inversion suggests why turbulent intensity

and buoyancy flux in the upper boundary layer are small

in Q4. Without buoyant generation of turbulence in the

upper cloud layer that homogenizes the momentum

profiles, we speculate that the w9w9 peak of 0.2 m2 s22 at

325 m arises from the shear-generation mechanism acting

over the full depth of the boundary layer. Although the

simulation appears to be acting in a physically consistent

manner, it is an open question whether this behavior of

thicker cloud being associated with weaker turbulent in-

tensity is present in nature.

Relative to the control simulation, u1 is less stabiliz-

ing, while u2 is more stabilizing. The two sensitivity runs

behave predictably, with the final ul profile in u2 the

more stable of the two, ultimately resulting in a shal-

lower (;70 m) boundary layer, thinner cloud (see the

LWP in Fig. 8), and a reduced turbulent intensity over

most of the boundary layer.

In the v series, the simulation with the greatest sub-

sidence (v1) results in the shallowest boundary layer,

whereas the most positive vertical motion results in the

deepest boundary layer (with the difference in boundary

layer depth between v4 and v1 being approximately

65 m). Turbulent intensity, buoyancy flux, and thermo-

dynamic structure are largely similar in the v simulations,

indicating that for this particular case, synoptic-scale ver-

tical motion has little effect on the turbulent boundary

layer processes.

The LE sensitivity experiments most noticeably affect

the subcloud layer. Simulation LE2 noticeably moistens

this layer, with a maximum qt of 5.7 g kg21 at the sur-

face, and the greater moisture enhances the buoyancy of

surface-based updrafts. When the surface moisture flux

is zero (LE1), the qt profile is constant with height and

lacks the telltale increase within few tens of meters

above the surface. Although the difference in latent heat

flux between the three simulations is 40 W m22, the ef-

fect on cloud-layer turbulence is minimal because only

a small fraction the latent heat flux is realized as con-

densation in the cloud.

Sensible heat flux directly drives boundary layer tur-

bulence, which explains why H1 and H2 produce stronger

turbulent intensities, but the ultimate effect on entrain-

ment and boundary layer depth is rather subtle (H2 being

;20 m deeper than the control simulation).

The suite of sensitivity simulations indicates that our

continental boundary layer case is most acutely sensitive

to potential temperature and moisture advection. These

advective processes, particularly moisture advection, can

fundamentally change the nature of the boundary layer

circulation. On the other hand, synoptic-scale vertical

motion tends to affect only the boundary layer depth,

whereas latent heat flux predominantly influences the

subcloud moisture and turbulence. Varying the sensi-

ble heat flux H most directly influences subcloud-layer

turbulence, although H at night is most frequently

negligible.

5. Mixed layer scalings

The simulation ensemble naturally lends itself to

assessing whether scalings for entrainment rate (or flux)

lend themselves to this particular case. VanZanten et al.

(1999) summarized the work of Tennekes (1973) and

Turner (1973), who demonstrated that in a mixed layer

framework (zeroth-order model), entrainment rate we

scales with the convective velocity and inverse Richardson

number Ri21:

w
e
5 Aw

*
Ri�1, (2)

where A is a nondimensional entrainment efficiency

taken to be the fraction of the integrated buoyancy flux

that is applied to entrainment.

The Richardson number Ri is defined by

Ri [
(g/u

0
)Du

y
z

i

w2
*

, (3)

where Duy is taken as the difference in virtual potential

temperature over the inversion, which is at height zi. The

convective velocity scale is defined as usual as

w3
* 5 2.5

ðz
i

0

g

u
0

w9u9
y

dz. (4)

We present some of these scalings in Fig. 9. Although

most of the cloud LWP values are clustered near

100 g m22, the entrainment rate is only weakly correlated

with LWP (Fig. 9a). This broad behavior seems plausible,

given that for optically thick clouds larger LWP will
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increase the radiative flux divergence at cloud top only

negligibly. This weak correlation between entrainment

rate and LWP is consistent with the results from the

intercomparison of one-dimensional boundary layer

models discussed in Zhu et al. (2005), who found that

models with similar entrainment rates could have a wide

variety of LWP values.

Figure 9b indicates a clear relationship between

boundary layer vertical velocity variance, averaged over

the depth of the boundary layer and the last two hours

of the simulation, and entrainment rate. Lewellen et al.

(1996) found a similar relationship, though they scaled

the square root of the vertical velocity variance by the

Richardson number. For the sensitivity experiments,

parameters that lead to larger values of w9w9 are larger

moisture advection, advection of a less stable tempera-

ture profile, synoptic-scale upward vertical velocity, and

larger fluxes of heat and moisture. Of the individual cases,

the simulations where surface latent (LE) and sensible

(H) heat fluxes are varied seem to affect entrainment rate

very little. The reason for this insensitivity is almost cer-

tainly because the flow is decoupled, whereby these in-

creases in surface fluxes are not communicated in the

vertical to the upper layer. The larger fluxes do, however,

increase the turbulent intensity for the lower (subcloud)

layer.

The classical scaling in (2) fits the LES results poorly

(Fig. 9c). Given the similarity between the simulations

(Fig. 7), this result is rather surprising and suggests that

w
*

is not an appropriate velocity scale in this case, either

because the circulation is decoupled or because of the

possibility that shear production plays a role in gener-

ating boundary layer turbulence. We discuss the role of

shear production in section 6.

Why is the scaling relationship between we and mean

variance good (Fig. 9b), yet the classical mixed layer

scaling in Fig. 9c is much worse? The model boundary

layer is clearly behaving according to conventional wis-

dom: stronger turbulence leads to greater entrainment

rates. Our speculation concerning the poor performance

of the mixed layer scalings is centered on Fig. 10 and the

fact that in these simulations the convective velocity scale

w
*

is a very poor proxy for turbulent intensity. One

possible reason lies in the highly decoupled nature of the

flow, as evinced by distinct subcloud and cloud-layer

circulations visible in the vertical velocity variance and

buoyancy flux profiles in Figs. 5 and 7. This case clearly

violates the assumption of mixed layer theory that the

boundary layer be well mixed. In this case, much of the

circulation is thermodynamically indirect, in contrast to

typical buoyancy-driven boundary layers that convert

much of the potential energy into kinetic. We attempted

other closures for convective velocity scale—for example,

FIG. 9. Mixed layer scalings. Entrainment is plotted as a function

of (a) liquid water path, (b) boundary layer averaged vertical ve-

locity variance, and (c) convective velocity scaled by the inverse

Richardson number. Dashed lines represent best fits calculated via

linear regression. The best-fit parameters and the explained vari-

ance are listed on each panel. Note that the Q1 simulation is

omitted from the regression in (a) since LWP is zero. In (c) w
*

Ri21

is undefined for the Q1 and Q4 simulations, so they are omitted

from the best-fit calculation.
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the unorthodox approach of calculating the buoyancy flux

over the cloudy layer only or employing only regions of

positive buoyancy flux (in the upper layer) associated

with the thermally direct component of the flow. Un-

fortunately, none of our attempts based on w
*

alone re-

sulted in a satisfactory scaling for we.

Although using the scaling in (2) directly for clouds is

commonplace, other formulations have attempted to

account for cloud-top longwave cooling by including in

the scaling a portion of the radiative flux divergence

occurring in the inversion [see the excellent discussions

by Lock (1998) and Lock and MacVean (1999)]. In the

classical Lilly (1968) treatment, all of the radiative flux

was incorporated into the entrainment, which symbol-

ized that the radiative flux directly affected the inversion

temperature structure. Use of (2) for cloudy conditions,

on the other hand, assumes that the radiative flux con-

tributes totally to driving boundary layer turbulence

and thus only influences the entrainment rate indirectly.

Deardorff (1976) walked the middle ground and as-

sumed more generally that some portion of the flux di-

vergence applies to directly affecting the inversion:

w
e
5 Aw

*
Ri�1 1 ba

DF

Du
y

, (5)

where a represents the fraction of the cloud-top radia-

tive divergence occurring across the inversion, which

Deardorff took to be 0.5, and b ’ 0.5 is a weakly state-

dependent thermodynamic parameter. The two-term

scaling requires that a choice be made for the entrain-

ment efficiency A. We follow Caldwell and Bretherton

(2009) and assume A 5 1.1. Note that for dimensional

consistency the radiative flux difference DF is in units

of temperature (K m21 s21). The use of (5), whereby

a portion of the radiative flux was explicitly included in

the entrainment formulation, improves noticeably the

poor scaling based on w
*

alone (Fig. 11).

6. TKE budget

We calculated a TKE budget on the control simulation

in order to explore the different mechanisms responsible

for driving cloud- and subcloud-layer dynamics. The mean

TKE profile in Fig. 12a is fairly typical for a turbulent

boundary layer, with peaks in the upper cloud and near

the surface. The buoyancy term is positive in the cloud

(Fig. 12b), resulting from cloud-top radiative cooling, but

is negative and suppresses TKE generation in the sub-

cloud layer from 175 to 825 m. While negative buoyancy

flux is frequently present near cloud base, such a deep

layer is uncommon. The transport term vertically re-

distributes TKE and is largely out of phase with the TKE

itself (Fig. 12b). Over the subcloud layer, TKE transport

counteracts loss from buoyancy.

The most surprising result from the TKE budget is the

significant contribution of shear generation acting over

the entire depth of the subcloud layer. This finding is

consistent with the results of Zhu et al. (2001), who em-

phasized the importance of wind shear in the formation of

nocturnal continental stratocumulus cloud systems. The

role of the shear-generated turbulence might have been

astutely guessed, given the shear in the wind profiles (both

the LES in Fig. 4 and the original soundings in Fig. 2). Our

strong suspicion is that the boundary layer scalings, for-

mulated for buoyancy-driven boundary layer dynamics,

perform poorly when shear is a significant component in

the TKE budget. This result agrees with Tjernström and

FIG. 10. Relationship between the square root of the vertical ve-

locity variance and the convective velocity scale.

FIG. 11. Mixed layer scaling for entrainment rate based on

a combination of the convective velocity scaled by the inverse

Richardson number and a contribution of the radiative flux di-

vergence.
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Rogers (1996), who found that convective scalings fail

when shear production of TKE substantially exceeds

buoyancy production.

We note that the TKE budget is not completely con-

sistent with the Eulerian framework used in the simu-

lations. Formally, the TKE budget should include TKE

advection terms imposed from the large scale. What the

TKE budget represents, then, is the balance of processes

internal to the boundary layer that generate and dissipate

TKE. The budget serves as a tool to gauge the relative

importance of these terms.

Recognizing the role of shear production in the TKE

budget, we attempted to improve on (5) by evaluating

several scalings that incorporated both buoyancy and

shear. Conzemius and Fedorovich (2006) give a nice

summary of some of these scalings, which generally apply

to cloud-free convective boundary layers. Some of the

approaches that take into account shear incorporate

shear effects into a modified velocity scaling (e.g., Moeng

and Sullivan 1994; Pino et al. 2003) based on both w
*

and

u
*
, which suggests that the shear-generation process is

associated with the surface layer. To take into account

shear across the inversion Conzemius and Fedorovich

(2006) suggest a scaling such as [(Du2 1 Dy2)dzi/dt]1/3,

where dzi/dt is the entrainment rate and Du and Dy

represent ‘‘jumps’’ in the two wind components across the

inversion. These scalings did not result in improvement to

the scaling of (5) shown in Fig. 11. Certainly differences in

shear production do not explain the spread between the

cases since the shear in each case is largely similar.

To illustrate the role of shear we ran a simulation in

which the initial wind field was set to zero, removing all

shear arising from the mean wind. Figure 13 compares

this no-shear simulation with the control experiment.

As might be expected, the entrainment rate is dramati-

cally smaller in the no-shear simulation (0.51 versus

0.84 cm s21), leading to a shallower boundary layer

depth over the course of the simulation. Liquid water in

the no-shear simulation is greater, chiefly because of

the reduction of entrainment of warm air that raises the

saturation mixing ratio and thins the cloud layer. For

a similar reason, the vertical velocity variance w9w9 is

larger in the no-shear case since the entrainment of warm,

free-tropospheric air has been reduced. The deep layer of

negative skewness is consistent with boundary layers

predominantly driven by cloud-top cooling.

7. Summary and discussion

Previous LES approaches to stratocumulus-topped

boundary layers focused primarily on marine environ-

ments. We have presented a suite of simulations for

a case of continental stratocumulus observed over the

Southern Great Plains ARM site in northern Oklahoma

and documented in MKS. The cloud system was sampled

by a wide variety of instruments at the ACRF, including

FIG. 12. Mean profiles of (a) TKE and (b) TKE budget terms, calculated over the last

simulation hour (526 h). The region of light gray indicates the mean cloud layer.

DECEMBER 2010 M E C H E M E T A L . 3849



large-eddy observations from cloud radar. The observa-

tions, along with the RUC initial analysis, constrain the

synoptic-scale forcings necessary for applying LES in an

Eulerian framework.

LES results for the control simulation are for the most

part consistent with the observations. The evolution of

the LES thermodynamic and wind profiles is in reason-

able agreement with the observational soundings. LES

flux profiles are typical of an entraining stratocumulus

layer—negative buoyancy flux at cloud top and near

cloud base, both associated with entrainment; moisten-

ing and drying of the subcloud and cloud layers, re-

spectively; and a bimodal distribution in vertical velocity

variance, indicative of decoupling of the circulation be-

tween cloud and subcloud layers. The LES captures the

turbulent intensity observed by the radar, as indicated

by the vertical velocity variance. The negative skewness

profile in the cloud layer is consistent with turbulence

driven by cloud-top cooling. The LES profile contains

the shallow transition layer near cloud top where skew-

ness switches from negative to positive. This layer was not

consistently present in MKS but has been observed in

previous LEOs of stratocumulus.

One difference noted between this case and cloudy

boundary layers in the maritime environment was that

the continental case exhibited substantially weaker mag-

nitudes of in-cloud turbulence (see Table 1 in MKS for

a comparison with select marine stratocumulus cases).

Our results suggest a plausible explanation why the

buoyancy flux is negative over the bulk of the subcloud

layer, acting to damp TKE generation. In the subcloud

layer, shear generation predominates and is responsible

for driving the subcloud layer turbulence, especially

given the weak surface buoyancy flux. This deep layer of

TKE shear generation is one significant difference rela-

tive to marine boundary layers and is likely a by-product

of the sheared, baroclinic environment.

An objective of this study was to assess the relative

sensitivity of LES to changes in forcing. Figures 7 and 8

summarize the dependence of cloud thickness to changes

in temperature and moisture advection, vertical motion,

and surface fluxes. Even modest changes in the synoptic-

scale forcings, particularly the temperature and moisture

advection, produce significant differences in LWP. How-

ever, the case is relatively insensitive to changes in surface

fluxes of heat and moisture and to changes in subsidence

divergence. Relative to marine stratocumulus, which are

typically studied in a Lagrangian framework with rela-

tively weak advective forcings, continental clouds asso-

ciated with synoptic systems require highly constrained

estimates of these advective terms. Our simplified forc-

ings notwithstanding, this stratocumulus case was not

accompanied by consistent subsidence and slowly varying

advective forcings typical of a marine barotropic atmo-

sphere. Instead, transient baroclinic structures compli-

cate the forcing, even on the back side of the system,

which appears on satellite imagery to be rather homo-

geneous. In this particular case, at least, cloud evolution

is governed by advective forcing rather than the buoy-

ancy reversal mechanisms so commonly associated with

entrainment. This is an optimistic result for mesoscale,

numerical weather prediction, and climate models since

they resolve advection and synoptic-scale vertical mo-

tion better than they represent entrainment.

A standard entrainment scaling applied to the simula-

tion ensemble serves as an additional point of comparison

FIG. 13. Mean profiles of liquid water potential temperature (ul), total water (qt), liquid water mixing ratio (ql), vertical velocity variance

(w9w9), and skewness [(w9w9w9)/(w9w9)3/2], taken over the last hour of the simulation.
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with marine stratocumulus cases. Our intent was not to

develop a comprehensive entrainment closure, given the

LES simulations, but rather to assess in a very simple

manner how (or whether) simple boundary layer scalings

would apply to continental stratocumulus. The entrain-

ment rate was well correlated to mean boundary layer

vertical velocity variance, but entrainment scalings based

solely on convective velocity w
*

performed poorly. Im-

provement resulted when a portion of the radiative flux

was incorporated into the entrainment relation. The TKE

budget illustrated the importance of shear generation,

but scalings that incorporated shear production of TKE

were not noticeably better, most likely because shear was

similar across all simulations. A simulation without shear

was characterized by dramatically reduced entrainment

(;40%), greater liquid water, and larger vertical velocity

variance. Although shear production of TKE is very im-

portant, we speculate that the mediocre performance of

typical entrainment scalings stems from the strongly de-

coupled circulation and difficulty in representing the two-

layer dynamics using a simple convective velocity scale.

How representative is this case relative to other con-

tinental cases? This case took place under nocturnal

conditions, and we suspect that these clouds behave dif-

ferently during daytime when absorption of solar radia-

tion will tend to stabilize the upper part of the cloud layer

but enhance surface fluxes of heat and moisture. Kim

et al. (2005) suggested that a wide variety of inversion

structures can accompany continental stratocumulus. An

observational climatology of the boundary layer and in-

version structure accompanying SGP ACRF stratocu-

mulus would greatly assist in generalizing these results.

The idealized LES framework that we used is best suited

for relatively slowly changing cloud and boundary layer

properties, but may have drawbacks when applied to

more unsteady conditions or when employed to repre-

sent larger-scale structures such as boundaries between

cloudy and clear-sky conditions. A mesoscale modeling

framework would be ideal for examining how conti-

nental stratocumulus behave in an environment with

more realistic forcings, and our hypothesis that posits

the relative importance of moisture and temperature

advection could be straightforwardly examined.
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