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ABSTRACT

A suite of large-eddy simulations with size-resolving microphysical processes was performed in order to
assess effects of sea-salt aerosols on precipitation process in trade cumulus. Simulations based on observations
from the Rain in Cumulus over the Ocean (RICO) field campaign explored the effects of adding sea-salt
nuclei in different size ranges by following the evolution of 369 cloud cells over the 24-h simulation period.
The addition of large (small) sea-salt nuclei tends to accelerate (suppress) precipitation formation; however,
in marine environments the sea-salt spectra always include a combination of both small (film) and large (jet)
nuclei. When realistic sea-salt spectra are specified as a function of surface wind, the effect of the larger nuclei
to enhance the precipitation predominates, and accumulated precipitation increases with wind speed. This
effect, however, is strongly influenced by the choice of background CCN spectrum. Adding the same sea-salt
specification to an environment with a higher background aerosol load results in a decrease in accumulated
precipitation with increasing surface wind speed.

Results also suggest that the slope of the relationship between vertical velocity W and the concentration of
embryonic precipitation particles at cloud base N, may indicate the role of sea-salt nuclei. A negative slope
(N, decreasing with increasing W) points to the predominance of small sea-salt nuclei, in which larger updrafts
activate a greater number of smaller cloud drops with smaller coalescence efficiencies, resulting in fewer
embryonic rain drops. A positive slope, on the other hand, indicates the presence of large sea-salt nuclei,
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which are the source of embryonic rain drops.

1. Introduction

Shallow trade wind cumuli are ubiquitous over much
of the subtropical and tropical oceans and play an im-
portant role in the energy balance of the climate system.
Estimates of future climate change scenarios in global
climate models (GCMs) are particularly sensitive to how
these types of low clouds are represented (Bony and
Dufresne 2005; Wyant et al. 2006; Medeiros et al. 2008).
Shallow cumulus clouds over the subtropical and tropical
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oceans serve to cool and moisten the lower atmosphere.
This cooling and moistening not only maintains the lower
tropospheric thermodynamic structure against subsidence
but also plays a role in preconditioning the tropical atmo-
sphere for deep convection (Riehl et al. 1951; Siebesma
1998).

Theoretical models of the trade cumulus boundary
layer (BL) [see Betts (1997), Siebesma (1998), and Stevens
(2005) for nice summaries] have assumed, mainly for
reasons of simplicity, that these clouds do not precipitate.
However, as Rauber et al. (2007) note, precipitation fre-
quently accompanies shallow cumulus clouds. A recent
field campaign [Rain in Cumulus over the Ocean (RICO)],
conducted during the boreal winter of 2004/05 in the
Lesser Antilles region, was undertaken in order to char-
acterize and understand the properties of trade wind
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cumulus (Rauber et al. 2007). Of particular interest was
to assess the prevalence of precipitation and its influence
on the evolution of cloud and boundary layer properties.

The contribution of shallow boundary layer clouds to
total precipitation is not well understood. Using prod-
ucts from the Tropical Rainfall Measuring Mission
(TRMM), Schumacher and Houze (2003) found large
areas of precipitation they categorized as ‘‘shallow, iso-
lated pixels,” which we take to roughly correspond to
boundary layer cloud. Employing similar TRMM prod-
ucts, Short and Nakamura (2000) concluded that shallow
precipitation is responsible for approximately 20% of
oceanic precipitation. Precipitation rate estimates during
RICO range from a low of 0.7-1.2 mm day ' (Nuijens
et al. 2009) to a high of 2.37 mm day ' (Snodgrass et al.
2009). Precipitation is an important contribution to the
moisture budget, constituting approximately /3 of the
surface moisture flux in the Nuijens et al. estimate.

For shallow marine clouds, the trade inversion limits
cloud growth to well below the 0°C isotherm (in RICO,
maximum cloud-top height corresponded to ~4 km;
Rauber et al. 2007; Snodgrass et al. 2009). For this rea-
son, trade cumuli represent an ideal laboratory for
studying the warm rain precipitation process. Despite
significant efforts, the warm rain process is not fully un-
derstood. One of the most glaring points of uncertainty is
the coalescence bottleneck—that is, the formation of
appreciable precipitation-sized droplets that can fall and
efficiently collect smaller cloud drops. Two prevailing
but not mutually exclusive mechanisms have been pro-
posed to explain the formation of precipitation embryos.
Marine environments are typically characterized by small
concentrations of cloud condensation nuclei (CCN), which
lead to small droplet concentrations. Compared to cloud
droplets nucleated on a large number of CCN in a con-
tinental air mass, the relatively small number of large
droplets in the marine environment will rather quickly
reach the size needed for efficient growth by coalescence.
Thus, in circumstances of very clean air masses or high
liquid water content, submicron-size CCN are sufficient
to lead to the initiation of precipitation (Johnson 1982;
Cooper et al. 1997; Feingold et al. 1999).

Giant CCN (GCCN)' have been proposed as another
mechanism to explain the formation of drizzle embryos.
GCCN deliquesce into droplets many times their dry
size and quickly after activation may be of sufficient size

! Depending on their dry radius 4, aerosols are usually classified
as large (0.1 < ry < 1.0 um), giant (1.0 < r; < 10.0 um), or su-
pergiant (r;>10.0 wm). There is no unanimity in this classification,
however, as these ranges are often also defined with respect to
nucleus diameter.
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to serve as drizzle nuclei (Johnson 1982). Both obser-
vational (Illingworth 1988; Lasher-Trapp et al. 2001)
and modeling studies (Johnson 1982; Laird et al. 2000;
Lasher-Trapp et al. 2001) support the idea that the
GCCN mechanism may act in some cases to initiate
precipitation.

Perhaps the most comprehensive investigation of the
role of CCN particles on precipitation formation was
conducted by Cooper et al. (1997), who evaluated the
results of hygroscopic seeding of warm clouds by flares.
Using accurate parcel-model calculations, Cooper et al.
investigated in detail the role of CCN of different sizes
and concentrations and considered the combined effect
of the full spectrum of CCN particles. Their results con-
firmed the beneficial effect on precipitation initiation of
very large nuclei but also demonstrated that the con-
centration of accumulation-mode particles may influence
coalescence rates and precipitation efficiency.

The role of accumulation-mode particles may be es-
pecially important in clean maritime environments
(Johnson 1982; Feingold et al. 1999). This conclusion
was confirmed in comparisons of maritime and continen-
tal cumulus clouds in the vicinity of the eastern Florida
coast [the Small Cumulus Microphysics Study (SCMS)].
Results from SCMS indicate that that the differences in
precipitation between clouds are most strongly modu-
lated by variability in submicron, rather than giant, CCN
(Hudson and Yum 2001; Goke et al. 2007). On the other
hand, observations from the very same field campaign
indicate that GCCN can play a role in initiating co-
alescence (Blyth et al. 2003).

Interpretations of the RICO observations are simi-
larly mixed. Gerber et al. (2008) emphasized the im-
portant role of entrainment in RICO shallow cumulus
and found that under subadiabatic conditions the co-
alescence of smaller drops with those formed on ultra-
giant CCN was essential in explaining the development
of the drop size distribution tail in flight RF12, which was
characterized by a greater concentration of submicron
CCN relative to the other RICO cases. Lowenstein et al.
(2010) argued that the drop size distribution 1 km above
cloud base was consistent with condensational growth of
activated submicron, large, giant, and ultragiant CCN.
The closed parcel model employed in their study, how-
ever, did not account for entrainment. On the other hand,
radar (Knight et al. 2008) and in situ observations
(Hudson and Mishra 2007; Hudson et al. 2009) consis-
tently demonstrated that GCCN did not play a role in
initiating coalescence during RICO, a finding confirmed
by parcel-model calculations of Reiche and Lasher-Trapp
(2010). Select simulations employing size-resolving (bin)
microphysics were able to obtain substantial precipitation
rates (~1 mm day ') for RICO clouds without including
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GCCN in the aerosol spectrum (Jiang et al. 2009; van
Zanten et al. 2011). Nuijens et al. (2009) went a step
further and argued that the RICO observations provide
little evidence for even submicron CCN acting as a con-
trolling factor for precipitation, which instead is strongly
modulated by cloud depth (Stevens and Seifert 2008).

In summary, despite the well-established effects of
GCCN on cloud precipitation in many modeling and
observational studies, their role in nature under specific
atmospheric conditions remains ambiguous and subject
to scientific debate. One important aspect of the un-
certainty may be due to the competing effects of small
versus large cloud drops, and the presence or absence of
embryonic precipitation drops formed on giant CCN. In
marine environments in particular, the concentration of
large (jet) and small (film) CCN are not independent, as
they are produced simultaneously by breaking waves
driven by surface winds (e.g., O’Dowd et al. 1997). The
goal of this study, therefore, is to investigate the combined
effects of sea-salt aerosols considered over the entire size
spectrum under conditions characteristic of shallow trade
wind cumulus, such as those observed during the RICO
project.

Additional motivation for our investigation was pro-
vided in the study by Colon-Robles et al. (2006), who
analyzed in situ microphysical probe observations from
the National Center for Atmospheric Research (NCAR)
C-130 flown during RICO. They found that 1) stronger
low-level (100-m altitude) winds were associated with
stronger updrafts and 2) these more robust updrafts
were accompanied by a larger number of activated cloud
droplets just above cloud base, smaller mean droplet size,
and a smaller number of large drops (Fig. 1). From the
view of the GCCN mechanism these results seem par-
adoxical, given the fact that the GCCN flux from the
surface is proportional to surface wind speed (O’Dowd
et al. 1997). However, increasing surface wind speed
is also accompanied by an increase in updraft strength,
which via increasing supersaturation has the ability to
activate more CCN. Thus, competing effects are present,
with stronger winds leading to activation of a greater
number of submicron CCN (which suppresses the warm-
rain process), but also to an increase in GCCN (which
enhances the warm-rain process).

The work of Colon-Robles et al. (2006) suggests that
the sensitivity of cloud base droplet size and concen-
tration to wind (or updraft) strength may serve as a hint
as to the efficacy of the GCCN mechanism. We employ
this idea in formulating the goals of this study, which are
1) to assess the effects of the sea-salt aerosol produced
by surface winds on the precipitation process in shallow
cumulus clouds and 2) to evaluate the sensitivity of
cloud-base drop size to updraft strength.
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F1G. 1. Adapted from Fig. 4a of Colon-Robles et al. (2006).
Vertical velocity values corresponding to each flight were obtained
using their relationship w = 1.089 + 0.106U, where U is the 100-m
altitude horizontal wind speed listed in their Fig. 4a. Stronger up-
drafts in RICO result in larger total droplet concentration but
a smaller concentration of large drops.

In this study, we focus on isolating the microphysical
response to differences in sea-salt nuclei arising from
stronger surface winds. Cloud dynamical responses to
increasing surface winds, caused for example by stronger
surface fluxes, are neglected in our study, as are differ-
ences in large-scale meteorological conditions that likely
accompany increases in surface winds. Our approach
can be viewed as one branch of a factorial analysis (Stein
and Alpert 1993; Dearden 2009), with the other com-
ponents being the evaluation of dynamical effects of
increasing surface winds, and a final simulation where
both dynamical and aerosol factors are tested. Evaluating
the interactions of all possible factors is far beyond the
scope of our study, and the simplified experimental de-
sign is crucial in providing the ability to clearly isolate
and interpret sensitivities of microphysical processes.

2. Model

The simulations employ the new version of the Co-
operative Institute for Mesoscale Meteorological Stud-
ies (CIMMS) large-eddy simulation (LES) (Kogan et al.
1995; Khairoutdinov and Kogan 1999) called the Sys-
tem for Atmospheric Modeling—Explicit Microphysics
(SAMEX). The dynamical core consists of the System
for Atmospheric Modeling (SAM), developed by
M. Khairoutdinov (Khairoutdinov and Randall 2003). SAM
is based on nonhydrostatic anelastic dynamics and uses a
monotonic, positive-definite advection scheme for scalars
(Smolarkiewicz and Grabowski 1990). The subgrid-scale
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model is the turbulent kinetic energy (TKE)-based clo-
sure of Deardorff (1980). SAMEX has been extensively
tested on marine stratocumulus [the Atlantic Stratocu-
mulus Transition Experiment (ASTEX) case] and was
employed in the latest Global Energy and Water Cycle
Experiment (GEWEX) Cloud System Study (GCSS)
model intercomparison of marine trade cumulus based on
RICO observations (van Zanten et al. 2011). Results for
the ASTEX and RICO cases compare favorably with the
original CIMMS and community LES models. The current
formulation of SAMEX uses 34 cloud-drop bins ranging
in size from 1 um up to 2 mm, and 19 CCN bins with
aerosol dry radius sizes ranging from 0.076 to 5.5 um.

The CCN particles (considered of NaCl origin) in a
specific size interval are activated as soon as the super-
saturation exceeds the critical value determined by the
Kohler equation. Actually, cloud condensation nuclei
start growing long before they enter the cloud, even at
supersaturations less than critical. Representing CCN
deliquescence in the microphysical calculations is impor-
tant in determining the initial value of the newly activated
cloud drops.

For shallow cumulus clouds over the land, Ivanova
et al. (1977) performed detailed calculations of the aero-
sol deliquescence (swelling) process in the subcloud layer.
At zero supersaturation, nuclei with dry radius less than
some threshold value (r,, < r;f) will form solution drops of
wet radius r,, equal to the equilibrium size. For dry nuclei
larger than this threshold value (r,, > r¥), the wet radius
of the solution droplet at zero supersaturation level will
exceed r, by a factor of k, where r;; and k are functions of
updraft velocity defined in Kogan (1991).

The calculations in Ivanova et al. (1977) are highly
idealized. The “‘wet” radii of CCN at cloud base were
determined by considering a simple Lagrangian air parcel
model of a warm bubble rising from the surface at con-
stant velocity. Dilution of the updraft properties via en-
trainment was neglected, and the time scale 7 for CCN
particle condensational growth in the subcloud layer was
assumed to be 7 = H/W, where H is the height of the
cloud base and W is the characteristic velocity of sub-
cloud-layer updrafts. The trajectories of CCN particles
in a turbulent boundary layer of a marine environment
may be more complex and, consequently, their resi-
dence times may be larger than the estimates of Ivanova
et al. Indeed, according to Lewis and Schwartz (2004),
even relatively large aerosol particles reside in the ma-
rine boundary layer for many hours. Furthermore, the
trajectory analysis in Kogan (2006) also suggests that air
parcels in the marine boundary layer may cycle for hours
before entering the cloud. These results indicate that the
idealized calculations of Ivanova et al. may, in some cases,
underestimate the wet radii.
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For these more complex cases, Ivanova et al. (1977)
suggested that a simpler parameterization with k =
const can be used for most modeling applications. In our
simulations, nuclei with dry radii r,, < 0.058 um corre-
sponded to r,, set to equilibrium size at zero supersatu-
ration. For larger particles, r,, = kr, with k ~ 6.0,
resulting in wet sizes smaller than the zero supersatu-
ration equilibrium value. This parameterization reflects
the very short condensational growth time scale for
small nuclei and the slower growth rates for larger par-
ticles. A rigorous physical justification of this particular
value of k is difficult, as it requires a complex analysis of
the history of air parcels in the subcloud layer and La-
grangian calculations of condensational growth of dry
CCN particles in turbulent flow. In our model, the value
of k was selected from sensitivity experiments based on
ASTEX A209 flight data to best match the available
observed drizzle parameters.

To indirectly assess the sensitivity of RICO simulation
results to the choice of the value of &, or equivalently to
the concentration of nuclei in the right tail of the spec-
trum (ry > 0.129 um), we performed an additional ex-
periment in which the concentration of large nuclei was
decreased by a factor of 5 (experiment LN5; see Table 2),
roughly mimicking a reduction of k in this size range.
The results of this simulation are described in the ap-
pendix and demonstrate that by the end of the simula-
tion the accumulated surface precipitation was within
a few percent of the benchmark experiment.

As shallow cumulus clouds in the marine environment
continually grow and dissipate over long time periods,
they regenerate CCN particles, which are then recycled
into newly formed clouds. The process of CCN re-
generation is therefore quite important, but a physically
grounded formulation of this process requires the intro-
duction of a two-dimensional distribution function that de-
pends on parameters of the drop and its soluble fraction.
In a multidimensional dynamical framework, this two-
dimensional distribution formulation is technically difficult
and computationally expensive. Because we have a one-
dimensional drop size distribution that does not carry in-
formation on dissolved solute fraction, the process of
regeneration has to be parameterized. As described in
Khairoutdinov and Kogan (1999), the regenerated CCN
spectra are restored to the initial shape after drop evapo-
ration. A sensitivity study by Kogan et al. (1994) tested
three different CCN regeneration spectra in simulations of
a stratocumulus cloud layer. It was found that the particular
choice of regenerated spectrum had substantially less effect
on boundary layer cloud properties than the differences
arising from neglecting CCN regeneration altogether.

The model horizontal and vertical grid spacings for
the simulation were 100 m and 40 m, respectively, with
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TABLE 1. Specification of numerical experiments: U is surface
wind; N, is background CCN concentration; Ng, Ny, and N; are
concentrations of total sea-salt CCN, and its film (r, = 0.82 um)
and jet (r, > 0.82 um) components, respectively.

U Nccn Nss Nf Nj
Run  Label (ms ') (em™®) (ecm™3) (em?) (ecm?)

1 STD 12.0 104.4 0 0 0
2 TOT 12.0 104.4 29.27 28.75 0.52
3 TOT17 17.0 104.4 82.1 81.3 0.80
4 hiTOT 12.0 154.0 29.27 28.75 0.52
5 hiTOT17 17.0 154.0 82.1 81.3 0.80
6 FLM 17.0 104.4 56.5 56.5 0.00
7 JET 17.0 104.4 56.5 55.0 1.50
8 LN5 12.0 104.4 24.514 24.41 0.104

a total of 128 X 128 X 100 grid points (12.8 X 12.8 X
4 km® domain). The dynamical time step was 2 s. The
SAMEX model is computationally quite efficient: a 24-h
RICO simulation takes approximately 10 h of wall-
clock time using 64 processors on the Linux computing
cluster (2.0-GHz Intel Pentium4 Xeon E5405 quad-core
“Harpertown” processors; two processors per node;
Infiniband interconnect) at the University of Oklahoma
(OU) Supercomputing Center for Education and Re-
search (OSCER).

A threshold radius of 20.2 um was employed to de-
lineate cloud-size droplets from precipitation-size drops
(concentration denoted by N,) and was chosen to match
as closely as possible the cloud droplet measurements
of Colén-Robles et al. (2006), which were based on a
forward scattering spectrometer probe (FSSP/SPP-100)
that had an upper size limit of 23 um. The choice of
a relatively small threshold captures in the N, calcula-
tion embryonic precipitation particles and therefore can
directly assess the sensitivity of the precipitation process
to fundamental aerosol parameters.

A mixing ratio threshold for liquid water of Q, >
0.001 g kg~ ! was used to identify cloud boundaries. This
threshold is an order of magnitude smaller (more sen-
sitive) than the threshold specified in the RICO inter-
comparison (van Zanten et al. 2011), resulting in a slightly
higher cloud fraction in our simulations.

3. Experimental configuration and data description
a. Initial conditions and forcing

The simulation configuration was based on that
employed in the GCSS-RICO intercomparison (van
Zanten et al. 2011). Initial profiles and simulation forc-
ings corresponded to average conditions over the 3-week
period from 16 December 2004 to 8 January 2005. Tem-
perature tendency, moisture tendency, and subsidence
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TABLE 2. Values of microphysical parameters: r, (r,,) is radius of
dry (wet) CCN particle in bin Z, and k is a constant for specification
of wet radius. Column STD contains cumulative distribution of

background CCN particles; columns FLM-TOT17 contain cumu-
lative distribution of additional sea-salt nuclei.

Ta T
i (um) (uwm) k STD FLM JET TOT TOT17 LNS5
1 0.0076 0.0216 2.84 0.00 0 0 0.00 0.00 0.00
2 0012 0.0428 3.57 027 O 0 000 000 0.00
3 0.0145 0.0568 392 077 0 0 0.00 0.00 0.00
4 0.0158 0.0646 4.09 19 0 0 000 000 0.00
5 0.0175 0.0753 430 36 O 0 0.00 0.00 0.00
6 0.0186 0.0825 444 58 0 0 000 000 0.00
7 0.0198 0.0906 458 96 0 0 012 035 012
8§ 0.0212 0.1 472 16.1 4 0 045 1.3 0.45
9 0.023 0.114 496 263 20 0 1.02 3.0 1.0
10 0.0251 0.129 5.14 413 31 0 167 48 1.7
11 0.0278 0.151 543 68.8 55 0 26 7.5 2.6
12 0.0364 022 6.04 893 558 0 52 150 52
13 0.0579 0347 599 950 564 4 95 274 9.5
14 0.129 0.774 6.00 1023 565 20 21.0 608 21.0
15 0.22 132 6.00 1044 565 31 272 780 241
16 0.82 492  6.00 1044 565 55 2875 813 2441
17 1.66 996 6.00 1044 56.5 55.8 29.0 81.7 2446
18 3.5 20.1 5.74 1044 56.5 564 2923 82.0 24.506
19 5.5 31 5.64 1044 565 56.5 2927 821 24514

rate constituted the forcing. For reasons of computational
expense and consistency across all the different inter-
comparison participants, radiative forcing was not ex-
plicitly calculated but rather was incorporated into the
temperature tendency. Surface fluxes were calculated
using a standard bulk aerodynamic approach with a fixed
sea surface temperature of 299.8 K. The geostrophic hor-
izontal wind components were specified asu = —9.9m s~ !
and v = —3.8 m s~ ! and did not change with height or
time. See van Zanten et al. (2011) for details regarding
the simulation configuration.

b. Specification of CCN spectra

A series of eight experiments (see Tables 1 and 2 for
specification) was performed in this study. The bench-
mark experiment (labeled STD) employed a background
CCN distribution characteristic of a clean maritime en-
vironment and was specified to be homogeneous over
the entire domain. The background CCN used in the
simulation had a total concentration of 104.4 cm >, which
was similar to the concentrations measured by the Passive
Cavity Aerosol Spectrometer Probe (PCASP) during the
RICO flights RF11 and RF12 on 7 and 11 January 2005
(J. Hudson 2010, personal communication). However, in
order to evaluate the effect of large and giant aerosols,
the last five bins in the benchmark STD simulation were
set to zero. The last nonzero bin has a dry aerosol radius
of 0.129 um, corresponding to a wet radius of 0.77 um.
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FIG. 2. CCN cumulative spectra for the simulations. (a) The thick
black line indicates the spectrum for the STD simulation. The gray
and dashed lines represent cumulative distributions of sea-salt
nuclei corresponding to surface winds of 12 and 17 m s~ ' that are
added to the STD spectrum in order to construct the TOT and
TOT17 spectra, respectively. The radius values under the x axis
refer to the “wet” radius, which is the aerosol radius the moment
they are activated in the cloud (see Kogan 1991). (b) Cumulative
size distributions for the JET and FLM simulations. The total
aerosol concentration is the same for both spectra, but the mean
radius differs.

The CCN cumulative spectrum as a function of the aerosol
wet radius is shown by the thick black line in Fig. 2a.

To test the sensitivity of the precipitation process to
the influx of wind-produced sea-salt aerosol from the
ocean surface, we performed two additional simulations
labeled TOT and TOT17, in which the aerosol distri-
bution of the STD case was supplemented by sea-salt
aerosols. The cumulative spectra corresponding to the
additional aerosol are indicated by the gray (TOT) and
dashed (TOT17) lines in Fig. 2a and correspond to addi-
tional sea-salt aerosols with total concentrations of 29.27
and 82.1 cm >. The TOT spectrum was formulated by
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employing the exponential relations for ““film” and “‘jet”
aerosol modes given by O’Dowd et al. (1997), corre-
sponding to a surface wind speed of 12 m s !, a value
consistent with the observed near-surface wind in RICO
over that period (Colon-Robles et al. 2006). The TOT17
spectrum represents a limiting case that assumes film and
jet aerosol concentrations corresponding to a surface
wind speed of 17 m s~ '. Our imposed sea-salt concen-
trations differ slightly from those calculated using the
O’Dowd et al. (1997) formulas, partly because of an ar-
tifact of the spectral discretization but more generally
because we employ the O’Dowd et al. relations as a gen-
eral constraint on the values of sea-salt aerosol concen-
trations in the film and jet modes. According to Lewis and
Schwartz (2004, see their Fig. 22), these concentrations
vary in a range spanning about an order of magnitude,
depending on environmental conditions.

To mimic the surface flux of sea-salt aerosol in the
TOT simulation, the additional aerosols were added
only at the lowest two model levels by imposing constant
aerosol concentrations in each bin (essentially a specified
boundary condition). The aerosols were subsequently
transported vertically in the subcloud layer by subgrid-
scale fluxes and turbulent boundary layer eddies resolved
by the LES.

In addition to the STD and TOT simulations, two more
idealized experiments (FLM and JET) were performed in
order to study the sensitivity of the precipitation process
to sea-salt aerosols of different sizes. During RICO, the
observed low-level wind speeds were at times in the range
of 15-17 m s~ ! [see Fig. 3 of Rauber et al. (2007)]. We
therefore assumed a surface-level wind speed of 17 m s~ !
as a reasonable upper limit of RICO wind speeds and
used it to specify jet and film mode aerosol concentrations
in these two additional sensitivity experiments. Accord-
ing to O’Dowd et al. (1997), who analyzed data from
a large number of observations, sea-salt concentrations
for winds speeds of 10-17 m s~ ! span the 50-100 cm >
range. We specified a sea-salt concentration of 56.5 cm >,
a value within bounds of measured wind speeds reported
in RICO observations. This additional aerosol concen-
tration was imposed at the surface, in addition to the
background aerosol from the STD simulation. Because
the effect of aerosol on precipitation strongly depends
on the average size of the activated CCN, these two
experiments distributed this identical concentration of
additional CCN in the range of either predominantly
accumulation mode nuclei (0.02-0.13-um dry radius
range; simulation labeled FLM) or in the range of pre-
dominantly large and giant nuclei (0.06-5.5-um dry ra-
dius range; simulation labeled JET). The total additional
concentrations were identical in the FLM and JET sim-
ulations, but the mean radius was changed. The fact that
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FIG. 3. Snapshot of the liquid water path field at# = 18 hinto simulation. Contour interval is
100 g m 2.

the additional aerosol in the FLM and JET simulations
were of different sizes is reflected in the activation spec-
trum (Fig. 2b). The cumulative distributions employed in
the FLM and JET simulations are shown in Table 2 and
are consistent with the summary of sea-salt aerosol mea-
surements in Lewis and Schwartz (2004).

4. Simulation results
a. Behavior of cloud properties

Our simulation analysis is based on the evolution of
369 unique clouds sampled over the 10-24-h period of the
simulation. The liquid water path (LWP) field snapshot
at 18 h (Fig. 3) represents a typical cloud scene in the
simulation. Any particular cloud scene may contain a
combination of cloud cells at various stages of develop-
ment. We conditionally sampled the model domain for
clouds and then assessed their physical characteristics.
The threshold for cloud selection was LWP > 40 g m >,
Figure 4 summarizes in cumulative distributions the geo-
metric and primary microphysical characteristics of the
369 clouds sampled over the course of the simulation.

Mean cloud depth (z, — zep) is 1.65 km with a standard
deviation of 0.34 km. However, approximately 12% of
cloud cells are deeper than 2 km (Fig. 4a). Mean cloud
volume is 2.26 km® with a standard deviation of 4.42 km?,
which together with Fig. 4a indicates a highly skewed
distribution, with roughly 81% of the clouds having
smaller volume than the mean. Thus, the mean cloud
volume is dominated by very large clouds that are rela-
tively few in number. The mean cloud cross-sectional area,
taken as the average of the LWP areas circumscribed by
the 40 g m ™~ threshold, is 2.01 km?. Generally, the deeper
clouds are wider (Zhao and Di Girolamo 2007), a result
consistent with wide updrafts being less susceptible to
having their buoyancy reduced by entrainment.
Cumulative distributions of liquid water and droplet
concentration are both rather symmetric, with the dis-
tribution means lying near 50% cumulative frequency
(Fig. 4b). Mean drop concentration, conditionally sampled
over cloudy regions, is 36.6 cm > with standard devia-
tion of 16.8 cm >, and the mean cloud liquid water con-
tent is 0.32 g m > with standard deviation of 0.11 g m .
As would be expected, both liquid water content Q; and
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cloud volume (black). (b) Cloud liquid water (gray) and drop concentration (black). Solid lines correspond to dis-
tributions sampled over the entire cloud, whereas dashed lines represent the distributions sampled in regions of

positive supersaturation.

droplet concentration N, are drastically greater when
conditionally sampled over supersaturated regions (each
double that compared to the same quantities over the
entire cloud), as these are areas of strong condensational
growth and copious droplet nucleation. The cloud cells
also merge with time, forming larger multicell clusters,
which produce precipitation-induced cold outflows that
in turn promote more cloud formation. This effect reflects
the feedback between cloud and precipitation noted by
Stevens and Feingold (2009).

Statistical characteristics from subjectively chosen
examples of two different stages of the cloud life cycle
are shown in Fig. 5. Small young cells are predominantly
dominated by updrafts (Fig. 5b) ranging over a layer
several hundred meters deep from cloud base upward.
At a level of 1.45 km, updrafts and downdrafts are
equally likely, with the distribution skewed toward a
greater probability of stronger updrafts. Above 1.5 km,
the cloud is slightly downdraft-dominant, which is con-
sistent with the development of precipitation beginning
in the mid and upper levels of the cloud. In the mature
stage (Fig. 5a), downdrafts are present throughout the
depth of the cloud. The distribution indicates that at this
stage vertical moisture flux is provided by strong up-
drafts that are relatively few in number, which would be
expected to weaken as the clouds transition to their
decaying stage.

b. Effects of sea-salt aerosols on
cloud-base parameters

We focus on how sea-salt aerosols influence the mi-
crophysical properties of the layer at and just above

cloud base, defined in this study as the 160-m layer from
600 to 760 m. We further subdivided the cloud into three
additional layers: lower middle (800-1000 m), upper
middle (1000-1800 m), and cloud top (1800 m to cloud
top). Figure 6 shows the dependence of cloud supersat-
uration and cloud drop concentration at cloud base on
vertical velocity for the benchmark STD experiment.
Drop concentration was conditionally sampled over re-
gions of positive supersaturation (S > 0), which corre-
sponded predominantly to regions of positive vertical
velocity. Clouds characterized by stronger cloud-base
updrafts are associated with larger supersaturation S,
leading to a greater number of activated cloud droplets
(larger N.). Both supersaturation and cloud drop con-
centration are well correlated with vertical velocity
(correlation coefficient R =~ 0.8). It is worth noting that
because of the nonlinear relation between supersatura-
tion and activated drop concentration, using a mean cloud
supersaturation in a typical nucleation parameterization
(e.g., N. = Cs*) will underestimate the activated drop
concentration. For example, a mean supersaturation of
0.2%-0.3% applied to the FLM activation spectrum in
Fig. 3 would activate only 20-40 cm >, whereas the actual
cloud base concentration in the FLM case varies between
60 and 120 cm 2 (see Fig. 8b below). This nonlinearity
suggests that nucleation should be integrated over the
probability distribution function of S or W in order to
obtain an unbiased estimate of the nucleated droplet
concentration. Similar relationships (not shown) exist for
all four cloud layers in areas of positive supersaturation.
This robust dependence on vertical velocity is the basis
for a number of parameterizations of cloud-base droplet
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FIG. 5. Cumulative distribution of vertical velocity stratification in
(top) a mature multicell and (bottom) a growing single-cell cloud.

nucleation (e.g., Twomey 1959; Abdul-Razzak et al. 1998;
Cohard et al. 1998; Snider et al. 2003).

Figure 7 shows the dependence of rain drop concen-
trations (drop radii greater than 20.2 um) on vertical ve-
locity in regions of positive supersaturation for all four
vertical layers in the STD simulation. The simulation
exhibits an inverse relationship between rain drop con-
centration N, and vertical velocity W at cloud base. These
two quantities do not appear to be related over the lower-
middle layer, whereas over the upper-middle and cloud-
top layers N, and W are positively correlated. The positive
correlation in the upper half of the cloud is consistent
with the formation of precipitation embryos via auto-
conversion in an environment of large liquid water con-
tent. The increase in rain drop concentration with height
by two orders of magnitude (from 0.2 to 20 cm ) reflects

vertical velocity (m/s)

F1G. 6. The scatterplots of (top) average supersaturation and
(bottom) cloud drop concentration N, vs average vertical velocity
W at cloud base in the STD simulation.

the balance between the increase in concentration at-
tributable to autoconversion and the decrease from
self-collection. The correlation between N, and W is poor
over all layers in areas of negative supersaturations (not
shown); the latter roughly coincide with downdraft regions.

The negative correlation between N, and W at cloud
base is consistent with observational results from RICO
(Colén-Robles et al. 2006), in which stronger updrafts
were associated with smaller mean droplet size (and, by
implication, fewer precipitation embryos; see Fig. 1). At
first glance, the inverse relation between strength of the
updraft and production of rain drops seems counterin-
tuitive, as more vigorous clouds generally produce more
rain. Larger rain rates indeed accompany stronger up-
drafts, but as the results of section 4c below demonstrate
the majority of precipitation falls through regions of
downdraft. The inverse N,—W relationship, on the other
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hand, applies only to cloud-base updrafts. These cloud-
base updrafts are zones not only of cloud-drop nucle-
ation, but also of precipitation embryo formation. For
this reason, the behavior of N, at cloud base directly as-
sesses the primary impact on precipitation of aerosol in
general, and GCCN in particular.

In the absence of the GCCN effects, the negative N,-W
correlation is consistent with traditional Kohler t