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Abstract

Online Social Networks (OSNSs) are integrated inteibess, entertainment, politics, and educatiay th
are integrated into nearly every facet of our edaplives. They have played essential roles in
milestones for humanity, such as the social reiaistin certain countries, to more day-to-day digis,
such as streaming entertaining or educational materNot surprisingly, social networks are théjsat

of study, not only for computer scientists, butdlsr economists, sociologists, political sciemstistnd
psychologists, among others. In this dissertatimnbuild a model that is used to classify contentie
OSNs of Reddit, 4chan, Flickr, and YouTube accadire types of lifespan their content have and the
popularity tiers that the content reaches. The@sed model is evaluated using 10-fold cross-vadida
using data mining techniques of Sequential Mini@gatimization (SMO), which is a support vector
machine algorithm, Decision Table, Naive Bayes,Raddom Forest. The run times and accuracies are

compared across OSNs, models, and data miningitélig:

The peak/death category of Reddit content candssified with 64% accuracy. The peak/death cayegor
of 4Chan content can be classified with 76% acgurélae peak/death category of Flickr content can
classified with 65% accuracy. We also used 10-fotbs-validation to measure the accuracy in which
the popularity tier of content can be classififfidhe popularity tier of content on Reddit can bessifed

with 84% accuracy. The popularity tier of content4chan can be classified with 70% accuracy. The
popularity tier of content on Flickr can be clasifwith 66% accuracy. The popularity tier of @iton

YouTube can be classified with only 48% accuracy.

Our experiments compared the runtimes and accufa8iO, Naive Bayes, Decision Table, and
Random Forest to classify the lifespan of contenReddit, 4chan, and Flickr as well as classify the
popularity tier of content on Reddit, 4chan, Flicknd YouTube. The experimental results inditizde
SMO is capable of outperforming the other algorglimruntime across all OSNs. Decision Table has

the longest observed runtimes, failing to compédetalysis before system crashes in some cases. The



statistical analysis indicates, with 95% confidentbere is no statistically significant differerice

accuracy between the algorithms across all OSNsldiRcontent was shown, with 95% confidence, to be
the OSN least likely to be misclassified. All atliSNs, were shown to have no statistically sigaift
difference in terms of their content being moréess likely to be misclassified when compared piaew

with each other.
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Chapter 1Introduction

Online Social Networks (OSNs) are integrated intsibbess, entertainment, politics, and educatiocgy th
are integrated into nearly every facet of our edaplives. They have played essential roles Iestones
for humanity, such as the social revolutions intaiarcountries, to more day-to-day activities, sash
streaming entertaining or educational materialst dirprisingly, social networks are the subjecétafly,
not only for computer scientists, but also for emoists, sociologists, political scientists, andgtmjogists.
The number of people on online social networksrbashed a staggering level, servicing billionsedpe.

Table 1.1 lists the population of some of the npagtular social networks.

Social Network Population Content Type
YouTube (Elliot, 2011) 300 million registered Video
Flickr (Jefferies, 2013) 87 million registered Images and Video
Reddit (Reddit.corr, 2013 73 million visitors monthl Links to external domair
2.5 registered users (image, videos, blogs) and
text posts
4chan (4chan.org, 2013) 25 million visitors monthl Images

Table 1.1 Populations of OSNs

Despite the growing size and influence of sociavoeks, they all have a common feature: Contentisha
Each OSN allows for the posting, sharing, and auéon with content. Social Networks no longerdive
only the interaction with another person, but pespinteraction with content in the form of liking,
favoriting, +1-ing, upvoting or sharing. There aviele ranges of measureable data that revolvesdrou

content activities.



It is observed that content does not stay activevier. The content about one’s daily activitiesmry-
wide election, or even events that are influerdiala world-wide scale, eventually fade out of théljz
eye. The study of this topic is known as Aging dityg(C. Chen 2012). These works include deternginin
the lifespan of topics in a social network usinguatom aging theory algorithm and analyzing thes|ian

of content to detect real world events (Cataldi®®@akakiet al. 2010). Content on OSNs demonstrates
having a lifespan that can be measured and thgedition experiments with models that attempt to

accurate capture the lifespan of content on OSNs.

1.1 Research Hypothesis

Applying data mining techniques to data collectextf online social networks, a model can be produced
that can categorize the type of lifespan and pojyli@ange of content on a social network, which ttzen

be used predictively.

1.2 Dissertation Organization

In this dissertation we propose a system capal#etadicting data about content from OSNs, analyttieg
data with data mining techniques, using a modelcfmtent lifespan and popularity tiers, and then
comparing the classifiers based on runtime andracgu The dissertation is organized into six chegpt
Chapter 2 discusses the background and related. wGhapter 3 presents the research methodology.
Chapter 4 defines the implementation and the etialuaf the proposed efforts. Chapter 5 includes t

experimental results and discussion. Chapter $eptethe contributions, limitations, and future kvor



Chapter 2Background and Related Work

This chapter provides a description of backgroumdi relevant research, and covers the OSNs chosen fo

research.

Social network research spans a wide variety adsareome of which having roots that are decades old

Current online social network research topics idetu

» Personal Privacy and Information Security (Adam&12&rishnamurthy and Wills 2008)

e Community Discovery (Adams, 2010, Allen, 2005, Bstcimet. al., 2006, Chengt al., 2013,
Matsuo and Yamamoto, 2009)

» Alternative Methods for Content Sharing (Gibbond agah 2012)

» Identity Discovery Across Multiple Networks (FarddaEster, 2009, Henr, 2008, Sousa 2009,
Stewart 2009,Voseckst al., 2009)

* Influence Discovery (Wilson 2009, Xu and Lu, 2010)

A topic that has undergone little research, dedmiag one of the older social networking topissthie
area of the aging theory. The motivation for adgimgpry research is the observation that publichred
content goes through a life cycle of activity. Foample, a news story about a recent naturaltdisas
initially has a large amount of relevance, beirgcdssed and shared, but after enough time thearadev
fades and the story, metaphorically, dies. Itlheen used in a variety of ways from detecting whemw
topics are “emerging” (Cataldit al., 2010) to detecting real world events in real tilike detecting

earthquakes using only Twitter feeds (Salatlal., 2010).

2.1 Aging Theory

Aging theory research can be traced back to the ditevent detection in online news sources. Mia

al. (1998) began developing methods to classify netdes apart as of a current event or a brand new



event. The research was expanded on by Catadtli (2010) while studying Twitter.com. Catabdial.
(2010) applied the methods proposed by Adial. (1998)in order to detect topics in a stream of “tweets”
(individual pieces of content from Twitter). Catiakt al. (2010) also applied the life cycle model
introduced by Cheat al. (2003), which drew analogies between the lifdeewt an event and the life cycle
of a living thing. Events were detected using tdting algorithms on news articles, and each ekadt

measurable traits that directly influenced itsdifan. These traits are detailed in Table 2.1.

Trait Definition

Nutrition Contribution of a piece of content to the ove

energy of the event

Energy The liveliness of an event in its lifespan
Growth The increase in energy through nutrition
Decay The natural decrease in energy over time

Table 2.1Chenet al.(2003) Aging Theory Model Definitions.

The lifespan was determined by the amount of netisles pertaining to a specific topic (energy)e th

relevance of each article to the topic (nutriticar)d amount of decay set by the user.

One issue with the research of Chatral. (2003) is that many of the traits depend upon-dséined
parameters. For example, the decay rate of emaugsbe decided upon either arbitrarily or throtegting
before experimentation can begin. If a decay mtmo high, then topics will be considered “dead”

prematurely, or if the decay rate is too low afiits will be considered to be active for too long.

Cataldiet al. (2010) namely, instead of focusing the researchrondetectable news event, focused on a

specific platform, Twitter.com. It was possible use the traits of Twitter's infrastructure to more



accurately predict lifespan. For example, thénoituced the notion of authority, which can be sarred

as a measure of the influence of a content thabatitas based upon the sum of the authoritiessafrer
followers (i.e., subscribers). Authority is mathegically defined in Equation 2.1. In the mathapst
definition following(y) is the number of followers userhas, and d is a dumping factor. All users start
with a default authority of (1/U), where U is thatal population. The dumping factor represents the
probability that a random surfer moves from one ts@nother, and is typically set to 0.85 (Cateldil.,

2010). A user gains authority by gaining followarsl by his or her followers gaining followers.

uth(w,;
auth(u;) = d x E T; El_i_ ‘2_(“‘?) ) + (1 —d)
u; € follower(u;) O--UE‘_L-E?IQ(U-}_

Equation 2.1 Cataldi et al. (2010) Authority Defintion.

If a user with high authority has a follower witlgh authority, then the number of users a piecatent
can potentially reach is significantly increasdgreby increasing the lifespan of a given topicutised

by these users.

Cataldiet al. (2010) research retained the notions of energyrandtion from Cheret al. (2003), and
added the notions of “hot” and “emergent” whicloallusers to set thresholds to detect when topies ar
very popular or up-and-coming, respectively. Agdie issue of user-set parameters is present.uddre
either arbitrarily sets a value or has to perfoigonous testing before knowing what values are tralc

for detecting hot or emergent topics.

In this work, we focused on the lifespan of a singjece of content as oppose to a topic. Thisisvated
by the fact that all prior research observed thdividual pieces of content contributed to thedfan of a
topic, but did not investigate the traits thatuefhce the lifespan of that content. We also eliteid the
need for the rigorous parameter tweaking requisegrbvious methods by using data mining techniques

that only require data input files.



2.2 Trend Analysis

Trend analysis monitors the rise and fall of atyivif a piece of content or topic. Websites haead
information available, but some do not share therithms used to obtain that information. The meag

of trends is a broad field. It can involve measgra reoccurring topic in Twitter posts (Trendis2007),
Google Trends, which measures the reoccurrenceo§lé searches (Google.com, 2010), or the amount
of views, favorites, and comments on a YouTubewig#ouTube.com, 2010), as illustrated in Figure 2.1
The trend data on YouTube, though publicly avadaibl 2010, has since been from public access and

restricted to the owner of the video.

Lt s AN ESRRRSY RL o085 e, 2058 amwes | 19,710,194

Total views: 19,710,194 1
" HGFEIE DoE R
e J’; ;;/
Ratings: 111062 Comments: 55,317 Favorites: 125,480
Likes: 106063 /_)_____,/ /(_—f
Dislikes: 4599 0
Significant discovery events
Date Event Views

[A] ow02:8 Firstwiew from a mohile device 3,138,748
IEI 0am 5508 Firstfeatured video view 1,204,835
|§! 03s125/09 First referral from YouTube search — keyboard cat original 543,890
(O] oz22/08 First referral frorm Google search — keyboard cat 304,118
[E] Dzi23M08 First refarral from YouTube search — plano cat 436,594
IEI 02/05/08 First referral from ¥ouTube search — keyboard cat 3,657,232
(G o1mo0m8 First referral frorm —woesw facehook.cam 352,266
[H] 12424507 First referral from YouTube search — cat playing piano 380,672

Audiences
This video is most popular with:

This video is most popular in:
e

Gender Age

Male 1317

Female 1317 Y
Male 18-24 :

Mare _alhd
i o
{ .
Less

Figure 2.1 YouTube Trend Analysis(YouTube.com, 2010)

Trend analysis, in effect, is a post mortem analgéicontent activity. It is possible to observésang or
falling trend and predict the rest of the lifespaayever this does not capture the cause of theltre

YouTube trends and Google trends (Google is theeowhYouTube) attempt to analyze what occurred,



external to the content, to explain any significeiminges in a trend. Again, this fails to captukey

piece of information that our work will investigaiee., what attributes of the content allowedtfo

trend to change. For example, in Figure 2.1, YdeTobserves that views increased when the video was
being linked to from Facebook and searched for oagle. Granted, this altered the trend, thereby
extending the lifespan of this video, but this imfiation does not say anything about the attribateke

video that made it worth sharing.

2.3 Online Social Networks

This section will discuss the online social netvgockosen for this research and experimentation.

2.3.1 Reddit

Reddit is a social network that allows for the pagbf links to content on other Websites or totpakat
exist within Reddit. Links can be to any onlinatamt including images, videos, or other Websites.
What makes Reddit unique among other social netsvisriks organization and ability to sort the

“hottest” (combination of most popular and mosergg content.

Reddit is divided into subReddits. A subReddttitored to a specific topic, for example therais
subReddit devoted entirely to politics, another tmpictures of cute animals, and another one for
cooking advice. These subReddits can be for aemely narrow topic, for example there is a
subReddit that only allows for the post of a pietaf a dog that have color patterns that give the
impression of having eyebrows. A user can poantbsubscribe to any subReddit. All content on
Reddit exists within in a subReddit. A user's hqmage, referred to as the front page, shows th&%op

links from all subReddits to which the user is suibed.

The ranking of all posts is determined by two tsinifpe score and the time since submission. Every

piece of content on Reddit, each post, can be Voi@d- increasing the score - or “down” - decreggi



the score - by any user. The total number of wgs/atinus the number of downvotes determines the
post’'s overall score. In order to determine thikirag, referred to as the “hot” ranking by the Riedd
source code, of a post the algorithm (Github.coddite 2011) in Figure 2.2 is applied. To descitbe
simply, the longer a post has been alive, the rdiffieult it is for it to have a high “hot” rankinga post
that is 12 hours old will need to have a scoreih@s higher than a post that is just made; a pastis 24
hours old will need a score that is 100 times highénis algorithm is what lead us to decide our

timeframe of 24 hours for watching a post.

from datetime import datetime, timedelta

from math import log

epoch = datetime (1970, 1, 1)
def
gr of ssconds from the spoch to date
td = date.— epoch
return td.days * 56400 + td.seconds + ({float({td.microsecaonds) /[ 1000000)

def acore{ups; downaj:

return ups - down3s

def hot (ups; downs, date):

8 = score {ups, downs)

order = log({max{aba (=) ; I}; 10}

gign = 1 if 5.3 0 else -1 il <0 else 0
seconds: = epoch seconds{date) — 1134028003
return round {order 4+ 3ign * seconds [/ 45000, 7)

Figure 2.2 Reddit Ranking Code (Github.com/reddit2011, Salihefendic, 2010)



A user is allowed to subscribe to an unlimited nenmdf subReddits, but at the time of experimentatio
all users were subscribed to the 20 subRedditefautt (Martin, 2011), as listed and described abl€

2.2. Our experiments behaved as a new user, sibddo the default subReddits.

Default SukReddits Description

Pics Links to pictures of anythir.

Gaming Video game.

World News Links to and discussioabout world new- anything outside th
USA.

Videos Links to videos from other sit.

Today | Learned Facts people just became awar(links are to source.

IAMA Also known as “l am a ___. Ask me anything!” A gem
announces their job title or position in life aridatission follows.
Example “I am The President of the United Statesk ve
anything”.

Funny Links to and discussion out anything funn.

Atheism Links to and discussion about atheist related &.

Politics Anything politica.

Science Links to and discussion about science related &

AskReddit A text-post only suReddi, where questions can be posted
anyone else on Reddit can reply to.

Technology Links to and discussion about technology relat@its

WTF An abbreviation for the perplexed; links to anythzonfusing
shocking, or difficult to explain.

Blog and Official posts from the Reddit employees aboutdhanges

Announcements updates, or events.

Bestol Links to other posts or comments Reddi that are considered tl
best of Reddit. Only links to the Reddit.com doneia allowed.




Advice Animals An Internet meme of animals with text. Typically humorau

nature.
Music Links to and discussion about mt-related topict
Aww Aww is meant to represent the sound one would nadden

viewing something adorable. This subReddit cosgstirely of
links to cute things.

Askscienct A text-post only suReddi where all posts are questions relate
science.
Movies Links to and discussion about movie related to

Table 2.2 Default SubReddits.

Research on Reddit has included evaluation effecéiss of the ranking system that requires user
participation (Gilbert, 2013, Mills, 2011). Gilig€R013) found that the ranking system used by Redd
has the consequence of missing popular contenéidy ubmission attempts. A notable 52% of popular
posts, from his sample, were actually resubmisgfdess successful posts. Mills (2011) found that
majority of posts are seen by very few people,taednost popular post - the post that make the fron
page viewed by nearly every user - influencesyhpe bf posts made. For example, a post that makes
to the front page discussing the presidential mleatould start a rise in the number of post subiois
related to the election. This seemed to be amtéfigyain a high scoring post. There is an ineentn
Reddit to seek out and post high quality contéxg.a post with a high score ads to the user’s “keéirm
which is the sum of all positive scoring posts mhgeéhe user. Karma is non-transferable and ocly a

as a metric to gauge how good a user is at prayidiell-received content consistently.

2.3.2 4chan

The site, 4chan.org, is not only one of the mostrowersial Websites on the Internet, it is als® iost
frequented English speaking message boards, witha®/million monthly visitors (4chan.org, 2013)e

site is extremely simple. It is split into messagards, each with an abbreviation as its titlegiag “/gif/”
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for the board devoted to “.gif” images, to /b/ whis the “random” board, where anything can beegubst
no topics are restricted. Anyone can navigatetmd and post any image he/she wants, generateaalth
and all other users are allowed to reply to thagenwith another image, text, or a combinatiorhefttvo,
creating a postFigure 2.3shows how boards are organized. Each board bamaist recently updated
thread at the top, meaning the most recently aledhtead or the thread that most recently receavesply.

Each thread can be navigated tigure 2.4illustrates the organization of a single thredthe replies to

a thread are organized newest to oldest.

€« C [ boardsA4chan.org/b/

T

Thread
= Submission
Form

Impertant news post that covers mederation. board culture. and s well as a handful of changes.

trims fis i dne

Most recently
—  added/updated
thread

Older Threads

Figure 2.3 4chan /b/ Board Organization (4chan.org2013).
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Each board has a limited number of threads at argngime. The board /b/, for example allows fér 1
pages with 15 threads each. This means that wtteead is not interacted with, it is pushed furtth@wvn
the list to later pages, eventually being removedfthe site. There is no notion of archiving aahn.
When a thread is pushed to the end of the listgioine forever. Depending on the number of neeatis
being posted, a thread that does not receive sepl@adily can be removed from the site in ag lad 28

seconds (Bersteigt al., 2011).

Bersteinet al. (2011) examined the anonymous and ephemeral emvé@onof 4chan, particularly of
4chan’s most active board, “/b/.” They found ttegt majority of posts, over 90%, are made anonyigous
This anonymity may cause one to think that 4chadcoot act as a social network; however, an iribted
amount of identity and organization emerges frotmadi¢ particularly on its most popular board /bheT
users of this board have invented many Internet esaimat eventually reached the main stream, inogudi
the “LoLcats”, pictures of cats with funny captigii®ole, 2010). The board has organized publiesal
protests, and performed Distributed Denial of Ssr(DDoS) attack on organizations that do not agree
with their way of thinking, such as Scientology fhole Presentation, 2010) sites or the Westboptifa
Church’s funeral protesters (Schwartz, 2012). €&hbemeral nature of 4chan seems to be one of its
strengths when it comes to building an online geltsince there is no archive, the users servhes t
memory of the site, and despite not having anyieechthreads to reference, the culture at 4chan is

constantly rekindled by returning users creating tieeads.

2.3.3 Flickr

Flickr is an online social network that allows fbe sharing of images and videos. Created by longic
in 2004 and purchased by Yahoo! Inc. in 2005, Fliskhome to 87 million registered users, and each
day, over 3.5 million images are uploaded to ttes (Siefferies, 2013). Flickr does not require segtion
to view content, but it is required before uploagdar interacting with the content. Every registeuser

is allowed a collection of content. Tags can hgliad to content to serve as a piece of metadataaill
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other users when searching Flickr. Geotaggingwallfor content to be assigned a place of origin, f

example, the location where a photo was taken.rsdissen comment on images or videos or favorite

them. Content on Flickr is persistent, though togrgn account inactivity may lead to the accourihdpe
removed. To find content, users can use the busearch engine to search by topic or locatiorer&Js
can add each other as contacts, which acts asresrmagaubscribing to a user’s photo feed. The

homepage also consists of recently uploaded pliiatosall users.

Research on Flickr's content and the activity thatounds it has included analysis of how content i
shared throughout the network and at what speduse{@l., 2009) and, what fraction of Flickr users are
active users, meaning they comment or favoriteleetyu(\Valafaret al., 2009). Research suggests that
only a small fraction of Flickr's users activelyrpeipate in the commenting and favoriting of image
Also, when content is receiving comments and fagsrithat activity comes slowly from users that are
within a few hops of the uploaders social graph (friends of friends). The research of @hal. (2009)

also suggests there is no correlation betweengh@fia photo and its potential to gain in activity

2.3.4 YouTube

YouTube is an online social network that allowsrase share videos with one another and the public
(YouTube Data API, 2013). YouTube only restriddeos based off of several criteria such as coptyrig
violence, or being sexually explicit. Each usegiigen a “channel” in which all of his/her videaza

kept. These channels can be subscribed to by otlees. Users have a subscription feed that gives
notification of when a new video from a publishesibeen added. By default, a user does not have
subscription and is shown promoted and recommevideds. Promoted videos show up as links in the
recommendations list, but are labeled as “prombt&thannel owners have the options to pay to have
their videos advertised as a promoted video teas viewership. Recommended videos can be seen
next to any video viewed on the YouTube.com domaiimstead of viewing an embedded video on an

external site. The recommendation system was ngssh by Zhotet al. (2010) who found it to be
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extremely effective at obtaining a user click-thygbumeaning a user has clicked on a recommenddtion.
correlation in view counts was also found amonge#&lthat could be found in each other’s

recommendation list.

More research on YouTube was recently performedetkalored data sets collected across two years in
order to investigate several correlations (Chetra., 2013). The research studied data collected from
millions of videos collected from 2007 to 2008. @ing finding many opportunities for optimizations,

Chenget al. (2013) also found the following.

» There is no strong correlation between video pajivland video length.

» Predictive models struggle to accurately predietgbpularity videos, especially those with little
activity.

» Despite videos being permanent (uploaders can rewideos voluntarily and YouTube can
remove if a video violates the terms of servic&eus can be demonstrated as having an “active

lifespan” where activity trails off or stops comiglky.
2.4 Data Mining Techniques

Data mining is the process of using an algorithat #malyzes a data set in order to learn abowutdteset
and, perhaps, discover patterns or traits withindhita that may be useful on other, future, ddta $2ata
mining algorithms vary in complexity, efficiencyné ability to process certain kinds of data. Taege
of output of data mining algorithms varies as wetime, like a decision table, output human readaixs
while others, like Support Vector Machines, crdatper-planes in order to classify data. Therengaay
data mining algorithms, and the Waikato EnvironmiemtKnowledge Analysis (Halét al., 2009) has

collected many of them into a single software stlitg can be used for experiments.
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2.4.1 WEKA

The Waikato Environment for Knowledge Analysis (WK Hall et al., 2009) is a machine learning suite
that contains several data mining tools for dateppocessing, filtering, clustering, classification,
association, and attribute selection. Users céectsfom dozens of algorithms for experimentation.
WEKA also has tools to extract data from a “My Slam Query Language” (MySQL) database
(MySQL.com, 2011), or a comma-separated values {diB/(Shafranovich, 2005) and to convert data
into the standard format used by WEKA, the AttribntRelation File Format (ARFF). WEKA is for publi
use and falls under the GNU General Public Licg@eL) (GNU.org, 2011). For our experiments we
chose commonly used data mining techniques, nar8éiD), Decision Table, Naive Bayes, and Random

Forest. WEKA contains many more algorithms suciK&ar, ZeroR, and HyperPipes.

2.4.2 SMO

The Sequential Minimal Optimization Algorithm (SM@)an implementation of support vector machines
(SVM) created by John Platt (1998). An SVM usegdmyplanes in order to establish boundaries between
data points, separating them into different clas$datt’'s (1998) implementation “globally replacdb
missing values and transforms nominal attributdsiniary ones” (Halkt al. 2011). SMO, like all

support vector machines perform very well on |asgarse data sets where the number attributes and th
number of instances are large (Joachims, 2006pudtha large number of attributes can be handled
quite efficiently, once the number of instancesanees large (million) they “demonstrate super-linear

behavior” (Joachims, 2006).

2.4.3 Decision Table

The Decision Table Algorithm, when applied to aadsdt with instances that belong to different @ass
produces table that acts as a means to make deasim how to classify future instances. The 8eni

Table algorithm serves two purposes: 1) to coryastissify instances/samples to the correct ckass,2)
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to calculate an optimal subset of features thatiaegl in classification. In other words, a Decisi@ble
not only seeks to minimize error when classifyingj\&n instance, it also seeks to obtain a setatife
that appear to dictate the classification of atamces. The Decision Table used in WEKA uses a
Decision Table Majority (DTM) in order to classifystances and the “wrapper algorithm” as an
induction algorithm in order to select an optimetl af features (Kohavi, 1995). Kohavi (1995),
performed a very in-depth survey of the Decisiohl&aDecision Tree, and rough set theory work along
with comparing his implementation of an induceDdMs referred to as (IDTM). Kohavi's (1995) work
showed that Decision Table’s accuracy can compgtethat of C4.5’s, another decision tree algorithm
developed by Quinlan (1993). Though time compasseere not performed, a long discussion was
included about time complexity. Decision Table saffer from a long running time due to the length
time it take the inducer algorithm to calculate diptimal feature subset. The time complexity &f th

inducer algorithm, which selects the optimal featsmbset, was calculated as
O(T+ m(ty + tc + 1)
Equation 2.2 Decision Table Time Complexity

whereT is the running time of induction algorithm on fiaél data set/Mis the number of instances and

tq, tc, andtj are the time required for a single instance toddetdd, classified, and inserted during the

cross-validation respectively (Kohavi, 1995).

2.4.4 Naive Bayesian

The naive Bayesian classifier is a probabilistassifier that assumes the presence or absencg of an
attribute is independent from all other attributdshn and Langley, 1995). Although naive Bayesian
classifier “models have no explicit mechanism” emtile sparse data sets (Banerjee and Shan, 2007),
experiments have shown acceptable performancetarsdes similar in size and sparseness similanito o

work, namely, Wang’s (2007). Improvements to #ygresentation of sparse, taking the “dense” format
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(all attributes and values explicitly labeled fach sample) to a “sparse” format (only presenioaiies
listed for each sample) resulted in addition spgeslin Naive Bayesian performance (Chickering and
Heckerman, 1999). Chickering and Hekcerman (198&s “sparse” an alternate meaning than the one
used in this work. Our definition of a “sparse'talaet is a dataset where very few attributeshaile
values differing from the default for a given sampFor example a large matrix that is mainly zeviih

a few nonzero values sprinkled throughout. AltHotlge exact implementation of the file format diffe

the WEKA ARFF files used store spare data in alaimvay.

2.4.5 Random Forest

Random Forest uses a collection of Decision Tregsh tree casting a vote for classification, td pic
majority vote across all Decision Trees (Breima@(D). A Decision Tree is a decision making toal, b
a Decision Tree has a tree-like graph structurelvbmploys sequential decision making component
(i.e., a decision take you down a branch of the, tremoving the possibility of reaching some decis).
A Decision Tree is similar to a Decision Tablelatboth provide a means to classify an instanseda
on the values it contains, the the Decision Talgerdhm in WEKA is performs an exhaustive search
across all attributes to find an ideal subset afuees whereas a single Decision Tree is assigned a
random set of attributes. The random dimensiohe#fittribute set is chosen at each node wheretasspl
made based on a random threshold for that attttousdue. Splits are continually made until a giiog
criteria is reached or a set depth threshold is fEeWEKA the default setting is unlimited depttial et
al., 2009). Random Forest has been shown to avoidfittieg “due to the law of large numbers” and
perform on large sparse data sets, such as melditzglwith accuracy comparable to that of Bayes
(Breiman, 2001). Random forest can be used in #i-claksifier system that utilize several class#iat
different phases of the overall classification s Recently, Yang (2013) surveyed modificatidns o
Random Forest and applied a novel approach to aagging software. The result showed that

modifications of Random Forest can produce excefeature selection, and those features can then be
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used by another algorithm that has better timeopeidince on sparse data sets such as a suppott vecto

machine that performs classifications in near tiead-
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Chapter 3Research Approach

This chapter presents the research approach andi@saa description of the system architecture.

3.1 Methodology

We have built several applications in a threedjgsroach, using existing applications and APIse thinee
tiers are presentation, logic, and data. The ptaten tier handles the user interface, passesdieinput
to the logic tier, and displays the results reagifrem the logic tier to the user. The logic tiendles
extracting data from the data tier, processingdidte, and passes the results to the presentationThe

data tier handles data storage. Figure 3.1 itess¢rthe interaction between applications acress. ti

Provides Input

Presentation
Tier

User Interfaces

Processing

User Queries Results

\

Data Processing Log IC Tler
Applications

Store/Extract Data

Data Tier

Databases

Figure 3.1 Three Tiers.
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3.2 Lifespan Models

The lifespan models we generated were based oglienjprary data set of 10,000 Reddit posts. Through
several iterations of experimentation, we decideat in order to model lifespan, we use two main

categories, namely, the lifespan’s Peak/Death Tgsand Popularity Tiers.

3.2.1 Peak/Death Timings

We measure the liveliness of content based ondhtent’s activity. Activity varies for each OSNdais
detailed in a later section. We use two criticaihfs in time during a content’s lifespan. Thesifs of

interest are:

(1) The time of the peak of activity.

(2) The time where the post is considered dead.

In order to discover when a piece of content hakee and died we use t_peak, t_rise, and t_desath, a

detailed in Table 3.1.

Name Definition

t rise The time at which content’s activity strictly canues to rise until hitting t_peak. This po
in the lifespan is only used to help detect topgtbimt of death, t_death.

t peak The time at which the content’s activity is higt.

t death | The time at which the activity has hit a level dqoaor below the level of activitof either
the first snapshot (collection of public data) atige.

Table 3.1t rise, t peak, and t_death definitions.

Using these critical points, the content’s peak éeath can be categorized into the four categdeéaed
in Table 3.2. Note thatt_rise is not listed, &idls in determining when a piece of content cacdnsidered

dead.

21



Category Definition

Early peak + early death t_peak and t_death occur in the first half of ifespan

Early peak + late death t_peak occurs in the first half the lifespan armdktath occurs in th

second half of the lifespan

Late peak + late death t_peak and t_death occur in the second half oliféepan

Dead on arrival Zero activity for the entire lifespan

Table 3.2 peak/death categories.

3.2.2 Popularity Tiers

From simple observation of a wide variety of soci@htent, it is observed that content lifespantalie on
several different forms. For example, if a celghon YouTube channel with a large subscriptioreljags
out a new piece of content, typically this contegitithave a different lifespan, with higher leveikactivity
than that of a typical user. We analyzed the mielry data collected from Reddit to define thestiested
in Table 3.3. What counts as activity will varytiveach OSN, but all activity is weighted the sarfRer
example, of a post on Reddit receives an upvoteaiiids one to the activity. If that same post nexeil
downvote, that also adds one to the activity. Asgr interaction adds one to a post’s activity scdrhe
tiers being separated by powers of 10 attempttieirthe large differences in activity betweendterage

piece of content and a super popular or viral ones.
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Tier Activity level att_peak

Dead on arrival Zero activity for the entire lifespan
Below Average 0 < activitytpeak< 10
Average 10 < activitytpeak <100
Popular 100< activitypeak<1,000
Super popular 1,000< activitytpeak<10,000
Viral activitypeak> 10,000

Table 3.3 Popularity Tiers.

3.3 Combining Peak/Death Timings with Popularity Tiers

Once the peak/death timing and the popularity eesdetermined, they can be combined to give argén
shape to the lifespan, witk, andt, denoting the first time and last time a piece @ftents activity is

observed, respectively.

3.3.1 Dead on Arrival

Dead on arrival implies the content experience aetivity. The content never peaks, instead isictared

dead for the entire lifespan as illustrated in Fég8.2.
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Figure 3.2 Dead on Arrival.

3.3.2 Below Average Combination

The below average popularity tier combination nestgpasses an activity of 10 during any pointia t

content’s life, as illustrated in Figure 3.3, Fig@4, and Figure3.5
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Figure 3.3 Below Average Early Peak Early Death.
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Figure 3.4 Below Average Early Peak Late Death.
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Figure 3.5 Below Average Late Peak Late Death.

3.3.3 Average Combination

The average popularity tiers combination alwayspedove 10 but never surpass an activity of 10digu

any point in the content’s life, as illustratedHigure 3.6,
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Figure 3.7, and Figure3.8
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Figure 3.6 Average Early Peak Early Death.
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Figure 3.7 Average Early Peak Late Death.
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Figure 3.8 Average Late Peak Late Death.

3.3.4 Popular Combination

The popular popularity tiers combination alwayskseabove 100 but never surpasses an activity 601,0

during any point in the content’s life as illusedtin Figure 3.9, Figurg.1Q and Figure3.11
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Figure 3.9 Popular Early Peak Early Death.
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Figure 3.10 Popular Early Peak Late Death.
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Figure 3.11 Popular Late Peak Late Death.
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3.3.5 Super Popular

The super popular popularity tiers combination glsvpeaks above 1,000 but never surpasses an Wactivit

of 10,000 during any point in the content’s lifeilasstrated in Figure 3.12, Figu®13 and Figure3.14
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Figure 3.12 Super Popular Early Peak Early Death.
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Figure 3.13 Super Popular Early Peak Late Death.
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Figure 3.14 Super Popular Late Peak Late Death.

3.3.6 Viral

The viral popularity tiers combination always peaksve 10,000 as illustrated in Figure 3.15, Figui§

and Figure3.17,
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Figure 3.15 Viral Early Peak Early Death.
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Figure 3.17 Viral Late Peak Late Death.

3.4 System Architecture

We developed applications for data acquisitionivaigtanalysis, and model generation. The modeds a

then transferred to the data mining applicatiorwdter to test the accuracy of a given data mialggrithm

using the models.
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3.4.1 Data Acquisition

Each piece of content has temporal and non-temmat. The non-temporal data does not change
throughout the content’s lifespan, such as “datquty or “author”. The temporal could change dgitime

lifespan and were interpreted as activity, sucthamber of likes” or “number of comments”.

For each OSN, its respective APIs were used tcegathpublicly available data from the earliestgible
point in each content’s lifespan. For Reddit, 4gteand Flickr, there are location devoted to digiplgthe
most recently added content. The lifespan of Yo&ladntent was determined to be far too long to tooni
in the time available, so the peak/death modeligpoivas omitted, but the popularity tier analysigsw

performed. Videos were chosen at random and tdlware collected using the YouTube API.

Each OSN’s APl was used to gather snapshots @& @if content over its lifespan. We define a shap

as:

A collection of all publicly available data for aipce of content accessible through an API at a give

time, t.

Snapshots of a piece content are taken at a reigtgaval. For example, given a piece of Reddittenh
denoted bypost_n, with a unique identifier ofd, the Reddit API is used to pull all available imf@tion
usingid. The extracted information is time-stamped anckestin the local database. Figure 3.18 illustrate
the process of acquiring snapshots. All snapghotspiece of content are analyzed to calculaettange

in activity over time. Our data acquisition prograuitl serve as a wrapper to an OSN’s API to acqalte
publicly available data about a single piece ofteonstarting at an initial time, t0 and reacqujrthe same
data on a predetermined interval until the maxintinme limit is reach (e.g., 24 hours for Reddith€eldata

is reacquired in order to monitor any changes tivig metrics over time (e.g., number of commeots

number of upvotes).
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Figure 3.18: The Process of acquiring Snapshots.

Table 3.4 shows an example of a collection of dmaipfor a single tweet. Each row contains a unique
identifier for the content along with the valuesadifactivity metrics. In this example, the adijvinetrics
of upvotes, downvotes, and number of comments erotiginal post change during the period in which
snapshots are taken. The data collected inclwddeavariety of components, such as author infoionat
content information, and activity information. Reddit's case, there are several ways to obsetixatac

including tracking the number of upvotes, downvptesl comments.
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PostiID  TimeOfSnapShot | Upvotes | Downvotes | Comments

123456 | 2011.10.03 0 5 0
09:54:00

123456 | 2011.10.03 2 5 1
11:54:00

123456 | 2011.10.03 17 6 3
01:54:00

123456 | 2011.10.03 89 8 15
03:54:00

123456 | 2011.10.03 350 55 22
05:54:00

Table 3.4 Sample Post Snapshots.

3.4.2 Activity Analysis

After collecting a snapshots for all observed potts lifespan of each post is analyzed. This il
assigns a peak/death timing and a popularity tierach post. Then the data are translated inbonaat
that is readable by a data mining program. WEKAn&zts to the database containing all of the aredlyz
data and generates a file readable by the datagnagiplications. This file does not contain tenapdata.
At this point, the lifespan of the content has baealyzed and classified and is ready to be ugdddining

and testing. Figure 3.19 illustrates the usenafpshots by the activity analyzer.
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Figure 3.19 Activity Analysis.

Table3.5 lists the activity metrics for each network stutlie this work. It should be noted that metrics
may be added or removed from this list based onfeayre additions or removals from a given OSN.

Every activity metric has equal value.
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Current Activity Metric Candidates

Reddit Upvote:, Downvote, Comment
YouTube View Coun, Favorite,, Likes/Dislikes,
Comments, Video Replies
4chan Text Replie, Image Replie
Flickr Views, Comment

Table 3.5 OSN Activity Metrics.

3.4.3 Model Testing

In order to analyze the models generated for eaatte pf content, WEKA extracts the analyzed dath an
uses the data as the testing and training datakirfedd cross-validation, where K=10 (i.e., tendhl
WEKA produces many results. We focused on the acguof the models generated and any information
that indicated the influence of particular attrémibr values of attributes (e.g., observing thedwkitten”

in a title influences the activity). It should beted that when the data are converted into thedatd
format for WEKA, the ARFF format, the text-basettihtites, such as title, are converted into worctwes.
Each word is considered to be an individual attabu Figure 3.20 illustrates the process of usirg

analyzed data to test the model accuracies.

Database

Results of Rules,
Decision Trees, etc.

A

Analyze content
with model information

K-Fold
Cross Validation

¢ Training
WEKA ARFF and ) WEKA
testing [Data Mining Tools]

data

Figure 3.20 Model Analysis.
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Chapter 4 Implementation

This chapter details the implementation, applicaparposes, and relationships between applications.
For each API a separate API wrapper was develapgdnsfer data from a given OSN to a local MySQL
database. Figure 4.1 displays the interactionsdsi the various components in our system. The fir
set is for our API to pull all publicly availableath from an OSN via its APl and store it localynce we
have a post in our system, we can then take snipshthat post and store those locally as welteA

we have a desired amount of posts with accomparsyiagshots, the activity analyzer tracks how the
activity level changed for all the posts and assigach post a peak/death category (i.e., early pelake
peak and early death or late death) and a poputait(i.e., average, popular, viral, etc.) Ontlehe
posts are classified, WEKA extracts the post data fthe local database and generates an ARFhéite t
can be reused for multiple data mining algorithm#=KA is then used to pick a data mining algorithm
to act as a classifier and run the 10-fold crodisl@agon producing an output file with error pertage,

runtime, and confusion matrices which we use inanalysis.
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Figure 4.1 Application Interactions

Table 4.1 details the roles of the OSN databasdt@ntocal database.

Application Description

OSN Database The database controlled and populated by each

Local Database Stores content extract from each OSH

Table 4.1 Data Tier Applications.
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Table 4.2 details the roles the OSN API, APl wrapgata translator, activity analyzer, and dataimgn

applications.
Application Description
OSN API Interfaces to the OSN data. Maintaineceach OSN
APl Wrapper Handles OSN API querying, interaction, data extomcand
storage. There is a wrapper for each OSN API.
Data Translator Extracts data from the Local Database and creaitepan file that

is readable by a desired data mining algorithm. fohmat is the

ARFF format and is produced by the WEKA explorer.

Activity Analyzer Analyzes the Local Database to measure contenitsdtr the
entire interval snapshots that were taken and geethe lifespan

model (Popularity tier, Peak/Death) for the dataing input file

Data Mining Applications analyze the data mining input file gordduce rule

Application sets, decision tress, or other forms of analytcaput.

Table 4.2 Logic Tier Applications.

Table 4.3 describes the Web interface, consolefatte, and lifespan model.

Application Description

Analysis of Lifespan | The analysis dlifespar modelsproduce: by aspecific algorithm

Model (Decision Table, Random Forest, etc.)

Table 4.3 Presentation Tier Applications.
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4.1 Data Acquisition

The following guidelines were used for data coltatt

» Data must be collected via an OSN's API.
e All APl rules (e.g., request limits) must be hortbre

» Data must be publicly available, i.e., no data #ratsubject to privacy restrictions or relatiopshi
dependent access.

Some OSN APIs require registration before any databe accessed. Table 4.4 details the requetd lim
and registration requirements of the OSNs that weetl. During the development, the YouTube API
transitioned from version 2.0 to version 3.0. Yab& API v3.0 does not have a strict requests pemske
limitation, but rather assigns a unit value to eatjuest — some requests being more expensivethers.

For example, a video upload costs 1,600 units veseaewrite request costs only 50 units (YouTubeDat

API, 2013).
OSN API Request Limits Registration Requirec
Reddit API 1 request per 2 secol Yes
4Chan API 1 request per seco No
Flickr API 1 request per secao Yes
YouTube 3.0 API 30,000 units/user/secc Yes

Table 4.4 API limit and requirements.

4.2 Discovering and Monitoring New Content

For Reddit, 4chan, and Flickr, the lifespan typesomtent were analyzed and categorized. To aclisimp
this, new content needed to be publicly discoveralnld to be monitored on a regular interval. [Déife

OSNs have different locations for new content.ukégd.2 shows Reddit’'s page with its newest content
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PRI ODESZA - Full Performance (Live on KEXP)
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ELIS5: Private and Public Key Encryption explairiiksi
[Ra s ape by deepfriedenigma  to explainlikeimfive

et skare
E As someone with a messed up sleep schedule, this is a huge win for me.
2d 46 second Bolancs to AdviceAnimals

Figure 4.2 Reddit /all/new: New content location (Rddit.com, 2013)

Reddit funnels all new posts to the same locatitindoes not matter if a user is subscribed tovermi
subReddit or not, new content from all subRedditsdsted to a subreddit named “/all/new” which lsan

accessed by the Reddit API (Github.com/reddit, 2012

4chan puts all new posts on the front page of argboard, i.e., the content that is either the semtemost
recently received a reply is always pushed to tbetfpage. The 4chan API allows access to allspost
currently active for a given board, and this cdll@t of posts in known as the “catalog” (Github.ddahan,

2013).

Flickr has a public centralized location for allsneontent, but it is only accessible from the AFPhe API

can request a number (limit 1,000) of the mostntge@dded pictures (Flickr API, 2009).

Figure 4.3 illustrates how a piece of data was tooad for a given OSN. When a new piece of content

added our APl Wrapper retrieves the informationualibe newly added post from the OSN'’s API, and
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stores to a “posts” table — this data in stored/ @mce, at the beginning of the content’s lifespail
information stored in the posts table is non-terapoOnce a post is added to the “posts” table then

monitored on a regular interval for 24 hours, diilinis removed from the network. On regularantals,

a “snapshot” is taken, which involves our APl Wrapgetrieving data from the OSN’s API. The snapshot

of activity related data contain all the temporalladand are stored to the “Post Snapshots” table.

OSN APl |¢——— query —— | API Wrapper

Periodically store
snapshot of content to

collect Store non-temporal
data data about content to
about

A new piece
of content
on OSN

Post Snapshots
Table

Posts Table

Local Database

OSN Database

Figure 4.3 Watching New Content

The snapshot intervals are listed in Table 4.5ddReavas the first OSN from which data were exidct
and it requires a delay of 2 seconds between regjublsing this delay, Equation 4.1 dictates the

maximum number of requests per hour:

(3600 sec/hour) / (2 sec/request) = 1800 requests/hour

Equation 4.1 Maximum Requests per Hour in Reddit.
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Each snapshot of a post requires a single reguest maximum of 1800 snapshots per hour. Keepin
in mind Reddit’s time-sensitive scoring algorithinat decays a score over time, making most posts
effectively dead after 24 hours if not sooner (Gltltom/reddit, 2013), we chose to take a snapsieoy e
two hours. Flickr's time was set to follow suitémReddit, though it does not have a time system
decaying algorithm. Threads on 4chan can be rechioveeconds do to inactivity (Berstednal. 2011),

so we took snapshots on a much shorter interval.

OSN Interval between
snapshots
Reddit 2 hour:
4char 1 secon
Flickr 2 hour:

Table 4.5 Minimum Snapshot Intervals Allowed By Eab OSN.

4.3 Software and Hardware Specifications

This section details the software and hardwareipations of the developed system.

The API wrapper and activity analyzer were impletadrin PHP (PHP.net, 2009). The data received
from the APIs were in the JSON format (JSON.ord,12Ppwhich were then translated in the MySQL
(MySQL.com, 2009) data base via a PHP APl wrapp¢EKA (Hall et al., 2009) was used to create the
ARFF files that were used in experiment§able 4.8ists the different components and the language or

application used to implement each components. hiihdware specifications are detailed in Table 4.7.
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Component Implementation

API wrapper PHP
Storages of snapshots and posts to PHP/MySQL
database
Local database MySQL
Activity analysis (Popularity Tier and Life PHP
Span classification)
Translation of local data into ARFF format WEKA 3.6
Experimentation WEKA 3.6

Table 4.6 Software Specifications.

Operating System

AMD FX-8120 Eight Core Processor 16 GB Windows 7 (64 bit
(3.10GHz) Professional Edition)

Table 4.7 Hardware Specifications.
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Chapter 5 Experimental Results

This chapter details the experiments and experiaheasults.

For Reddit, Flickr, and 4chan, the experimentatpsses can be summarized by the following sequence
of steps:

1. Track the lifespans of a sample of content (a Reuiuit, 4chan thread, or Flickr image upload).
2. Store the snapshots and content data locally.
3. For each piece of content.
3.1. Analyze the activity.
3.2. Classify the popularity tier and peak/death categor
4. Use WEKA to translate the processed content iradRFF format.

4.1. Edit the ARFF file to convert textual attributesstoing (WEKA assigns these the nominal type
by default, which treated each title as a uniquaeevanstead of a collection of words).

4.2. Expand all words in the title or inner post in arttecreate a word vector. Convert all words to
lowercase. Apply a list of stop words that disakdir any words in the words vector to be used
as a column name if that column name was an atitritboom the API (e.g., post_id would not be
allowed because it was an attribute obtained waRéeddit API) along with a list of short
function words (e.qg., “the”, “as”, ect.) provideg WEKA.

4.3. Create two ARFF files, one for classifying the plapity tier and one for classifying peak/death
category.

5. Process the ARFF file using SMO, Decision Tableyd®an Forest, and Naive Bayes through 10-

Fold cross-validation.

6. Compare the accuracy and time required to buildrtbdel across all algorithms.

6.1. Compare the results from 10-fold cross-validation

7. Use Student’s T-Testing to verify statisticallyrsfgcant differences.
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In order build the word vector in WEKA, all of tilsé&rings were expanded to create new attribute
columns. Table 5.1shows example data from the local database &feadtivity analysis phase. In the
first row, for example, a post that linked to imguas titled “I love cats petting catsTable 5.2shows an
example of what happens to the experimentatiomfilen the string vector is generate. Our exampdt po
has the words from the title converted to loweraase separated into individual attributes. Sitee t
second post’s title did not have all of the wortkst the first post’s title did, it receives diffatesalues in

each column, which represent how many times a givand appeared in the title.

Domain Title Popularity

Tier

imgur.com I love cats | super_populaf
petting cats

cnn.com Chocolate average
lovers will
love this

Table 5.1 Example Reddit Data from Local Database.

Domain i love| cats petting chocolate lovers will this  Popularity
Tier

imgur.com 1| 1 2 1 0 0 0 0| super_popular

cnn.com |[0] 1 0 0 0 1 1 1 average

Table 5.2 Data in ARFF File After Converted to WordVector.

The experiments compared several different clasgifin algorithms implemented in WEKA. The
selected algorithms were SMO (Platt, 1998), a nicattibn of Support Vector Machines, Decision Table

(Kohavi, 1995), Naive Bayes (John and Langley, 20&8d Random Forest (Breiman, 2001). Some
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experiments using Decision Table did not complék.completed experiments are included in the

analysis.

5.1 Experimental Data

Table 5.3 lists the number of instances and ateibtor each of the OSN'’s data sets. The attribute
consist of the public attributes obtained from e@8N, along with the word vector generated from the
collection of all words in any title or descriptiofithe content. An instance is single piece oiteot

from an OSN (e.g., a post on Reddit or a video ouaTMbe). The number and attributes vary based on
the number of words that happened be found in &oemf content for a given OSN (i.e., more unique

words were used in the titles and descriptions@i™Mibe videos than Flickr images.

OSN Instances Attributes
Reddit 18,261 35,45¢
Flickr 28,80C 74,214
4Chan 23,752 51,45¢
YouTube 28,99¢ 147,246
YouTube (large batch) 29¢€,99¢ 88¢,17¢

Table 5.3 OSN Experimental Data Sizes

Table 5.4, Tablg.5, Table5.6, and Table.7 list the attributes from each OSN that were used f
experimentation. These attributes do no encompaay attribute from the OSN’s API, but any
attributes that were automatically generated amguenfor each post (e.g., post ids) were removédarbe
experimentation since those values were not chogdime content’s author and cannot be used again by

different post.
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Attribute

Description

domain Domain of the content being linked
subReddit Which sulReddi the content was posted
link_flair_text Acts as a label for a post, though it is not intitie or selftexi.
over_18 Flagged as being for over 18 ol
thumbnail The automatically generated thumbnail visible nexhe post title

link_flair_css_clas:

CSS class of the link fla CSS is a language used to style HT

author_flair_css_class

CSS class of the author flair, which acts as d falbéhe author and is visib
on all their posts within certain subReddits.

is_self Self-post: are text posts. They do not link to an external dior
url The entire url of a linl
author Name of the author of a pc

word vector

Each word from a title cself-texi post converted into a unique attrit

Table 5.4 Reddit Experiment Attribute list.
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Attribute Description

server Server numbe
farm Farm (server farm) numt.
license License category (8 categories tc.
safety level | Safety level numbe
rotation Degree of rotatic of picture

originalformat

Original format (file extention: jpg, png, el.

username User name of the uploac.
realname Real name of uploader (not required to upl.
location Geographical locatio
iconserver Server id tht store: the buddy ico, which is thethurrbnail representing tt
uploader.
iconfarm Server farm id of thestore: the icon serve
path_alias Optional alias of the username that appeaURLs to theuser’s uploads
haspeople | Flag to indicate whether or not the pictcontains peopl

word vector

Each word from title or description converted iatanique attribut:

Table 5.5 Flickr Experiment Attribute List.
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Attribute Description

filename File name of the originaupload

ext File extension of the uploaded ime

fsize File size of the imag
w Width of the image
h Height of the imag:

tn_w Width of the thumbnail visible from the board p:

tn_h Height of the thumbnail visible from the board p:

word vector | The words from the subject or original pconverted into unique attribu-.

Table 5.6 4Chan Experiment Attribute List.

Attribute Description

observation_delay | The time between the video beiposted and the time of it being obser

category Category of the video (e, Music, Games, Travel, et.

content_type Type of video (flash or 3gpj

author Username of the auth
duration Duration of the video in secon
word vector The wordsfrom the video title and description converted intoque attribute

Table 5.7 YouTube Experiment Attribute List.

The data collected from each OSN were processed tis¢ discussed methods. The experiments were

ran for two different types of classes: peak/deatiegory and popularity tier.

The content observed from each OSN contained diftesize samples of each category of lifespan.
Table 5.8 lists the number of instances from eatbgory and Figure 5.1 illustrates the differerines

sizes. Youtube data were only used in the populaer experiments, which is why Youtube is not
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present. One interesting point of discussion idgriheedible lack of dead on arrival (DOA) posts for
Reddit. The DOA category was defined as a pieapnfent experiencing no activity at all. Every
subReddit has a “new” section, this sample sugdkstability to get users interaction with over 96¢6
content posted to the default subreddits. Butuf€idgp.2 demonstrates that the amount of interagtitin
the majority of data is low. The majority of samplfrom 4chan and Flickr were DOA posts. In 4chan’s
case, it is not surprising since a post that ismtetacted with very soon after its posting is ea¥urther
into the pages listing, decreasing the chancellitwiinteracted with until it is removed from thite,
making it impossible to interact with. In Flickrtase this may be suggestive of the findingsherot
research, that Flickr posts can take days, weekapaths to experience activity. We had anticigdtes
possibility, since our window of observation wasyd®? hours, but we had not anticipated the large
amount, over 10,000 posts both peaking and dyitigirvin the first 12 hours of being posted. This
suggests the possibility that a local maxima earthe content’s life and further observation may
indicate a true maximum later in life, or that tiiespan of images on Flickr may be briefer than

previously observed.

ORI\ DOA earlypeak_earlydeath earlypeak latedeath| latepeak _latedeath
Reddit 8 12,38t 5,59 1,27¢
4chan 16,81% 6,06€ 27¢ 59¢
Flickr 14,91¢ 10,19¢ 74E 2,942

Table 5.8 Life Span Categories Sample Sizes.
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Figure 5.1 Lifespan Categories Sample Sizes.

The content observed from each OSN contained diffesize samples of each popularity tier. Talfe 5.
lists the number of instances from each categoy,Figure 5.2 illustrates the differences in sizes.
Youtube is absent because its data was only usdRbfaularity Tier analysis. As anticipated, it wasy
rare to observe a super popular or viral tier pigfosontent. This causes a problem when tryingaio a
classifiers because these categories of interestraterrepresented. We considered using the few
observed samples and resampling them in orderdamd@the number of samples across each category,
but that plan was decided against since it woulel ogpresent the words used in these few posts. To
accurately test for the attributes that are imparta super popular or viral content, independently

generated pieces of content would need to be obderv

52



below averag: average popular super popular Viral

Reddit 8 16,09¢ 2,492 551 101 11
4chan| 16,81c 6,51¢ 31c 11C 1 0
Flickr 1491¢ 10,401 3,365 11€ 2 0

Table 5.9 Popularity Tier Sample Sizes.

Popularity Tiers
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a—m 4 _— —_—

Reddit 4chan flickr

HDOA below average M average M popular super popular viral

Figure 5.2 Popularity Tier Sample Sizes.

5.2 Peak/Death Category Experiments

The results from the experiments classifying litaspategories are evaluated based on two criteria:
accuracy and run time. All accuracies and runtiméhis section are the result of 10-fold cross-
validation. Table 5.10 lists the runtimes, in setsyrand Figure 5.3 illustrates the differencessxro
OSNs and classifiers. The SMO classifier consiteutperformed all other classifiers in speedgiag

from ~1.5 times faster that Naive Bayes up to #3@4g faster than the Decision Table. Decision &abl
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exhaustive components appear to be a large factts iuntime, always requiring more time than any
other algorithm. The Decision Table experimentsliier Flickr data did not finish before a systenshra

The longest attempt at finishing experiments was dwo months. A more stable or robust system is

needed to complete those experiments.

Naive Bayes Random Forest = Decision Table
Reddit 3,092.5: 4,763.4¢ 9,063.0: 70,851.4¢«
Flickr 1G,506.5 25,002.6° 15,936.7: unfinishec
4chan 4,067.5¢ 11,350.8: 11,888.8¢ 147,386.0¢

Table 5.10 Peak/Death Results Time Comparisons (sexls).

Peak/Death Category Analysis Runtimes (sec)

160000

140000
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80000
60000
40000
20000
0 e =W m N

SMO Naive Bayes Random Forest Decision Table

W Reddit Flickr m4chan

Figure 5.3 Lifespan Analysis Runtimes (seconds).

Table 5.11 lists the accuracies from the 10-foltbsfvalidation and Figure 5.4 shows the differences
across OSNs and classifiers. The accuracy of SMCRandom Forest stay above 60% across OSNSs, but

never break 70%. Naive Bayes has the largest @ragcuracies, including the lowest and highest
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accuracies, overall. Naive Bayes also appears tebt suited for 4chan’s image boards, but appesac
coin-flip accuracy for Flickr content. Decisiontle, while having some of the highest accuracikss, a

takes up to 35 times more runtime for only a foencpnt accuracy improvement from SMO and a six

percent decrease from Naive Bayes.

Naive Baye Random Fores Decision Table
Reddit 61.63% 58.19% 64.21Y% 64.35%
Flickr 65.46% 52.2% 62.69% unfinishec
4chan 66.51% 76.719% 69.09% 70.40%

Table 5.11 Peak/Death Testing Accuracy Percentages.

Lifespan Analysis Accuracy Percentages
80

70

6
5
4
3
2
1
0

Decision Table

o

o

o

o

o

o

Naive Bayes Random Forest

W Reddit Flickr m4chan

Figure 5.4 Peak/Death Analysis Accuracy Percentages

Along with accuracy, percentage of correctly clisgdiinstances out of all instances, for the erdaita
sets, we also evaluated each classifier's accdoadgdividual classes. This was done to investghe

difficulty of correctly classifying some of the uerepresented classes. The complete confusioncestr
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from the 10-fold cross-validations can be founthie Appendix. Table 5.12 listed the accuracy each
classifier had for all lifespan categories from Rexldit dataset. As expected, the category wih th
majority of samples, earlypeak_earlydeath, hachiheest accuracy for all classifiers. The dead on
arrival category, DOA, had the fewest samples amdequentially none of the classifiers were able to
correctly classify a single instance. Naive Bay@monstrated a very interesting behavior, havieg th
highest accuracy - though only 50% - in the eadypéatedeath category. All other classifiers gjted
with this category, demonstrated an increase inracy when classifying earlypeak_earlydeath, again
with the majority of samples. This increase in aacy was not reflected by Naive Bayes only increasi
to 67.5% while all other the classifiers were 80¢higher. This behavior is also demonstrated inl§ ab
5.13, listing the accuracy by category for 4chbiowever, this behavior is not repeated in the Flazta,
found in Table 5.14. In the Flickr dataset Naive&a Random Forest, and SMO demonstrate the ability
to classify each category with similar capabilfgyanted, there are gaps as large as 20% in accuracy
However, when looking at the distribution of acaiea for Reddit and 4chan compared to Flickr, Flick
has non-zero accuracies in all categories. Aab$3SNs and classifiers only the category with the

majority of samples scored about 56% accuracy.

Percent of INEUYE Random Decision SMO
Data Set Bayes Forest Table
earlypeak_latedeath 29.04% 50.12% 8.62% 2.63% 32.74Y
earlypeak_earlydeath| 63.30% 67.50% 95.88Y% 98.89¥% 81.04Y
latepeak_latedeath 6.62% 3.45% 0.86% 0.00% 3.22%
DOA 04% 0.00% 0.00% 0.00% 0.00%

Table 5.12 Accuracy by Class - Reddit.

Percent of Naive Random Decision
Data Set Bayes Forest Table
earlypeak_earlydeath 1.16% 44.58% 7.47% 1.04% 15.33%
earlypeak_latedeath 25.54% 3.64Y% 0.00% 0.00% 0.36%
latepeak_latedeath 2 5204 7.53% 2.51% 0.84% 3.01%
DOA 70.79% 55.29% 94.81% 99.05% 88.40%

Table 5.13 Accuracy by Class - 4chan.
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earlypeak_earlydeatt 2 59% 38.31% 38.94Y% NA 57.84Y%
earlypeak_latedeath 35.40% 5.23% 4.70% NA 6.17%
latepeak_latedeath 10.22% 23.73% 15.77% NA 21.82%
DOA 51.80% 83.21% 91.07% NA 82.23%

Table 5.14 Accuracy by Class - Flickr.

5.3 Popularity Tier Experiments

The results from the experiments classifying litgspvere evaluated on two criteria: accuracy and run
time. All accuracies and runtimes in this sectiom the result of 10-fold cross-validation. Tahl&5

lists the runtimes, in seconds, each classifienired for a given OSN. The experiments in thidisec
do not include the data from YouTube. Those resan discussed later. Figure 5.5 illustrates the
differences in runtimes between classifiers. Sintib the lifespan analysis, SMO had the best obder
results in speed. Decision Table once again tongdr than any other classifier by several factors

ranging from a factor of ~3.8 slower than Naive &gn Reddit data to ~19 slower than SMO on 4chan

data.
OSN SMO Naive Baye: Random Fores Decision Table
Reddit 1,414.0: 6,246.8: 4,145.3: 24,184.8¢
Flickr 8,668.6¢ 20,502.7¢ 12,607.1° unfinishec
4chan 3,275.5. 11,350.8: 14,411.9¢ 62,954.8¢

Table 5.15 Popularity Tier Results Time Comparisongseconds).
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Popularity Tier Runtimes (sec)
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Figure 5.5 Popularity Tier Runtimes (seconds).

Table 5.16 lists the accuracies for each classifienss the different OSNs. For all classifiersdéRt
yielded the highest accuracies, the statisticaliiggince of this will be discussed in later secti®One
might assume that the built-in decay over time,chlputs the majority of post into the same tier,
influenced the results. However, it is criticalntote that the accuracies for 4chan, which hasnibst
drastic and fastest acting decay over time mechea@iot down across the board by at least 14%. iResp
the majority of content for both Reddit and 4chatohging to a single tier and both having a time-
sensitive criteria for their content, all classifievere observed to more accurately classify Rexudfitent.
This discrepancy may be caused by the larger nuoflagtributes in the 4chan dataset, or the shghtl
more even distribution of popularity tiers. THigory will be further discussed in a later section.

Whatever caused the drop in accuracy, it causedeNBayes to drop nearly to 50% accuracy.
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Naive Bayes Random Forest | Decision Table

Reddit 83.06% 71.25% 83.5% 84.01%
Flickr 66.49% 59.57% 61.8(% NA
4chan 66.94% 52.21% 68.€3% 70.54%

Table 5.16 Popularity Tier Accuracy Percentages.

Just as we did with lifespan categories, we brakendthe accuracies of each classifier by categdhe
complete confusion matrices for all classifiers &%Ns are included in the Appendix. The accuracies
for each popularity tier category of Reddit ar¢elisin Table 5.17. Behaviors similar to those masly
discussed are present. The category with the itya@the samples has the highest accuracy aalbss
classifiers. Also, Naive Bayes again has lowembhorte evenly distributed accuracies; where the other
classifiers have a 90%-+ accuracy in a single cayegad 14% or less in all other. The viral, super

popular, and dead on arrival (DOA) categories weoeunderrepresented to be accurately classified.

Percent O alve Rando De O O
Data Se Paye ore aple

DOA 0.04% 0.00% 0.00% 0.00% 0.00%
BELOWAVG 83.58% 79.99% 99.61¥% 99.80¥% 97.15%
AVG 12.94% 33.67% 2.05% 4.53% 13.56%
POPULAR 2.86% 1.27% 0.36% 0.54% 3.63%
SUPERPOPULAR 0.52% 0.00% 0.00% 0.00% 0.00%
VIRAL 0.06% 0.00% 0.00% 0.00% 0.00%

Table 5.17 Popularity Tier Accuracy by Category - Reddit.

The accuracy result for each popularity tier of 4aban dataset are listed in Table 5.18. Naive 8aye
DOA accuracy took a dramatic hit, dropping neaB%® Naive Bayes performed the poorest in 4chan
overall in both lifespan and popularity tier expeents. Decision Table obtained the highest acguac
the 4chan data, but it failed to correctly categmthe underrepresented categories of super popirkly

and DOA.

59



Percentof  Naive Random Decision SMO

Data Set Bayes Forest Table
DOA 70.79% 55.52% 93.87% 99.82Y% 87.66%
BELOWAVG 27.43% 46.62% 8.92% 1.69% 17.57%
AVG 1.32% 9.27% 2.56% 2.24% 5.11%
POPULAR 0.46% 1.82% 0.00% 0.00% 0.00%
SUPERPOPULAR 0.00% 0.00% 0.00% 0.00% 0.00%
VIRAL 0.00% 0.00% 0.00% 0.00% 0.00%

Table 5.18 Popularity Tier Accuracy by Category - 4han.

Percent of Naive Random Decision SMO
Data Set Bayes Forest Table

DOA 51.80% 91.65Y% 90.47% NA 83.56%
BELOWAVG 36.11% 63.01% 34.57% NA 51.80%
AVG 11.68% 61.31% 20.64% NA 37.85%
POPULAR 0.40% 39.66% 10.34% NA 19.83Y%
SUPERPOPULAR 0.01% 100.00% 0.00% NA 0.00%
VIRAL 0.00% 0.00% 0.00% NA 0.00%

Table 5.19 Popularity Tier Accuracy by Category - Fickr.

The accuracy of each popularity tier by categoryHackr are listed in Table 5.19. Just as befthe,
Flickr data have a more even distribution of acci@smwhen compared with Reddit or 4chan.
Interestingly, Naive Bayes, with the worst accuraegrall, was the only classifier to correctly clifg
the super popular category. Not only that, it h@8% accuracy. This is interesting, but it is imant to
note that there were only two instances of the ispppular category in Flickr, so Naive Bayes wds ab

to classify two out of two. More analysis wouldeeded to draw a conclusion.

5.4 YouTube Experiments

The data collected from YouTube was not taken fn@wly posted videos, but instead videos that were a
minimum of a year old in order to allow the videtifespan to complete. Since data were not cadlict
in real time, only the popularity tier analysis wasformed. Table 5.20 and Table 5.21 shows the ti

required to build the model and accuracy of eaahdgifier, respectively. Although the YouTube
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experiments did not include an analysis of lifespai®gorization, the YouTube data proved valuable i
learning the effects of increasing attributes s@eshe accuracies and runtimes of the classifi€nse
additional note is that the depth of the Randonesioelassifier was changed from the default of
“unlimited” and limited to 1000 due to memory limiions - unlimited depth caused “heap out of

memory” errors.

Naive Bayes Random Forest | Decision Table

YouTube 7,132.4¢ 46,178.8: 30,832.6" NA

Table 5.20 YouTube Popularity Tier Analysis Runtime (seconds).

Table 5.20 shows that SMO still has the lowestinuat demonstrating excellent scaling with an insesa
in attribute and sample sizes. Figure 5.6 furilhestrates SMO’s excellent runtime performances,
maintaining the behavior of a logarithmic runtimdiile Naive Bayes and Random Forest were

increasing in linear fashion.
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Figure 5.6 Runtime VS. Number of Attributes.

Naive Bayes Random Forest | Decision Table

YouTube 48.19¥% 29.72% 41.49% unfinishe

Table 5.21 YouTube Popularity Tier Accuracy Percerdges.

Table 5.21 shows a large decrease in classificationracy across for all classifiers. All clags#iare
below 50% accurate, making them worse than a dipin Figure 5.7 illustrates the effect of accurasy

the number attributes increased. All classifiamdnstrate a drop in accuracy when the number of
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attributes increase. The increase in attributeaised by the increase in words taken from theovid
titles and descriptions, each word being a singtébate. This increase in attributes increased bparse

the dataset was since a given video would contaerasmall percentage of all words collected from

YouTube videos.
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Figure 5.7 Classification Accuracy of Popularity Ters VS Number of Attributes.

Table 5.22 lists the accuracies of each clasdifieeach category of popularity tier. The disttibn of
accuracy percentages is more even than the othds 8t that is most likely because the samplessize
of each category are more even. This suggestff #rmugh samples can be collected of super popula
viral data, they can be classified just as wekliag other category. But, despite the accuraciggybeore
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evenly distributed, none of the classifiers perfednhigher than 66.5% in any tier. The highestextdy

SMO in the average tier.

Random Decision SMO
Forest Table

DOA 13.95% 8.43% NA 16.28%
BELOWAVG 44.23% 6.36% NA 13.49%
AVG 59.40% 59.03% NA 66.50%
POPULAR 14.01% 53.52% NA 51.09%
SUPERPOPULAR | 11.21% 18.54% NA 30.80%
VIRAL 31.57% 29.41% NA 45.88%

Table 5.22 Popularity Tier Accuracy by Category - YouTube.

YouTube’s dataset contained the largest numbettrithates, but the size of the data set, ~30k ircsta,
was still comparable in size to the other datas€mugh the trend indicates that the number obates
affect the accuracy of classifiers, we believe thatsevere drop in accuracy is also a resultefythe of
content on YouTube, namely, videos. The videdfitgas not analyzed, only the publicly available
textual information. Also, YouTube videos can losted to blogs, news sites, and other Websites
without the viewer being exposed to the majorityhaf textual content surrounding the video, sucthas
description. Portions or the entire video’s titlay not be viewable when embedded due to the sizall
of the video’s iframe (an element of a Webpage ¢h&trnal resources can be displayed in). After th
video is watched, links to other videos are dispthySo, it is possible for a user to watch a Yda€Tu

video without seeing a single piece of the text tiws used to classify it.

The experiment on the YouTube set with 300k instarran from August'72013 to October 302013,
when the system crashed, without completing. rhe to generate the model or what fold of the ld-fol

validation was reached is unknown.
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5.5 Statistical Analysis

Student T-Tests were performed to analyze thresgoakes:

(1) Compare each data mining algorithm’s accuratygss all OSNs and all classification types.
(2) Evaluate each OSN based on the number of resifiled instances for each OSN.

(3) Compare the two model types, Peak/Death cayegyut Popularity Tier, based on misclassified

instances across all OSNs and all algorithms.

Every T-Test assumed no difference in the dataeatimnces as the null hypothesis. A P-Value.660

would allow the rejection of the null hypothesigsw®5% confidence.

5.5.1 Algorithm Misclassifications Comparisons

To perform the first test, every misclassificatfoom the confusion matrices, included in Appendix A
was placed into a vector of misclassificationsaaiven algorithm. For example, all of the
misclassifications for Naive Bayes across all O8hs categories (lifespan classes and popularity tie
classes) were taken from the confusion matricegpahnéhto a single vector. This process was regaeat
for SMO, Decision Table, and Random Forest. Sttisl@Tests were performed in a pairwise manner,
testing two algorithms at a time. Table 5.23 likis P-Values from the T-Tests comparing the meéns
misclassified instances of two algorithms. TabR4dists the means of misclassified instanceg&mwh
algorithm across all OSNs and categories (i.eh bfsispan and popularity tier misclassificatioms a
represented in the means), which are being eval@atdeing different in statistically significanayv

For example, the first row lists the P-Values, ghebabilities that the differences in two setsdue to
chance alone, for Naive Bayes compared to SMO dixeciTable, and Random Forest. The P-Value for
Naive Bayes tested with SMO is 0.42, indicating thare is no statistically significant differensed

that the variations in accuracies are probablytdudance. None of the P-Values being lower th@s 0
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indicates that there is no statistically significdifference in any algorithm’s mean of misclassifi

instances across all OSNSs.

Decision Table Random Forest

Naive Bayes
SMO

Decision Table
Random Fores

Table 5.23 P-Values from Pairwise T-Test (alpha =.05) of Misclassifications Across all
OSNs and Categories.

Naive Bayes Random Forest Decision Table

452.5° 558.2¢ 471.2: 321.9¢

Table 5.24 Means of Misclassified Instances Acroafl OSNs and Categories.

5.5.2 OSN Misclassification Comparisons

In order to compare each OSN to another OSN ingehmisclassified instances, all of the
misclassifications from the confusion matrices|uded in Appendix A, were placed into a single vect
for a given OSN. For example, every value fromdbefusion matrices that represented a
misclassification of Reddit instances was placéal &nvector that would contain all misclassificatdor
Reddit. This process was repeated for 4chan, i-liaid YouTube. These vectors were then compared i
a pairwise manner using the Student’'s T-Test. ¥¢eirmed that there were no difference in the vagianc
for each pairwise comparison as our null hypotheSable 5.25 lists the P-Values for all pairwise
comparisons. All P-Values above 0.05 indicatetatistically significant difference between the
misclassification means for the OSNs, which atedisn Table 5.26. These P-Values indicate no
statistically significant difference between 4chilickr, or YouTube in any combination. Overall,
Reddit had the lowest mean of misclassified insanoamely, 263.20. When compared to Flickr and

YouTube the P-Values indicate, with 95% confidertioat there is statistically significant difference
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between Reddit and these OSNSs, indicating thasagroReddit is in fact less likely to be miscléissi

by any of the algorithms that were selected. Thé&Rie for the pairwise comparison of Reddit and
4chan is 0.07, which is approximately 0.02 aboeettineshold. Though the maximum P-Value of 0.05
needed for 95% confidence was exceeded, we catha@ghere is a minimum of a 90% probability that
the Reddit mean misclassification score was noetdyy chance, but Reddit posts are less likelyeto b
misclassified than 4chan posts. This suggestdtikanodel we created requires adjustments before

being deployed on a different OSN in future experits.

4Chan Flickr YouTube

Reddit
4chan

Flickr
YouTube

Table 5.25 P-Values from Pairwise T-Test (alpha =.05) of Misclassifications Across all
Algorithms and Categories.

Reddit 4char YouTube

263.2( 526.9: 620.3! 601.9:

Table 5.26 Means of Misclassified Instances Acrosdl Algorithms and Categories.

5.5.3 Life Span and Popularity Tier Misclassification Quemisons

The final statistical analysis was to compare i@ rnodels that were developed, namely, peak/death
category and popularity tier, and to determine Whitdel is more likely to be misclassified. To
compare the two models, all of the misclassificafir each were taken from the confusion matrices,
included in Appendix A, and put into a separateémec This generated two vectors, one containihg a
the misclassification values for all Peak/Death ete@nd one vector containing all the misclasdifice

for the Popularity Tier models. The complete taifld-Test data can be found in Appendix B. The

67



mean value for misclassification for all lifespandels was 314.52. The mean value for
misclassifications for all popularity models wagl&2. The P-Value generated by the T-Test wasl0.00
indicating with 99.9% confidence that the null hilpesis is rejected and these two sets are, statlgfi
significantly different. This implies that thedgpan of content from Reddit, 4chan, and Flickrnu(Mabe
was not used in lifespan analysis) is less likelpe misclassified than the popularity tier. Treisult

may be the result of two of our OSNs, namely, Realdil 4chan, have built in mechanism that limit how
long content stays in a place where it can beawcted with easily unless it is gaining in popularithe
popularity tier may benefit from analysis of manan the publicly available text-based informatipe.

analyzing the content of a YouTube video rathen fnat the text-based data surrounding it).

5.6 Results

We generated a model for content lifespan brokentimo categories—peak/death category and
popularity tier—for the modeling of content on Réddchan, Flickr, and YouTube. For each categdry
model there were difficulties in dealing with ungaresentation of certain classes, but our stzisti
analysis showed, with 95%, confidence that the folesth category of content, for the selected O&Ns,
less likely to be misclassified. Using 10-fold ssevalidation, we evaluated the accuracy in whieh t
peak/death category of content can be classified.peak/death category of Reddit content can be
classified with 64% accuracy. The peak/death cayegf 4Chan content can be classified with 76%
accuracy. The peak/death category of Flickr cortantbe classified with 65% accuracy. We also used
10-fold cross-validation to measure the accuraayhiich the popularity tier of content can be clfisdi
The popularity tier of content on Reddit can bessified with 84% accuracy. The popularity tier of
content on 4chan can be classified with 70% acguratie popularity tier of content on Flickr can be
classified with 66% accuracy. The popularity tiécontent on YouTube can be classified with or8y«

accuracy.
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Our experiments compared the runtimes and accufa8iO, Naive Bayes, Decision Table, and
Random Forest to classify the lifespan of contenReddit, 4chan, and Flickr as well as to clastiéy
popularity tier of content on Reddit, 4chan, Flicknd YouTube. The experimental results inditizde
SMO is capable of outperforming the other algortimruntime across all OSNs. Decision Table had
the longest observed runtimes, failing to compédetalysis before system crashes in some cases. The
statistical analysis indicates, with 95% confiderhbat there is no statistically significant diace in
accuracy between the data mining algorithms aath€3SNs. Reddit content was shown, with 95%
confidence, to be the OSN least likely to be missifeed. All other OSNs, were shown to have no
statistically significant difference in terms ofthcontent being more or less likely to be missifiesd

when compared pairwise with one another.

5.7 Hypothesis Evaluation

Our hypothesis of applying data mining techniquesiata collected from online social networks, and
producing a model that can categorize the pealidmsegory and popularity tier of content on a &loci
network, which can then be used predictively, igiglly confirmed. The accuracy of the models asro
the different classifiers is not high enough to naat a sweeping confirmation, but resulted in il
categories of certain OSNs, such as Reddit and4ddfeowing that certain categories of data can be
modeled and predicted with satisfactory accuratie need for more samples of the underrepresented
categories in combination with improved experimgatatechniques could lead to better results. theo
words, we did not discover a magic bullet for petidn, but we did find a valuable place to begia th

search.
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Chapter 6 Conclusion

6.1 Contributions

In this work, we obtained publicly available datanfi Reddit, 4chan, Flickr, and YouTube via theil&\P
For Reddit, 4chan, and Flickr we observed the utateal time immediately after publication for 2duns
or until the content was removed. Snapshots ofdmeent were taken on regular intervals in order to
monitor changes in activity with a given piece ohtent. We generated models that were used tsifglas
the lifespan types and popularity tiers acrossipialOSNs. After monitoring the content we then
analyzed the data in order to classify the typkfegpan for Reddit, 4chan, and Flickr data. Fed&it,

4chan, Flickr, and YouTube we analyzed the diffetiens of popularity that the samples reached.

We generated a model for content lifespan brokentimo categories, peak/death category and popylari
tier for the modeling of content on Reddit, 4chalickr, and YouTube. For each category of modet¢h
were difficulties in dealing with underrepreserdatdf certain classes, but our statistical anakyismved,
with 95%, confidence that the lifespan of contémtthe selected OSNSs, is less likely to be misifeesl.
Using 10-fold cross-validation, we evaluated theuaacy in which the peak/death category of corttent
classified. The peak/death category of Reddit gurtan be classified with 64% accuracy. The
peak/death category of 4Chan content can be ddsifth 76% accuracy. The peak/death category of
Flickr content can classified with 65% accuracye #so used 10-fold cross-validation to measure the
accuracy in which the popularity tier of content ¢ee classified. The popularity tier of contentReddit
can be classified with 84% accuracy. The popuyladiétr of content on 4chan can be classified wBo7
accuracy. The popularity tier of content on Flickn be classified with 66% accuracy. The popiylari

tier of content on YouTube can be classified witlyagt8% accuracy.

Our experiments compared the runtimes and accufa8iO, Naive Bayes, Decision Table, and

Random Forest to classify the lifespan of contenReddit, 4chan, and Flickr as well as classify the
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popularity tier of content on Reddit, 4chan, Flicdnd YouTube. The experimental results inditaae
SMO is capable of outperforming the other algortimruntime across all OSNs. Decision Table had
the longest observed runtimes, failing to compéetalysis before a system crash in some cases. The
statistical analysis indicates, with 95% confidertbere is no statistically significant differerice

accuracy between the algorithms across all OSNsldiRcontent was shown, with 95% confidence, to be
the OSN least likely to be misclassified. All atliSNs, were shown to have no statistically sigaift
difference in terms on their content being mor&ess likely to be misclassified when compared pigigw

with each other.

Another noteworthy find was that on Reddit neaxlgrg single piece of content is interacted withaby
least one other user than its author, causingthessl % of its data to be dead on arrival. Forrareary

of this work please see Gibbons and Agah (2014).

6.2 Limitations and Issues

This section will discuss the limitations and isseacountered during the course of the researbb. T

biggest issues encountered were API limitationsdatd acquisition and experimentation time.

6.2.1 OSN API Limitations

One goal of our research was to ensure that tlzesdapled were not biased in anyway. This proved t
be difficult with some of the OSN’s APlIs originalbglected for research. Twitter, Facebook, andy&oo
Plus were all potential candidates for researclalse of their vast user base and worldwide inflaenc
They all share the similar problem of a forced pecsive, meaning every user’s experience is infieen
by their social graph. For example if user-A isrids with the following people X, Y, and Z, he/stid
encounter a different news/twitter/post feed thaiser who does not share a link with those peoiple.
other words, these social networks lack a singlecgoof content that is uninfluenced by socialdink

Twitter does have an access point like this, catedfire hose”, but access to it must be apprdwed
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twitter (Singletary, 2012). All inquiries that weemade into accessing the Twitter fire hose recence
replies. This issue led us to pick OSNs with alipubnbiased access point to content as soonigs it
posted to the site. Anyone who goes to Redditd f&f new posts, a board on 4chan, or uses Flickr's
API to access the most recently uploaded photdshaie the same level of access to the same conten

regardless of who is or who is not in his/her sogiaph.

6.2.2 Data Acquisition and Experimentation Time

The most significant time bottleneck during theegesh was the time needed to obtain the data gia th
APIs and the time needed for WEKA to run the experits Since our research required the observing
of content from the beginning of its lifespan uitsldeath, this required an API request for every
shapshot of every piece of content. Because weedet® obey the rules regarding time between eéll s
by each API, the time needed to observe largecdetata was very large. For example, to watchnglsi
post on Reddit every 2 hours for 24 hours, woutglire 12 API calls. The Reddit API has a limitnaf
more than 30 requests per minutes. This meantloae hour, the maximum number of posts that can
be observed is 1,800. We had set out to monittiorms of posts, but the time needed, approximately

555 days per million posts, to monitor millionspafsts from each site, was not feasible.

The time requirement was compounded by the time WEEeded to run experiments on very large data
sets and slow running algorithms, with Decision|€ddeing the slowest, on smaller data sets. The
largest data set was the YouTube data set wittDB0Qsideos and over 100,000 attributes. The WEKA
experiments ran for two months straight without pteting. Solutions would be to reduce the numifer o
attributes used in the experimentation phase elftheelecting the most valuable attributes frorormpri
experiments, or to apply multiple classifiers te tiroblem, using one to pick the attributes, théasta

running algorithm, such as SMO for training andibgs
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6.3 Future Work

In future experiments, a multiple classifier apgtoaay bring benefits in terms of runtime, usingtéa
algorithms in order to reduce the feature spadee time needed for experimentation is currently
impractical. Also in future experiments, customigzthe model to each OSN may yield more accurate
results. Our experiments began with Reddit, widiow our models for lifespan and popularity tier
were created. A careful balance between pradijcatid accuracy is difficult to obtain, i.e., moglel
should not be too broad (e.g. viral and not_vinady, too specific because too many categories ey |

to inaccurate classifications.

Our results from the YouTube data were poor, wkiafigests that future analysis will need to incaafmor
analysis of the video’s content, not just the tittdong this same line, image analysis of Redglitkr,

and 4chan posts could add an important dimensiamaifysis beyond text alone. We also did not
analyze any repeated content. Many images weenaixbto be repeated, and it would be fair to agsum
that images that are moderately liked, if not Viigld, are the ones being repeated. In a way, dd'©S
population serves as the judge for the content éliew, reject, and want to see more of. Startifity
content that is frequently reposted would serva geeat starting point for identifying the traifsahat
makes content popular. The opposite approachirigak all the content that never gets repeated may
help in identifying the traits of unpopular contemit there is so much unpopular content that therg

be too much to digest.

During our research Reddit proved to be a very@sting cite for study. Reddit manages to creaiguen
subcultures within subreddits while also fosterngbrant site-wide culture. Using Reddit aloneaas
place for study would certainly produce interestimgdels. Comparing models across subreddits or eve

creating new subreddits and monitoring the lifesplaain entire subreddit are definitely ripe witlrigue.
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Appendix A: Confusion Matrices

This Appendix contains the confusion matrices poedifrom the 10-fold cross-validation experimeats r

on Reddit, 4chan, Flickr, and Youtube. Some taba® empty fields due to experiments not finishing

Reddit Confusion Matrices: Popularity Tier

Naive Bayes
a b c d e f <-- classified as
1287 | 27z| 10| 1C| 12| 1t
7 9 8 9 0 5[] ] a BELOWAVG
1591| 839| 20| 12| 16| 14| | b AVG
308| 229 7 4 2 1] |c POPULAR
86 15 0 0 0 O] |d SUPERPOPULAR
8 3 0 0 0 0|]]e VIRAL
6 2 0 0 0 0| |f DOA
Random
Forest
a b c d e f <-- classified as
160:
6 54 8 0 0 0|| | a BELOWAVG
2433| 51 8 0 0 O] |Db AVG
533 16 2 0 0 O] |c POPULAR
100 0 1 0 0 O] |d SUPERPOPULAR
11 0 0 0 0 O] |e VIRAL
8 0 0 0 0 O |f DOA
Decision
Table
a b c d e f <-- classified as
160¢
6 32 0 0 0 O] |a BELOWAVG
2376| 113 3 0 0 O|||b AVG
538 10 3 0 0 O|||c POPULAR
100 1 0 0 0 0O||]|d SUPERPOPULAR
11 0 0 0 0 0|]]e VIRAL
8 0 0 0 0 O] |f DOA
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SMO

a b c <-- classified as
15640| 434| 19 5 0 0] |a BELOWAVG
2130| 338| 24 0 0 O|||b AVG
443| 87| 20 1 0 0|]|c POPULAR
93 5 3 0 0 O|]]|d SUPERPOPULAR
11 0 0 0 0 0] |e VIRAL
8 0 0 0 0 O] |f DOA
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Reddit Confusion Matrices

: Life Span (peak/deathie@ories

Naive Bayes
a b c d <-- classified as
2803| 2618| 125| 47|| | a earlypeak_latedeath
3738| 8360| 180| 107| | b earlypeak earlydeath
744 479 44 8||] | ¢ latepeak latedeath
3 4 1 0] |d DOA
Random Forest
a b c d <-- classified as
482 5091, 20 O] |a earlypeak_latedeath
490| 11875| 20 0]] b earlypeak earlydeath
93 1171 11 0] |¢c latepeak latedeath
0 8 0 o] |d DOA
Decision Table
a b c d <-- classified as
147 5444 2 O] |a earlypeak_latedeath
130| 12248 7 0] b earlypeak earlydeath
12 1263 0 O] |c latepeak_latedeath
0 8 0 0|] |d DOA
SMO
a b c d <-- classified as
1831| 3665| 97 O] |a earlypeak_latedeath
2220| 10037| 128 0] b earlypeak_earlydeath
454 780| 41 O] |c latepeak_latedeath
3 5 0 o] |d DOA
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4Chan Confusion Matrices: Popularity Tier

Naive Bayes

Random
Forest

Decision
Table

SMO

<-- classified
a b c d e as
2 3 59 46|0|| | a POPULAR
8| 29| 127 149/0|] | b AVG
181| 134| 3037 3163|0|] |c BELOWAVG
425| 318| 6736 9334|0|| | d DOA
0 0 0 1/0]] |e SUPERPOPULAR
<-- classified
a b C d e as
0 0 9 101|0|] | a POPULAR
0 8 29 276(0|] | b =| AVG
1 8| 581 5925/ 0] |c BELOWAVG
3 9| 1019| 15782 | 0|| | d DOA
0 0 0 1/0|] |e SUPERPOPULAR
<-- classified
a b c d e as
0 0 0 110|/0|| | a POPULAR
0 7 1 305/0(] |b AVG
2 0| 110 6403|0|| | c BELOWAVG
1 1 28| 16783 | O|| |d DOA
0 0 1 0|0]|]| |e SUPERPOPULAR
<-- classified
a b C d e as
0 0 15 95|0|] | a POPULAR
0| 16 51 246|0|| | b AVG
7| 25| 1145 5338| 0] |c BELOWAVG
10| 39| 2025| 14739 | O|| |d DOA
0 0 1 0|0|] |e SUPERPOPULAR
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4chan Confusion Matrices: Life Span (peak/deathe@aies

Naive Bayes

Random
Forest

Decision
Table

SMO

a b c d <-- classified as
### | 150 2979|233| || a earlypeak earlydeath
109| 10 133| 23| || b earlypeak_latedeath
#i## | 410 9296|643|| | c DOA
265| 14 274 45| | d latepeak_latedeath
a b c d <-- classified as
453| 8| 5594| 11|]|| a earlypeak_earlydeath
25 0 249 1/||b earlypeak_latedeath
842| 7]15941| 23|||c DOA
38 2 543 15|||d latepeak_latedeath
a b c d <-- classified as
63 0| 5997| 6| a earlypeak_earlydeat
5 0 269 1/]|b earlypeak_latedeath
151 0]16654| 8|]||c DOA
11 0 582 5/ d latepeak latedeath
a b c d <-- classified as
930 18| 5088| 30| || a earlypeak_earlydeath
47 1 223 41]|b earlypeak_latedeath
1866| 21| 14863| 63|]|| DOA
101 3 476| 18| || d latepeak_latedeath
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Flickr Confusion Matrices: Popularity Tier

Naive Bayes
a b c d e <-- classified as
2062 786| 334|177|4]|]| | a AVG
378| 13672 710|155|3 || | b DOA
551| 2972| 6554|3159 || | c BELOWAVG
30 28 12| 46(0|] | d POPULAR
0 0 0 0|2|]||e SUPERPOPULAR
Random
Forest
a b c d e <-- classified as
694 | 1751| 911 710|] | a AVG
38|13497|1383| O0|0|] | b DOA
230| 6575|3596| O0|0|]| |c BELOWAVG
18 55 31| 120/ |d POPULAR
0 2 0 0/0|]| | e SUPERPOPULAR
Decision
Table
SMO
a b c d e <-- classified as
1273| 817|1265| 8|0|]| | a AVG
141| 12465| 2312 0/0|]||b DOA
547 | 4465| 5388 1/0|]|c BELOWAVG
44 24 25| 23|0(] | d POPULAR
0 1 1 0/0|]| |e SUPERPOPULAR

92



Flickr Confusion Matrices: Life Span (peak/deatlat€gjories

Naive Bayes
a b c d <-- classified as
3906| 4762|337|1190| || a earlypeak_earlydeath
1610| 12414| 216| 678||| b DOA
224 360| 39| 122|]||c earlypeak_latedeath
678| 1482| 84| 698||| d latepeak_latedeath
Random
Forest
a b C d <-- classified as
3970| 5935| 43| 247|]|| a earlypeak_earlydeath
1198| 13586| 15| 119||| b DOA
226 455| 35 29| c earlypeak_latedeath
649| 1806| 23| 464|]||d latepeak_latedeath
Decision
Table
<-- classified as
SMO
a b c d
5897| 3724| 96| 478||| a earlypeak_earlydeath
2371| 12267 25| 255||| b DOA
359| 282| 46 58|||c earlypeak_latedeath
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YouTube Confusion Matrices: Popularity Tier

Naive Bayes
a b C d e f <-- classified as
48 6 87 5| 190 8|||al = DOA
165| 638| 2532 782| 586| 988||| b| = SUPERPOPULAR
148| 284 | 4649| 461|1878| 406||| c| = AVG
221| 706| 4953| 1352| 1354| 1062|| | d| = POPULAR
58 29| 627 41| 633 431 | e| = BELOWAVG
122| 510| 1873| 606| 351|1597|||f | = VIRAL
Random
Forest
a b C d e f <-- classified as
29 6| 225 62 22 O] al = DOA
1| 1055|1411 2730 3| 491|] | b|= SUPERPOPULAR
10| 207| 4620|2816 70| 103|||c| = AVG
0| 673| 3520|5164 12| 279(||d| = POPULAR
19 17| 988| 308 91 8| el = BELOWAVG
0| 652| 979 1936 411488|| | f | = VIRAL
Decision
Table
<-- classified as
DOA
SUPERPOPULAR
AVG
POPULAR
BELOWAVG
VIRAL
SMO
a b C d e f <-- classified as
56 6| 204 21 54 ||| al = DOA
3| 1753| 1077|2096 20| 742|]||b|= SUPERPOPULAR
18| 256|5204|2075| 168| 105|||c| = AVG
211054| 3229|4929| 30| 404|||d|= POPULAR
40 21| 1012| 150| 193 15]] ] el = BELOWAVG
3| 919| 701| 1105 1012321 || f| = VIRAL
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Appendix B: Student’s T-Tests

This Appendix contains the Student’s T-Test infaiorafor all the pairwise comparisons made. The

tests were used to compare two model categorieelgapeak/death and popularity tier, each of tiad

mining algorithms, and each OSN with one anotfidre All Student’s t-tests were performed with an

Alpha value of 0.05.

Peak/Death & Popularity Tier t-Test: Two-Sample Assming
Unequal Variances
Popularity Tier
Life Span Misclassification Misclassifications
Mean 314.5217391 674.7207207
Variance 1104830.713 1582752.591
Observations 230 222
Hypothesized Mean
Difference 0
df 431
t Stat -3.297352151
P(T<=t) one-tail 0.000528421
t Critical one-tail 1.648396712
P(T<=t) two-tail 0.001056843
t Critical two-tail 1.96548332
Naive Bayes & SMO t-Test: Two-Sample Assuming UnealiVariances
Naive Bayes SMO
Mean 558.2941176 452.5661765
Variance 1353266.609 999539.6697
Observations 136 136
Hypothesized Mean Difference 0
df 264
t Stat 0.803833579
P(T<=t) one-tail 0.211108143
t Critical one-tail 1.65064591
P(T<=t) two-tall 0.422216287
t Critical two-tail 1.968990497
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Naive Bayes & Decision Table t-Test: Two-Sample Assiing Unequal

Variances
Naive Bayes Decision Table
Mean 558.2941176 321.9864865
Variance 1353266.609 1466110.972
Observations 136 74
Hypothesized Mean Difference 0
df 145
t Stat 1.369748559

P(T<=t) one-tail

0.086441422

t Critical one-talil

1.655430251

P(T<=t) two-tall

0.172882843

t Critical two-tail

1.976459563

Naive Bayes & Random Forest t-Test: Two-Sample Asming Unequal

Variances
Naive Bayes Random Forest

Mean 558.2941176 471.2279412

Variance 1353266.609 1472439.807
Observations 136 136
Hypothesized Mean Difference 0
df 270
t Stat 0.604025687

P(T<=t) one-tail

0.273166867

t Critical one-tail

1.650516748

P(T<=t) two-tall

0.546333735

t Critical two-tail

1.968789022
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SMO & Decision Table t-Test: Two-Sample Assuming Usqual Variances

SMO Decision Table
Mean 452.5661765 321.9864865
Variance 999539.6697 1466110.972
Observations 136 74
Hypothesized Mean Difference 0
df 128
t Stat 0.792311255

P(T<=t) one-tail

0.214822597

t Critical one-talil

1.656845226

P(T<=t) two-tall

0.429645193

t Critical two-tail

1.97867085

SMO & Random Forest t-Test: Two-Sample Assuming Urngual Variances

SMO Random Forest
Mean 452.5661765 471.2279412
Variance 999539.6697 1472439.807
Observations 136 136
Hypothesized Mean Difference 0
df 260
t Stat -0.138420283
P(T<=t) one-tall 0.445007707

t Critical one-tail

1.650735342

P(T<=t) two-tail

0.890015414

t Critical two-tail

1.969130003
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Decision Table and Random Forest t-Test: Two-Samplassuming Unequal

Variances

Decision Table

Random Forest

Mean 321.9864865 471.2279412
Variance 1466110.972 1472439.807
Observations 74 136
Hypothesized Mean Difference 0
df 150

t Stat -0.852612426
P(T<=t) one-tail 0.197616795
t Critical one-tail 1.6550755
P(T<=t) two-talil 0.39523359

t Critical two-tail

1.975905331

Reddit & 4chan t-Test: Two-Sample Assuming UnequaVariances

Reddit 4Chan
Mean 263.1964 526.9141
Variance 690550.8 2205809
Observations 168 128
Hypothesized Mean Difference 0
df 187

t Stat -1.80513
P(T<=t) one-tail 0.036332
t Critical one-tail 1.653043
P(T<=t) two-tail 0.072663
t Critical two-tail 1.972731
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Reddit & Flickr t-Test: Two-Sample Assuming UnequalVariances

Reddit Flickr
Mean 263.1964 620.3333
Variance 690550.8 1517038
Observations 168 96
Hypothesized Mean Difference 0
df 145

t Stat -2.53086
P(T<=t) one-tail 0.006223
t Critical one-tail 1.65543
P(T<=t) two-tail 0.012445
t Critical two-tail 1.97646

Reddit and YouTube t-Test: Two-Sample Assuming Uneggpl Variances

Reddit YouTube

Mean 263.1964 601.9667

Variance 690550.8 845421.1

Observations 168 90
Hypothesized Mean Difference 0
df 167

t Stat -2.91524
P(T<=t) one-tail 0.002021
t Critical one-tail 1.654029
P(T<=t) two-tail 0.004042
t Critical two-tail 1.974271
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4chan & Flickr t-Test: Two-Sample Assuming Unequalariances

4Chan Flickr
Mean 526.9141 620.3333
Variance 2205809 1517038
Observations 128 96
Hypothesized Mean Difference 0
df 220

t Stat -0.51398
P(T<=t) one-tail 0.303891
t Critical one-tail 1.651809
P(T<=t) two-tail 0.607781
t Critical two-tail 1.970806

4chan & YouTube t-Test: Two-Sample Assuming Unequal

Variances
4Chan YouTube
Mean 526.9141 601.9667
Variance 2205809 845421.1
Observations 128 90
Hypothesized Mean Difference 0
df 213
t Stat -0.45995
P(T<=t) one-tail 0.323011
t Critical one-tail 1.652039
P(T<=t) two-tail 0.646022
t Critical two-tail 1.971164
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Flickr & YouTube t-Test: Two-Sample Assuming Unequé

Variances
Variable 1 YouTube
Mean 620.3333 601.9667
Variance 1517038 845421.1
Observations 96 90
Hypothesized Mean Difference 0
df 175
t Stat 0.115708
P(T<=t) one-tail 0.454008
t Critical one-tail 1.653607
P(T<=t) two-talil 0.908016
t Critical two-tail 1.973612
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