
 

 

Correlating Microstructure and Optoelectronic Performance of 

Carbon-Based Nanomaterials 

 

 
By 

 

 

Caitlin Rochford 

 

 
Submitted to the graduate degree program in Department of 

Physics and Astronomy and the Graduate Faculty of the University 

of Kansas in partial fulfillment of the requirements for the degree 

of Doctor of Philosophy. 

 

 

 

________________________________ 

Dr. Judy Wu, Chairperson 

 

 

________________________________ 

Dr. Hsin-Ying Chiu 

 

 

________________________________ 

Dr. Siyuan Han 

 

 

________________________________ 

Dr. Hui Zhao 

 

 

________________________________ 

Dr. Cindy Berrie 

  

 

Date Defended: June 8, 2012 



ii 

 

 

 

The Dissertation Committee for Caitlin Rochford 

certifies that this is the approved version of the following dissertation: 

 

 

 

 

 

 

 

 

 

 

Correlating Microstructure and Optoelectronic Performance of Carbon-Based Nanomaterials 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

________________________________ 

Dr. Judy Wu, Chairperson 

 

 

       

 

 

 

 

Date approved: June 8, 2012 

 



iii 

 

Abstract 
 

 There is a great deal of interest in carbon nanostructures such as graphene and various 

forms of carbon nanotubes due to their exceptional physical, electronic, and optical properties. 

Many technological applications have been proposed for these nanostructures, but despite the 

promise many carbon nanostructure-based optoelectronic devices fail to compete with their 

conventional counterparts. This is often due in large part to a non-optimized material or device 

microstructure. Factors such as crystallinity, contact quality, defect structure, and device 

configuration can critically affect device performance due to the high sensitivity and extreme 

surface to volume ratio of carbon nanostructures. In order for the exceptional intrinsic properties 

of the nanostructures to be exploited, a clear understanding of the microstructure and its 

correlation with device-relevant optoelectronic properties is needed. This dissertation presents 

four projects which demonstrate this principle. First, a TiO2-coated carbon nanofiber is studied in 

order to optimize its structure for use in a novel dye-sensitized solar cell. Second, the electrode 

configuration of an individual multiwall carbon nanotube infrared sensor is investigated in order 

to surpass the limitations of disordered nanotube film-based infrared sensors. Third, the 

properties of defect structures in large area transferred graphene films grown by chemical vapor 

deposition are correlated with carrier diffusion in order to understand the film’s low mobility 

compared to exfoliated graphene. Fourth, the effect of deposition conditions on graphene-metal 

contact was studied with the goal of achieving sufficiently transparent contacts for investigation 

of the superconducting proximity effect. All four projects highlight the unique properties of 

carbon nanostructures as well as the need to correlate their optoelectronic properties with 

microstructural details in order to achieve the desired device performance.     
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Chapter 1 

 

 
Introduction 

 
 
1.1 Introduction to Carbon Nanomaterials 

 
Carbon, the sixth element of the periodic table, forms the basis of all known life on earth. 

Despite its familiarity and ubiquity however, carbon truly is a wonder. In the form of a diamond, 

carbon disperses light, conducts electricity very poorly, and has the highest hardness and thermal 

conductivity of any naturally occurring bulk material on earth. In the form of graphite, carbon is 

black, conducts electricity very well, and is extremely soft. Whether carbon is best suited for 

industrial drilling applications or for use in a writing utensil depends on the arrangement of the 

atoms.  

A neutral carbon atom has six protons balanced by six electrons in the configuration 

1s
2
2s

2
2p

2
. Because the s-orbital and p-orbitals of carbon's second electronic shell have very 

similar energies, they can hybridize to form bonds with different geometries. In a diamond, each 

carbon atom forms four covalent bonds in a sp
3
 hybridized tetrahedral orbital. All of the p-

orbitals are used for bonding so there are no free electrons and the resistivity, typically on the 

order of 100 GΩ∙m, is very high. The crystal structure of diamond is face-centered cubic, which 

is very stable and rigid. This leads to the high hardness and melting point. These strong covalent 

bonds also give diamond its high thermal conductivity at room temperature, about 2200 W/m∙K, 

which is roughly five times higher than copper. Graphite on the other hand consists of many 

stacked sheets of hexagonally arranged carbon atoms. Each atom forms three covalent bonds in a 

sp
2 
hybridized planar orbital. The unhybridized p-orbital is oriented perpendicularly to the 



2 

 

hybridized orbital’s plane. This orbital overlaps with those of neighboring carbon atoms and 

allows for good electrical conduction along the individual sheets. The resistivity is typically 

reported in on the order of a few to a few tens of μΩ∙m, up to 17 orders of magnitude lower than 

diamond! Only weak Van der Waals forces exist between the carbon sheets, leading to its soft 

and lubricating nature
1
. 

The emergence of nanoscience in the past few decades has shown us even more tricks 

that carbon can play.  New zero- and one-dimensional carbon allotropes were discovered 

throughout the 1980’s and 1990’s. The first was the Buckminsterfullerene, a hollow sphere 

consisting of 60 carbon atoms resembling a soccer ball, which discovered in 1985 by Richard 

Smalley and coworkers
2
. This work sparked intense research into the possibility of other carbon-

based nanostructures.  In 1991, Iijima was the first to report carbon nanotubes, coaxial tubes of 

graphitic sheets in which the carbon atom hexagons trace a helical path around the tube axis
3
. 

Interestingly, carbon nanotubes can be either semiconducting or metallic depending on their 

chirality, and in the semiconducting case the size of the bandgap depends on the tube diameter.  

Chirality is the “twist” in the nanotube, and is represented by a vector which connects two 

equivalent sites on an unrolled nanotube sheet. Among carbon nanotubes’ remarkable properties 

is an ultrahigh room temperature thermal conductivity of about 3500 W/m∙K along the axis of 

single wall carbon nanotubes
4
, which is even higher than natural diamonds. This is juxtaposed to 

a relatively poor thermal conductivity of just a few W/m∙K in the radial direction
5
. Carbon 

nanotubes also have the highest tensile strength and Young’s modulus of any known material, 

given by a reported 63 GPa for a multiwall carbon nanotube
6
 and about ~ 1 – 4 TPa in the axial 

direction of nanotubes with varying diameters
7
, respectively. Following these groundbreaking 

discoveries, many forms of carbon based spheres and tubes were later reported and have since 
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been the subject of intense research because of their unique properties and possibilities for 

technological applications.  

In 2004, carbon surprised us yet again in the experimental discovery of graphene, a one 

atom thick sheet of sp
2
-bonded carbon atoms arranged in a hexagonal crystal lattice

8
.  These 

sheets are in fact the building blocks of other graphitic structures.  They can be wrapped into a 

sphere to form Bucky balls, rolled up to form carbon nanotubes, or stacked by the millions to 

form graphite. Graphene boasts many exceptional and incomparable properties which will be 

discussed in more detail in later chapters. To give the reader a flavor of these properties, consider 

the following. It is the thinnest (one atomic sheet) and strongest (~ 130 GPa ultimate strength
9
) 

known material on earth, it is able to sustain current densities (~ 10
8
 A/cm

2
 for few layer 

graphene nanoribbons
10

) six orders of magnitude higher than copper, it has zero effective mass 

charge carriers with huge mobilities (up to 2 × 10
5
 cm

2
/V∙s

11
) , it is impermeable to gases

12
, and 

more. After many failed chemical attempts, the isolation of an individual layer of graphene for 

the first time was achieved by an incredibly simple technique of repeated peeling of graphite 

using Scotch tape
8
.  The excitement surrounding graphene within the scientific community was 

recently echoed by the 2010 Nobel Prize in Physics which was awarded to Andre Geim and 

Konstantin Novoselov "for groundbreaking experiments regarding the two-dimensional material 

graphene"
13

. 

Both graphene and many forms of carbon nanotubes, including as grown and 

functionalized single wall nanotubes, multiwall nanotubes, and carbon nanofibers, are being 

explored in myriad optical and electronic applications, some of which will be mentioned here. 

One of the most important features of carbon nanotubes for electronic applications is their quasi-

one dimensional geometry. Because electrical and thermal transport is much more efficient 
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axially than radially, carbon nanotubes are often used in devices to provide directional charge or 

thermal transport. One major area of research utilizing this effect is in solar cells
14,15

 in which the 

carbon nanotube provides a direct route for electrons to the anode. Additionally, due to their 

potentially high aspect and surface to volume ratios, carbon nanotubes are being studied as 

highly sensitive gas
16

 and infrared sensors
17

. Graphene is considered to be an extremely 

attractive alternative for transparent conductors in a variety of devices because of its flexibility, 

optical transparency, and low sheet resistance. The biggest issue at hand is how to create high 

quality large scale graphene films which can be patterned lithographically or utilized in large 

area applications such as touch screens. As will be discussed later in this document, large area 

graphene suffers from a variety of structural defects which degrade its electronic performance. 

An understanding of the effect of these defects on graphene’s electronic properties and improved 

growth and device fabrication techniques are keenly needed. Primarily because of its high 

mobility, graphene is also being considered as the active element in many electronic devices 

such as ultrafast photodetectors
18

, high frequency transistors
19

, single electron transistors
20

, or as 

a qubit for quantum technologies
20,21

. Because graphene’s electronic device performance is so 

sensitive to the fabrication procedures and device structure, one of the biggest challenges with 

these types of devices is to avoid destroying or masking graphene’s intrinsic properties through 

inappropriate device structure or non-optimized fabrication.  

This dissertation contains work regarding four different carbon nanostructures: carbon 

nanofibers coated with titanium dioxide, multiwall carbon nanotubes, graphene grown by 

chemical vapor deposition, and micromechanically exfoliated graphene flakes. Each of the 

carbon nanostructures studied in this body of work will be introduced in further detail in the 

following chapters. The breadth and depth of research conducted by the physics, chemistry, and 
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materials science communities on these materials is huge, and so the introduction to each 

material will focus only on the most relevant properties.  

 

1.2 Importance of Studying Microstructure in Nanoscience 

Based purely on the construction of the word, the term microstructure refers to the small 

characteristics of an object which is built out of other things. More quantitatively, one might 

suggest that it refers to an object’s structure on the 10
-6

 meter scale, or as viewed under an 

optical microscope above a certain magnification. In this dissertation we will take microstructure 

to refer generally to the details of the construction of a material or device relevant to 

nanoscience. That is, for example, how the atoms or grains are arranged, the nature of the 

surfaces and interfaces, how the material interacts with the environment, the presence of defect 

structures, and the geometry of a nanoscale device, to name a few. Nanoscience cannot be done, 

or at least cannot be done well, without an understanding of microstructure and an appreciation 

for its effect on experimental outcomes and device performance. 

The biggest reason for this is the scale of the materials and devices in question. As 

objects get smaller and smaller their surfaces become more and more important. In some cases, 

such as monolayer graphene and single wall carbon nanotubes, the material may consist entirely 

of surface and no “insides”. The nature of the surface and how it interacts with gases in the 

environment, the substrate, and materials it is in contact with may then dominate the behavior of 

that material. If the microstructure is not well understood, experiments are very difficult to 

interpret, and desired effects may be elusive.  

Additionally, important processes for material and device physics such as charge 

transport, metal contact, and photon absorption are extremely sensitive to microstructure. This is 
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especially relevant for devices made of arrays or composites of nanostructures. Often times 

complex macroscopic devices such as solar cells, thermoelectric arrays, or detectors are 

constructed out of as grown nanostructures without careful characterization of the constituent 

parts. When the device performance is inevitably poorer than hoped it is difficult to know 

precisely why. The key to overcoming this hurdle is to correlate the microstructure with the 

optical and electronic properties relevant to device performance and use that information to 

optimize material growth, device fabrication, and experimental conditions. This encompasses the 

theme of this dissertation, which will be elaborated on in the following section.      

 

1.3 Overview and Theme of Following Chapters 

As evidenced by the previous section, nanoscale sample fabrication involves a substantial 

learning curve. Additionally, the fabrication is not entirely transferrable to different materials. 

Over the years I fabricated nano- and microscale devices on various inorganic nanowires, carbon 

nanotubes, and graphene. Each material has its own set of considerations, and the fabrication 

must be optimized according to that material’s and device’s demands. For example, something as 

simple as how to deposit niobium metal onto graphene has taken many months to optimize. 

Because of the nature of nano- and microscale device research, a great deal of time must 

be spent on device fabrication. Through this journey I developed an appreciation for the 

importance of the microstructure of a device, including that of the material itself; the nature of its 

interfaces with the substrate, metal, and environment; and the details of the fabrication 

procedure. All of these things can have tremendous effects on what is measured in an 

experiment. Without careful control and consideration of these factors and more, meaningful 

results are difficult to obtain, and device optimization is hindered. I believe that this mindset is 
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the most important thing that I take with me as I move forward in my research career. It is also 

the theme of this dissertation.  

During my time at the University of Kansas, I was able to work on many different 

projects, four of which are presented here. The second chapter discusses studies on individual 

titanium dioxide coated carbon nanofibers (CNFs). These core-shell nanowires were grown by 

collaborators at Kansas State University for use in a novel dye-sensitized solar cell architecture. 

Despite the many expected advantages of this novel design, the power conversion efficiency of 

the solar cell was only 1.09%, significantly lower than the >10% efficiencies of the design it set 

out to replace. The goal of the individual nanowire work was to extract a single nanowire from 

the solar cell, study its properties, determine the reason for the low efficiency, and develop a way 

to improve it. Through this work, the role of the microstructure on device performance was 

elucidated, and a method to greatly improve the efficiency was presented.  

The third chapter deals with an individual multiwall carbon nanotube infrared sensor. 

This work was a follow up to a series of papers by Dr. Rongtao Lu and coworkers on the topic of 

single wall and multiwall carbon nanotube film infrared detectors. Through that work it was 

determined intertube junctions were a major limiting factor for sensor performance. This 

motivated work on an individual nanotube sensor, which completely eliminates intertube 

junctions. By paying careful attention to the electrode configuration and the nature of the contact, 

a responsivity two orders of magnitude higher than the best previously reported on carbon 

nanotube infrared detectors was achieved.      

The fourth chapter discusses a very recent work done in collaboration with Nardeep 

Sharma and Professor Hui Zhao at University of Kansas on graphene grown by chemical vapor 

deposition. Many technological applications have been proposed for graphene because of its 
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exceptional electronic and optical properties, which are typically measured on single crystal 

graphene flakes. Large area films suitable for lithographic patterning, however, are desired if 

graphene is to be used commercially. While a variety of techniques to grow these films exists, 

the resulting graphene film quality is much lower than the exfoliated flakes due to grain 

boundaries, wrinkles formed during growth, and large defects due to the process of transferring 

the film to the desired substrate. By characterizing the film defect structures with Raman 

spectroscopy and correlating it with optical measurements of carrier diffusion, the relationship 

between the microstructure of the film and its carrier dynamics can be studied. This is important 

in order to understand the mechanisms behind the poor electronic quality of large area graphene. 

The fifth chapter is unique. It reviews work done over the past year and a half which in a 

sense is just getting started. We initially set out to study the superconducting proximity effect in 

graphene flakes with niobium electrodes. In addition to equipment challenges and unforeseen 

delays, we found that deposition of the metal on graphene for this experiment was not 

straightforward. The required fast, high energy sputtering deposition of niobium was found to 

cause damage to graphene, leading to a huge contact resistance. Before the intended experiment 

could be completed, the graphene-metal junction needed to be optimized. Without ensuring good 

quality, highly transparent contact the superconducting proximity effect will certainly be 

diminished if not destroyed. This chapter contains the work done toward this end. 
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Chapter 2 

 

 
Individual TiO2/Carbon Nanofiber Core-Shell Nanowire Studies for 

Dye-Sensitized Solar Cell Applications      

 

 
2.1 Introduction to Photovoltaics and the Dye-Sensitized Solar Cell 

 
Between the years 2000 and 2050, the world energy demand is expected to double from 

14 terawatts (TW) to 28 TW, due mainly to an increase in population concentrated in the 

developing world
22

. Since access to a stable energy supply has been observed to couple to quality 

of life, economic prosperity, and global stability, finding sustainable energy sources to meet this 

demand is an area of utmost interest. Sustainable energy sources are those which meet present 

needs without compromising the ability of future generation to meet their own needs, to borrow 

from an often used definition of sustainability. By this definition, it can be inferred that the 

desired energy sources must be ones which will not be depleted on a time scale which is relevant 

for humans. Fossil fuels, which currently provide the vast majority of humans’ energy, do not 

meet the above criterion due to their insufficient reserves and the deleterious effects of their use 

such as pollution which is harmful to human health and greenhouse gases which contribute to 

climate change. Candidates for a sustainable energy source include but are not limited to 

sunlight, wind, tides, and heat stored in the earth. Of these, sunlight is arguably the most 

powerful. 

The earth itself is an excellent example of how sunlight can be used as an energy source. 

The surface of the earth receives approximately 120,000 TW of energy from the sun. The earth 

uses this energy to drive circulation of wind and ocean currents, water evaporation and condensation 
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cycles which create fresh water reserves in the form of rivers and lakes, and photosynthesis which 

sustains the plant life that produces oxygen and feeds both humans and animals. In addition, humans 

have the technology to use solar energy to help power society in several ways including creating 

electricity through photovoltaic devices, growing biomass for fuel, and concentrating sunlight for the 

high temperature creation of fuels. Despite the fact that more energy from the sun strikes the earth in 

one hour than humans use in an entire year, the above methods only provide a small fraction of the 

total energy demand. Fuels from biomass are the primary energy source for over 109 humans, yet 

sustainable biomass only provides 1.5% of total energy consumed worldwide. Further, photovoltaics 

provide less than 0.1% of the world’s electricity22. This disproportion presents a huge research 

challenge with technological needs including new materials that more efficiently absorb sunlight and 

a means to utilize the full solar spectrum. More generally speaking, the most important advances 

required for large scale utilization of solar energy are a decrease in cost per watt and an improvement 

in energy balance. That is, the technologies need to be able to create more energy for less money 

using less energy intensive starting materials and processes.  

Research in photovoltaics is especially interesting for condensed matter physicists due to 

the potential contributions of advancements in thin film processes, nanoscience, and nanoscale 

characterization. Photovoltaic devices come in many forms, but in general all employ the 

photovoltaic effect, discovered by physicist Edmund Becquerel in 1839. As the name suggests, 

the photovoltaic effect involves the creation of a voltage when a material is exposed to light. 

When an electron in an inorganic semiconductor absorbs a photon with energy greater than or 

equal to the bandgap, it is promoted from its localized position in the valence band to the 

conduction band, where it is free to move around or be transferred to another material. This 

leaves a hole in the valence band. In a photovoltaic cell, or solar cell, there is a mechanism 

present such that the electrons and holes travel preferentially in opposite directions so that one 
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side of the cell acquires a negative bias with respect to the other. The specific materials and 

mechanism that separates the electrons and holes vary depending on the particular solar cell in 

question. Historically and physically solar cells can be grouped into three generations.  

First generation solar cells are based on a single crystal inorganic semiconductor, namely 

silicon, which forms a p-n junction in a planar geometry. The p-n junction, which is critical to 

the operation of this solar cell, begins with an n-type material and a p-type material. N-type (p-

type) materials are doped with donor (acceptor) impurities. For silicon, which has four valence 

electrons, the most common donor (acceptor) is phosphorus (boron) which has five (three) 

valence electrons. These dopants are shallow, meaning that the donor energy level is close to the 

conduction band minimum, and the acceptor energy level is close to the valence band maximum. 

This way the electron (hole) density in the n-type (p-type) semiconductor is approximately equal 

to the donor (acceptor) density due to thermal excitations. When the n-type and p-type regions 

are in contact, free electrons (holes) in the n-type (p-type) region are able to cross the junction 

into the p-type (n-type) region and recombine with the holes (electrons). This leaves the ionized 

donors (acceptors) behind so that the n-type (p-type) region obtains a net positive (negative) 

charge. This process also results in a region surrounding the interface that is free of mobile 

charges, called the depletion layer. The charge due to the ionized donors and acceptors creates an 

electric field across the depletion layer directed from n-type to p-type. Thermal equilibrium is 

reached when the drift current due to the electric field matches the diffusion current in the 

opposite direction. At this point the Fermi energy is constant throughout what is now a p-n diode. 

In order to use this structure in a solar cell, one only needs to add a front and back electrical 

contact. If photo-generated electrons or holes diffuse to the depletion layer before they 

recombine, the minority carrier will drift across the junction due to the built in electric field and 
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become a majority carrier. The electrons then travel through the n-type region and through the 

external load before recombining with holes in the p-type region, generating the current.  

Before discussing other types of solar cells, it is advantageous to now introduce the solar 

cell figures of merit
23

. The terms from the following discussion will be used throughout the rest 

of the chapter. An ideal solar cell can most simply be modeled as a diode in parallel with a 

current source as seen here in Figure 2.1.  

 

Figure 2.1: Left: Simple solar cell equivalent circuit diagram consisting of a diode in parallel 

with a current source. Right: typical solar cell I-V curve in dark and under illumination. 

Important figures of merit are marked.  

 

The current is then given by  
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where Id is the diode current, Iph is the current due to light generated carriers, I0 is the diode 

saturation current, q is the electronic charge, V is the voltage, n is the ideality factor between 1 

and 2, kB is Boltzmann’s constant, and T is the temperature. The ideality factor describes the 

recombination behavior of the cell and measures how closely the cell follows the ideal diode 
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equation. Ideally n = 1, which means that the cell is dominated by diffusion. Values of n closer to 

2 mean that recombination is dominant. The saturation current, I0, is the diode leakage current in 

the absence of light. Even though the built in field inhibits the diffusion of carriers across the 

junction, some majority carriers will still be able to cross the junction and become minority 

carriers. They then diffuse farther away from the junction, on average a distance equal to the 

minority carrier diffusion length, and recombine. In the absence of recombination, the minority 

carriers would continue to diffuse until a uniform concentration is reached, ending net diffusion. 

However, since the carriers do recombine, more carriers can diffuse across the junction. This 

means that the diffusion current is a recombination current. Therefore I0 is a measure of 

recombination, and there is an effort to minimize this value.  

When there is no light incident on the cell, it behaves like a diode, as shown by the red 

curve on the right in Figure 2.1. When light is incident on the cell, the I curve shifts downward. 

The current at zero bias is the short circuit current (ISC). This is the maximum current that can be 

extracted from the cell. From Equation 2.1, setting V = 0 clearly gives ISC = - Iph. For a given 

incident spectrum and intensity, ISC depends on the absorption of the material, the reflection at 

the surface, and the carrier collection probability, which depends chiefly on surface passivation 

and minority carrier diffusion length. The voltage which occurs at zero current is the open circuit 

voltage (VOC). This is the maximum voltage available from the cell and is equivalent to the 

situation where the diode current and the photo-generated current exactly cancel out. This can be 

clearly seen by setting Equation 2.1 equal to zero and solving for V:  
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Typically, VOC is equal to the difference between the quasi Fermi levels of the minority carriers, 

i.e. the electrons in the p-type region and the holes in the n-type region. The term quasi Fermi 

level is used since the electron and hole populations have been displaced from equilibrium due to 

the incident light so that the electrons and holes are in thermal equilibrium with themselves but 

not with each other.  

Since power P = I∙V, the power is zero at both short circuit and open circuit conditions, 

and in between exists a point of maximum power, labeled Pmp. The fill factor (FF) is defined as 

the ratio of Pmp to the product of VOC and ISC. In Figure 2.1, the FF is equal to the ratio of the 

areas of rectangles A and B and is a measure of the “squared-ness” of the I-V curve. This is 

primarily affected by the cell’s series and shunt resistance, RS and RSH, which can be represented 

in the equivalent circuit diagram as shown in Figure 2.2.  

 

Figure 2.2: Equivalent circuit diagram for a solar cell including series and shunt resistances. 

 

These parasitic resistances dissipate power from the solar cell. The series resistance is mainly 

caused by the current through the cell and the contact resistance to the electrodes. A low shunt 

resistance occurs when the light generated current finds an alternate current path. This is usually 

caused by fabrication defects. The solar cell’s efficiency is defined as the ratio of the maximum 

power out from the cell to the incident power from the sun.  
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Here E is the irradiance of the incident light in W/m
2
, and Ac is the cell area. Efficiency is the 

most common and most recognizable figure of merit used to compare solar cells to each other.  

Silicon is attractive as a solar cell material for several reasons. It is abundant in the earth’s crust 

(second only to oxygen), non-toxic, and is backed by years of experience in the electronics 

industry. Its detriments however, largely based on its material properties, have begun to 

outweigh its benefits in solar cell applications. Silicon is an indirect bandgap semiconductor. 

This means that the minimum of the conduction band and the maximum of the valence band 

correspond to different wave vectors, as opposed to a direct bandgap semiconductor in which 

they reside at the same wave vector, as shown in Figure 2.3. 

 

Figure 2.3: E-k diagram showing the difference between a (a) direct and (b) indirect transition 

upon photon absorption in a semiconductor.  

 

 Photons have very little momentum, with magnitude given by 


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where ħ = h/2π, h is Planck’s constant, v is velocity, c is the speed of light, and λ is wavelength. 

Because of this small momentum, they cause electrons to make a nearly vertical transition in the 

E-k diagram. In the case of a direct bandgap, shown on the left, an electron which absorbs a 

photon with energy greater than or equal to the bandgap is easily able to find a state in the 

conduction band with energy and momentum equal to that of the electron plus photon. In the 

case of an indirect bandgap, the electron requires the assistance of a phonon to conserve both 

energy and momentum, which has large momentum compared to its energy, in order to find an 

empty state in the conduction band while still conserving energy and momentum. In order for 

this to occur, the electron can either absorb both a photon and a phonon, or it can absorb a 

photon with slightly higher energy and emit a phonon. Since these processes involve an electron, 

photon, and phonon, the probability for occurrence will be lower than that involving just the 

electron and photon. This is the cause of silicon’s low absorption coefficient.  

The absorption coefficient, α, which varies with wavelength for a given material, 

determines how much light the material will absorb. The inverse, α
-1

, is the average distance a 

photon will travel through a material before being absorbed. In equation form, this looks like 

    zeIzI  0       (2.5) 

where I(z) is the light intensity, z is the distance into the material, I(0) is the intensity at z = 0, 

and the absorption coefficient α depends on the photon energy. Therefore solar cells made from 

materials with a low absorption coefficient will require a greater thickness than those with a high 

absorption coefficient. A thicker absorber layer translates to a lower acceptable density of defects 

and impurities in the crystal, which act as recombination centers via Shockley-Read-Hall 

recombination (SRH)
24

, which is thought to dominate bulk recombination in solar cells. SRH is a 

non-radiative process which takes place at a localized trap within the bandgap. An electron 
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(hole) is captured by the trap and then recombines with a hole (electron) in the valence band 

(conduction band) in a second step. The energy is released via phonon emission instead of 

photon emission, hence the description “nonradiative”. The traps may be created by deep level 

impurities or defects such as vacancies, interstitials, dislocations, grain boundaries, or anti-site 

defects. With a higher trap density come lower minority carrier lifetime and diffusion length. 

Since minority carriers must diffuse to the depletion layer before they can be swept across the 

junction, the thickness should be selected such that no site in the semiconductor is farther than a 

minority carrier diffusion length away from the depletion layer. In order for this thickness 

requirement to be reconciled with that for maximum photon absorption, the level of impurities 

and defect density must be very low so that recombination does not severely limit the collected 

current. The required thickness for absorption also exacerbates the problem of the high cost of 

1st generation solar cells due to high vacuum and high temperature processing and low tolerance 

for impurities and defects.  

In the early days of solar cell development the primary application was space and satellite 

use, so high cost was not a dominant concern. After the oil embargo in 1973, people became 

more concerned with energy supply and renewable energy, leading to the birth of the Department 

of Energy. Soon the terrestrial photovoltaics industry began benefiting from increased interest 

and funding with the hope of decreasing the cost per watt ratio. First generation solar cells, 

however, suffer from not only a high lower limit on cost but also a low upper limit on efficiency. 

The maximum energy conversion efficiency of a single p-n junction solar cell under solar 

illumination was determined to be 31% by what is known as the Shockley-Queisser Limit
25

, so 

named after a paper published in 1961 by Shockley and Queisser. In order to decrease the cost 

per watt, new solar cells had to be developed that decreased the cost or increased the efficiency 
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over first generation solar cells, which generally represent the goals of the second and third 

generations of solar cells, respectively.  

Third generation solar cells attempt to improve the efficiency above the Shockley-

Queisser Limit by circumventing some of the assumptions in the calculation
26

. Examples include 

increasing the number of p-n junctions by employing a stacked geometry in which solar cells 

with different bandgaps form a tandem device, obtaining more than one electron-hole pair per 

photon via impact ionization, and transforming the solar spectrum to one with the same total 

energy but a smaller wavelength range with up or down converters. With the exception of 

tandem solar cells, none of these ideas have met much success. While the third generation solar 

cells involve very interesting physics, they are outside of the scope of this work.  

Second generation solar cells attempt to maintain an acceptable efficiency while 

drastically lowering the cost. These solar cells go beyond inorganic single crystalline 

semiconductors, introducing both new advantages and new difficulties which need to be 

addressed. Second generation solar cells are often referred to as thin film solar cells. They are 

allowed to be much thinner due to greater absorption coefficients and can be fabricated by 

growing layers on a large substrate instead of cutting a wafer from a crystal. The reduced 

material quantity and ease of fabrication both help reduce cost. Second generation solar cells can 

generally be grouped into four categories: inorganic, organic, hybrid, and photoelectrochemical 

cells. As will be shown below, the photoelectrochemical cell, specifically the dye-sensitized 

solar cell (DSSC), is especially promising and does not suffer from the same detrimental 

drawbacks of the other three categories.  

Many traditional thin film solar cells are made of inorganic semiconductors with planar 

p-n junction geometry similar to 1st generation solar cells. These can be one semiconductor 
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doped both n-type and p-type to form a homojunction or they can be two semiconductors that 

form a heterojunction. The latter offers a greater degree of flexibility compared to the former 

since there is no restriction to materials that can be doped both n-type and p-type, and two 

different bandgaps can be used to harvest more of the solar spectrum more efficiently. Despite 

these advances, thin film inorganic solar cells have limits since historically it is expected that 

technology will eventually advance to a point where the cost is once again dominated by the 

starting materials as was the case of 1st generation solar cells. Further, since these types of solar 

cells are typically deposited at relatively low temperatures, the resulting small grains introduce 

significant recombination at grain boundaries. Organic semiconductors offer an attractive 

alternative on both fronts due to the drastic decrease in cost and lack of dangling bonds at 

surfaces.  

Organic semiconductors are different from inorganic semiconductors in many ways
27

. 

Instead of covalent bonds and band transport, organic semiconductors rely on Van der Waals 

interactions and hopping between localized states. Instead of a valence and conduction band, 

they have a lowest unoccupied molecular orbital (LUMO) and a highest occupied molecular 

orbital (HOMO). Instead of a p-n junction, there is an electron donor and acceptor interface. 

When an organic semiconductor absorbs a photon, it generates an exciton. This mobile, bound 

electron-hole pair must then diffuse to a heterojunction in order to dissociate and be separated by 

an offset in ionization potential or electron affinity that is greater than the exciton binding energy 

(typically a few 10
2
 meV). A staggered band alignment, or type II alignment, ensures that one 

material transports the electrons and one transports the holes. These principles are illustrated in 

Figure 2.4. 
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Figure 2.4: Energy level diagram for an excitonic solar cell in which the two organic 

semiconductors have a staggered gap alignment or type II heterojunction. 

 

Benefits of organic semiconductors include a high absorption coefficient requiring only a few 

10
2
 nm thickness, low cost synthesis, room temperature solution processing, and functionality 

that can be controlled by chemical synthesis. However, the electron and hole mobilities are 

several orders of magnitude lower than inorganic semiconductors, and exciton diffusion lengths 

are around 10-15nm, which means that no site in the active layer should be more than 10-15nm 

away from a heterojunction. For this reason, a bulk heterojunction design is employed such that 

the junction is distributed throughout the entire volume by mixing together the two 

semiconductors to form a blended active layer, and the electric field providing directionality is 

supplied by electrodes with offset work functions. The required degree of nanoscale control is 

extremely difficult to achieve and often incomplete pathways or insufficient mixing occurs. This 

combined with the low mobilities leads to a low short circuit current and efficiency. In order to 

combine the advantages of both inorganic and organic semiconductors, namely high mobilities 

and low temperature solution processing, hybrid solar cells arose, gaining a lot of attention with 

the seminal 2002 paper by Huynh et al
28

.  
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Hybrid solar cells employ an inorganic semiconductor for electron transport and a 

conductive polymer for hole transport with a type II band alignment in a bulk heterojunction 

design. By far, the most common hole conductor in hybrid solar cells is regioregular P3HT 

(poly(3-hexylthiophene). Regioregularity refers to the head to tail linking of the monomers. The 

polymer owes its conductivity to its conjugated backbone in which the atoms are covalently 

bonded with alternating single and multiple bonds resulting in electron delocalization due to the 

overlap of adjacent π-orbitals. P3HT is especially popular for organic and hybrid solar cells 

because it has a high absorption coefficient that is reasonably matched with the solar spectrum. 

As with organic solar cells, exciton dissociation and charge separation is favored by type II band 

alignment between the polymer and the inorganic semiconductor. High aspect ratio crystalline 

nanostructures such as nanowires, nanorods, or nanotubes are typically used in order to provide a 

directional path for electron transport. In the most promising devices, the inorganic 

nanostructures are grown on an electrode in a vertically aligned array so that the electrons have a 

direct, complete collection pathway. Since excitons would then diffuse radially to reach a 

heterojunction instead of vertically, the thickness of the active layer can be chosen for optimal 

absorption without negatively affecting the carrier collection efficiency and short circuit current. 

Further, both the polymer and nanostructure can serve as photon absorbers, and the bandgap of 

the nanostructure can be chosen so that the two have a complementary absorption spectrum. 

While the ease of fabrication and flexibility of design of hybrid solar cells is highly desirable, the 

polymer (hole transport material) tends to be the limiting factor. P3HT is semi-crystalline at 

room temperature, and annealing creates crystalline “nanodomains” where the polymer has self-

organized into 2D sheets, improving the conductivity
29

. However, inclusion of electron acceptors 

such as nanowires or nanorods in the polymer matrix either disrupts the order and decreases the 
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conductivity or causes the distance between heterojunction sites to be longer than the exciton 

diffusion length. Comparing the above types of thin film solar cells, it seems that one simply 

trades one disadvantage for another, creating a new problem with every problem solved.  

The final type of 2nd generation solar cell to be discussed is the dye-sensitized solar cell 

(DSSC). This photoelectrochemical cell employs quite different principles of operation, and in 

doing so avoids nearly all of the problems mentioned above. The DSSC was first reported by 

Grätzel and O’Reagan in 1991 to have an efficiency of 7.1%
30

. Since then it has been pushed to 

over 12%
31

, making it fully competitive with existing commercial amorphous silicon thin film 

solar cells. DSSC operation is shown schematically in Figure 2.5(a).  

 

Figure 2.5: (a) Schematic of dye-sensitized solar cell operation and (b) scanning electron 

micrograph of the TiO2 nanoparticle network. Both images are from reference 
32

 

 

Light is absorbed by a dye which is adsorbed as a monolayer onto the surface of an undoped 

mesoporous TiO2 film consisting of nanometer scale particles which have been sintered together 

in order to permit conduction. The photoexcited electron is injected from the dye into the TiO2 

film and transported to the anode. The original state of the dye is regenerated by oxidation of the 
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electrolyte which typically consists of the redox couple iodide/triiodide. The iodide is in turn 

regenerated by reduction of triiodide at the cathode by electrons which have circulated through 

the external load, completing the circuit. In contrast with conventional solar cells, here each 

material performs one specific task. Most importantly, the functions of light absorption and 

charge carrier transport are completely decoupled. Further, the DSSC is a majority carrier device. 

Since there are no minority carriers, surface and bulk recombination due to defects is minimized. 

The earliest attempts at dye-sensitized solar cells produced efficiencies <1%, primarily 

due to the fact that a monolayer of dye on a smooth surface is only capable of absorbing a tiny 

fraction of the incident light. Sintering together TiO2 nanoparticles (NPs) several nanometers in 

diameter to form a ~10 μm thick film with ~50% porosity, as seen in Figure 2.5 (b), produces a 

surface area for dye adsorption over 10
3
 times larger than a flat surface. Further, the pore size is 

large enough that the electrolyte can infiltrate easily, resulting in a junction of huge surface area 

between the two continuous interpenetrating networks. Due to the wide bandgap of TiO2 

(~3.4eV), the film does not compete with the dye for absorption of visible light, and it is stable 

against photo-corrosion in the electrolyte due to the strength of its chemical bonds. Additionally, 

TiO2 is abundant, biocompatible, and inexpensive.  

The nanostructured geometry of the NP film has several important implications for its 

photoelectrochemical behavior. First, a depletion layer, which occurs when electrons move into 

the electrolyte from TiO2 and produce upward band bending at the interface, cannot be formed 

because the particles are too small. Hence there is no significant electric field to separate the 

photo-generated electron-hole pair. Second, space charge limitation of the current is not observed 

due to screening by the electrolyte, meaning that the current is not limited by the electrons’ 

mutual repulsion of each other due to their electric fields. Third, the interpenetrating TiO2-
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electrolyte interface causes the electrons to be transported by ambipolar diffusion, meaning that 

the motion of the electrons drags along positive ions in the electrolyte. Therefore, drift transport, 

which is essential to 1st and many 2nd generation solar cells, is not present.  

One would expect electron transport in DSSC’s to be inefficient since the NP network is 

randomly formed and the inherent conductivity is low. Experiments involving the light intensity 

dependence of the electron diffusion coefficient suggest that the transport is limited by the 

residence time of electrons in traps and the number and size of inter-particle connections. The 

latter is significant since the injected electrons must travel through an average of 10
6
 

nanoparticles in order to be collected
33

. Indeed trap limited diffusion is a slow process and can 

limit the DSSC efficiency. Many people, including Grätzel, have suggested that a higher degree 

of order is desirable in order to both improve electron transport and to allow the junction to be 

formed under better control. 

 

2.2 Nanowire Dye-Sensitized Solar Cells 

 
2.2.1 Introduction 

The most common attempt to achieve enhanced order in DSSCs is to replace the NP film 

with a vertically aligned nanowire (NW) or nanotube (NT) array, which are commonly found to 

have a superior electron lifetime and diffusion length compared to the NP film. This idea is 

similar to the hybrid bulk heterojunction cells discussed above. This design, as schematically 

shown in Figure 2.6, may also improve DSSC efficiency in another way.  
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Figure 2.6: Schematic diagram of a nanowire-based dye-sensitized solar cell. Light is incident 

through the bottom. From reference
34

 

 

Traditional DSSC’s suffer from insufficient light harvesting in the 700nm-900nm range, and the 

development of dyes that absorb better in this range has been fairly unsuccessful. Increasing the 

NP film thickness to increase its optical density is also unsuccessful since the thickness is 

already limited by the electron diffusion length. With a NW or NT array, however, the thickness 

can be selected for maximum absorption without affecting the electron collection efficiency due 

to the high diffusion length. The first device of this form was reported for ZnO NW’s by Law et 

al in 2005, to have an efficiency of 1.2-1.5%, due primarily to a low ISC and FF
34

. Electron 

transport was shown to be improved due to the enhanced crystallinity and internal electric fields 

that can separate the electrons from oxidizing species in the electrolyte since the NW diameter is 

large enough to support a depletion layer and upward band bending at the surface. ISC was 

limited primarily by a roughness factor (and hence dye-loading) that was about 80% lower and a 

FF that was about 50% lower than traditional NP based DSSCs. Since this paper, many similar 

attempts have been made using both NW and NT arrays, but the efficiency still fails to compete 

with the > 10% energy conversion efficiency reported for the NP-based DSSC. Many 
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explanations have been proposed for the poor performance, including an insufficient surface area 

for dye adsorption compared to the NP film, air trapped inside the NT’s, and a large series 

resistance between the NW or NT and the barrier layer or conducting substrate.  

 

2.2.2 TiO2/Carbon Nanofiber Core-Shell Nanowire DSSCs 

In 2009, Liu et al at Kansas State University and University of Kansas
35

 reported a novel 

NW DSSC design which avoided the above failure mechanisms and showed particular promise. 

A schematic of the solar cell is shown in Figure 2.7(a). 

 

Figure 2.7: (a) Schematic of vertically aligned carbon nanofibers (CNFs) coated with TiO2 

nanoneedles for DSSC. (b) Scanning electron micrograph of CNF array. (c) Transmission 

electron micrograph of a CNF coated with TiO2 nanoneedles. The diameter of the NW is ~ 250 

nm 
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The solar cell consists of an array of vertically aligned carbon nanofibers (CNFs) coated with 

nanostructured anatase TiO2. The CNF array, shown in Figure 2.7(b), consists of vertically 

aligned fibers with diameters around 80 nm and was grown by plasma-enhanced chemical vapor 

deposition on a quartz slide coated with 15 μm fluorine-doped tin oxide (FTO), a popular 

transparent conductor. The average nearest neighbor distance is 300 – 400 nm, leaving sufficient 

open space for TiO2 growth, dye adsorption, and electrolyte penetration. A TiO2 layer was then 

deposited on the CNF array via metal organic chemical vapor deposition. The TiO2 film forms an 

interesting nanoneedle-like structure which wraps uniformly around each CNF, as shown in 

Figure 2.7(c).  The titania film forms a conformal particulated film within 30 minutes growth 

time. With a longer deposition of 60 minutes, the particles elongate into nanoneedles stacked on 

the CNF surface. This high degree of structure provides an enhanced surface area for dye-

adsorption, which is an improvement over previously reported smooth NWs and NTs. The work 

function of CNFs is presumably similar to graphite (4.5 – 5.0 eV), which matches well with 

FTO. Because of the desirable band alignment between CNF and TiO2, electrons in the 

conduction band of TiO2 will readily be transferred to CNF for transport to the anode. CNFs 

have an intrinsic resistivity of CNFs is 0.4 – 7 mΩ∙cm
36–38

, which is a few hundred times lower 

than the ZnO NWs utilized by Law et al
34

, making them an excellent electron collector. Instead 

of electrons traveling through a 10+ μm thick TiO2 NP film, they only must travel radially 

through the thin TiO2 shell before being transported to the anode through the conductive CNF 

core.  

 The I-V curve of a DSSC constructed with these core-shell NWs is shown below in 

Figure 2.8 (a). The TiO2/CNF DSSC provided a short circuit current density (JSC) of 2.91 

mA∙cm
2
, which is approximately 10 times lower than traditional NP DSSCs and comparable to 
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ZnO NW DSSC. The VOC  and FF, however, are respectable. As shown in Figures 2.8 (b-c), the 

photocurrent and photovoltage are stable over several light ON-OFF cycles, suggesting the 

device is stable, at least for short times. The efficiency of 1.09 %, then is largely limited by the 

low photocurrent. Further evidence can be found in the incident photon to charge carrier 

conversion efficiency for different wavelengths, shown in Figure 2.8 (d). A narrow peak of 

nearly 35 % for 515 nm is observed, correlating with the peak absorption of the dye. This curve 

is broad and peaks near 90% in traditional NP DSSCs. This low photocurrent and hence 

efficiency in spite of the advantageous design of this solar cell is the basis for the individual 

nanowire work presented in the following sections of this chapter.    

 

Figure 2.8: (a) I-V characteristics of a DSSC fabricated with a TiO2 nanoneedle-coated carbon 

nanofiber array (blue line) and bare CNFs (black line). The current density and voltage at the 

maximum power point are marked. (b) Photocurrent and (c) photovoltage response during light 

ON-OFF cycles. (d) Incident photon to current conversion efficiency
35
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2.3 Motivation and Experimental Approach 

2.3.1 Introduction 

As discussed in the previous section, the CNF/TiO2 core-shell DSSC design is especially 

promising because it offers several potential advantages over traditional NP DSSCs and 

previously reported NW or NT-based DSSCs. Despite these advantages, an efficiency of only 

1.09 % was reported. The efficiency was limited primarily by a low ISC. This could be caused by 

several different things, including but not limited to low dye loading, back reactions between 

electrons in the TiO2 and oxidized dye molecules or oxidized species in the electrolyte, poor 

electron transport, or a poor CNF/TiO2 interface. Within the bulk device structure, one is unable 

to determine which mechanism(s) limits the efficiency. Furthermore, it is difficult to learn much 

about the CNF/TiO2 core-shell NWs themselves. They form the basic units of the DSSC, and 

therefore the DSSC is only as good as the NWs. An in depth understanding of the NWs is 

therefore essential for optimization of the bulk DSSC.  

The method we utilize to overcome these hurdles is to isolate a single CNF/TiO2 core-

shell NW from the DSSC and study its properties under various conditions. By isolating a single 

NW one is able to obtain information which is not available in the bulk device. Furthermore, one 

can eliminate averaging and bottlenecks due to un-optimized fabrication techniques. This is 

especially important for the DSSC, whose performance is highly affected by packaging 

techniques, the best methods of which are not freely shared by the Grätzel group. Once an 

individual NW device is fabricated, one can treat it in various ways, such as chemically or 

thermally, and determine the effects of those treatments on its properties. The ultimate goal of 
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this approach is to correlate the physical nanoscale properties with the optoelectronic properties 

relevant to device performance. 

In order to simplify the interpretation of the data and address a major issue, the 60 minute 

growth core-shell NWs were not used. In unpublished work by Liu and coworkers, it was 

observed that the TiO2 nanoneedles fell off of the CNF after approximately 60 minutes in the 

electrolyte solution. Comparative before and after scanning electron micrographs are shown 

below in Figure 2.9.  

 

Figure 2.9: Scanning electron micrograph of the CNF/TiO2 core-shell nanowire array before 

(left) and after (right) soaking in the DSSC electrolyte for ~ 1 hour.  

 

It can be clearly seen that all that remains after soaking in the electrolyte are the CNFs and a thin 

layer of TiO2. This suggests that the interfacial layer between CNF and TiO2 may be of poor 

quality and susceptible to corrosion in the electrolyte. In order to study this layer, NWs that 

underwent 30 minutes of TiO2 growth instead of 60 minutes were studied. As a reminder, after 

30 minutes growth the TiO2 forms a complete, conformal particulated layer around the CNF but 

has not yet started to elongate into nanoneedles. An added benefit of studying 30 minute instead 

of 60 minute NWs is that we can focus on charge transport through TiO2 and transfer to CNF 

instead of between nanoneedles, which could be the subject of future work.  
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2.3.2 Sample Fabrication 

In order to fabricate individual CNF/TiO2 core-shell NW devices, the as-grown NWs 

were dispersed into ethanol and transferred onto a silicon substrate covered with 500 nm 

thermally grown silicon dioxide. Bi-layer electron beam resist (MMA-MAA / PMMA) was used 

in the electron beam lithography (EBL) process for definition of two or four electrodes.  Before 

electrode deposition, a subset of the samples was treated with O2 plasma at 20 W for 30 seconds 

via reactive ion etching (RIE) at a pressure of 7.1 mTorr in order to remove any possible residual 

electron beam resist and other surface contaminants which could prevent Ohmic contact between 

the electrodes and TiO2 shell. Ti (15nm)/Au (120nm) electrodes were deposited by using 

electron beam evaporation through the EBL defined mask followed by liftoff with acetone. After 

fabrication, all samples were annealed at 400ºC for 30 min with a temperature ramping rate of 

15ºC/min. The annealing was performed in vacuum at a pressure of ~10
-5

 Torr or better, with the 

intention of avoiding oxidation of Ti in the bottom layer of the electrode and desorbing any 

possible residual chemicals on the surface of the nanowire due to the above processes. To attach 

dye molecules onto the TiO2 surface of the CNF/TiO2 core-shell NW device, the O2 plasma 

treated and untreated samples were soaked in 0.2 mM ethanol solution of cis-bis (isothiocyanoto) 

bis (2,2’-bipyridyl-4,4’-dicarboxylato)-ruthenium(II) bis- tetrabutylammonium dye (N719, 

Solaronix) for 12 hours and blown dry with dry N2. The soaking and mounting of the samples 

were performed in dark in order to limit the premature exposure of the devices to light. The 

prepared samples were enclosed in an aluminum box in order to measure the dark I-V 

characteristics before exposure to one sun illumination (100mW/cm
2
) produced by a solar 

simulator outfitted with an AM 1.5 G filter (Newport). 
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2.4 Photoconductivity and Dye Adsorption Studies 

2.4.1 Introduction and Microstructural Characterization 

The first set of studies on these CNF/TiO2 core-shell NW devices revolved around the 

photoconductivity and the effect of dye adsorption. This served to provide a baseline and 

establish the inherent transport properties of the NWs. Figure 2.10(a) schematically depicts the 

structure of the CNF/TiO2-dye core-shell NW device. It consists of a CNF/TiO2 core-shell NW 

with two metal electrodes on the surface of the TiO2 sheath. A scanning electron microscopy 

(SEM) image of a representative CNF/TiO2 core-shell NW device is shown in Figure 2.10(b). 

 

Figure 2.10: (a) Schematic diagram of a single CNF/TiO2 core-shell NW device. (b) SEM image 

of a device used in the study. Inset shows a four-probe device used to measure contact resistance 

and resistivity. (c) TEM image showing the core-shell structure. The yellow dashed line shows 
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the interface between TiO2 shell and CNF core. (d) Microstructure of the core-shell NW, insets 

give the FFT results for the core and shell, respectively. 

 

 The NW in the device has a stem length of ~ 4 micrometers. Additionally, a four-probe device is 

shown in the inset of Figure 2.10(b), which was fabricated to measure the contact resistance 

between the metal probes and the NW. The CNF core of the NW has an average diameter of ~ 

100 nm while the TiO2 sheath of the samples used in this study is about 10-15 nm thick
39

. The 

microstructures and morphologies of the CNF/TiO2 core-shell NW were studied using high-

resolution transmission electron microscopy (HRTEM). As shown in Figure 2.10(c), TiO2 forms 

a conformal particulate film surrounding the CNF core, covering the CNF core uniformly even at 

a kink of the CNF, which is shown by the dashed line at the interface of the core and shell. Fast 

Fourier Transform (FFT) was used to analyze the crystalline structure of CNF core and TiO2 

shell. Distinct ordered planes as suggested by the discrete spots were observed on CNF [right 

inset of Figure 2.10(d)] while a mixture of compact fine grains several nanometers in size 

embedded in an amorphous phase was suggested for the TiO2 sheath [left inset of Figure 

2.10(d)]. X-ray diffraction analysis on CNF/TiO2 NW array indicates the fine grains are anatase 

TiO2
39

. HRTEM suggests the dimension of the grains is in the range of 3-5 nm.   

 

2.4.2 Steady State I-V Characteristics  

Figure 2.11(a) shows the I-V characteristics of Sample d1, which is a representative in a 

group of six samples not treated with O2 plasma, in dark and under illumination before and after 

dye attachment. Although only the positive bias is shown, it should be noted that the curve is 

symmetric. Contact resistance in the range of 3-8 M was typically observed for the untreated 

samples with a contact area of approximately 0.15 μm
2
. As previously mentioned, this large 
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contact resistance is likely due to a contaminated TiO2 surface which may prevent Ohmic contact 

between Ti and TiO2 during metal evaporation and the diffusion of Ti to TiO2 during annealing. 

Before dye attachment, Sample d1 exhibits a considerably high dark current (open black circles). 

This may be attributed to the large number of dangling bonds and the interfaces in the 

amorphous TiO2 phase and between crystallites and amorphous TiO2 phase in the TiO2 sheath. 

The resulting high density of oxygen vacancies may act as electron donors and therefore cause 

substantial dark current. The illuminated current (open red circles) is only slightly higher than 

the dark current before dye attachment, which may contain direct band transition in the TiO2 

(Eg~3.4 eV) close to the UV end of the solar spectrum and sub-band transition of TiO2. The sub-

band transition is commonly seen in nanostructured TiO2 and is due to localized defect-induced 

band gap states. Furthermore, the measurement on uncoated individual CNF samples (not 

shown) exhibits no photoresponse under the conditions presented in this paper, suggesting the 

observed photoresponse is due to the TiO2 or dye only. 

 

Figure 2.11: (a) Dark and illuminated I-V curves for Sample d1 without and with dye and (b) the 

corresponding curves for Sample d2. 
 

After attaching dye molecules, the dark (solid black squares) and illuminated (solid red 

squares) current of Sample d1 decreased noticeably as shown in Figure 2.11(a). We speculate 
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that the decrease is due to the passivation of some hole traps during the dye attachment. The 

current decrease may then be explained in the following way. It has been suggested that non-

equilibrium holes rapidly become trapped in deep traps which may be concentrated in particular 

regions due to inhomogeneity in the lattice such as grain boundaries. These traps produce a local 

potential barrier which prohibits electrons from readily recombining with the holes, thus 

separating charge carriers and improving conductivity
40

. The N719 dye is expected to attach to 

the TiO2 surface via its carboxyl group
41

. While the sample is soaking in solution, the protons 

that previously resided on the now negatively charged carboxyl group may passivate some of the 

hole traps near the surface. These hole traps are commonly associated with oxygen vacancies, 

which can readily occur on the surface as well as at the grain boundaries within the 

nanocrystalline/amorphous TiO2.  

Even though both the dark and illuminated currents decreased, the photo-induced current, 

defined as the difference between the illuminated and dark currents at a particular bias, increased 

after dye attachment. This suggests that the dye molecules do in fact contribute to the photo-

induced current, or more specifically the free electron density. This may occur in three ways. 

First, the dye molecules may inject photo-excited electrons into the TiO2 layer and increase the 

electron density. It should be recognized that dye regeneration may not occur effectively in this 

case due to absence of the electrolyte, so this mechanism is not expected to contribute to the 

measured current. Second, the presence of the dye molecules may modify the number of the hole 

traps, as argued earlier. This mechanism will be demonstrated further via transient 

photoconductivity measurements. Third, since the measurements occur in air which contains 

molecular oxygen, a known electron scavenger
42

, the presence of the dye molecules may block 

some of the molecular oxygen from removing conduction electrons and forming adsorbed O2
- 
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sites which decreases the free electron density in the TiO2. Measurements of single CNF/TiO2 

nanowires in vacuum (not shown) exhibit a current that is 1-2 orders of magnitude higher than in 

air. This is in qualitative agreement with studies on thin films of nanocrystalline TiO2
43,44

 in 

which environments containing lower oxygen content resulted in higher current due to the 

decreased number of electron scavengers. This suggests that blocking access to the surface of the 

TiO2 would have a similar effect and thus increase the electron concentration and hence current.   

The I-V measurements were repeated on Sample d2, which is representative of the 

samples with electrode contact area treated with O2 plasma before electrode deposition. The O2 

plasma treatment improved the electrical contact to the CNF/TiO2 NW considerably as shown in 

Figure 2.11(b). From four-probe measurements, the contact resistance of the treated samples is 

several to several tens of k, which is two to three orders of magnitude smaller than that of the 

untreated samples. The resistivity of Sample d2 is estimated to be (6.4  2.1) 10
-2

 cm. This 

value seems reasonable since it lies between the intrinsic resistivity of CNF (0.4-710
-3

 

cm
36,37

) and that of TiO2 thin films (2.6×10
-1

-10
6
Ω∙cm

45,46
).  The low resistivity of the core-

shell nanowire compared to thin film TiO2 suggests that the CNF does in fact contribute to the 

charge transport even when both electrical contacts are on the TiO2 shell.  This indicates low 

resistance across the CNF/TiO2 interface.  This low-resistance interface may be understood from 

the growth chemistry of the TiO2 shell on CNF.  During PECVD, a mixture of C2H2 (at 62 sccm) 

and NH3 (at 252 sccm) was used as gas precursor.  Particularly, the NH3 content is about four 

times that of C2H2.  This generates an important plasma etching effect to remove the amorphous 

carbon which may be deposited at the CNF surface.  For many carbon nanotube studies the 

amorphous carbon has been the major factor affecting the interface properties.  The hydrogen 

atoms covalently bonded to the CNF surface at the graphitic edge do not seems to be a problem.  
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Four-probe electrical measurements with side contact by Zhang et al
37

 did not show any 

evidence of an interface problem.  In addition, during growth of TiO2, the oxygen atoms 

involved in the reaction will likely react with hydrogen and form a C-O bond before TiO2 is 

deposited.  The I-V characteristics become more linear after O2 plasma treatment, which 

indicates an Ohmic contact on the metal-semiconductor interface. The reduction of the contact 

resistance results in a significant current enhancement of almost two orders of magnitude both in 

dark and under illumination as compared to the untreated Sample d1. In addition, the photo-

induced current in Sample d2 is significantly higher than in d1. At 100 mV bias, the photo-

induced current in Sample d2 is ~0.21 A after dye attachment, which is about two orders of 

magnitude higher than in the untreated samples. This result confirms that an Ohmic contact to 

the nanostructured materials is essential to the charge transport in a NW device
47,48

. 

The O2 plasma treatment was also applied to the TiO2-dye interface in order to examine if 

a similar residue or interface layer was present which could hinder dye adsorption. To make a 

direct comparison, the dye was removed from Sample d2 before it was subjected to O2 plasma 

cleaning under the same processing conditions mentioned earlier except for a longer processing 

time of one minute. Immediately after the treatment, the sample showed an enhanced photo-

induced current which decayed back after 12 hours in the dark in air. Dye was then attached 

using the previously described method, and the photo-induced current recovered more or less the 

original value shown in Figure 2.11. This observation suggests that the surface of the TiO2 was 

clean with respect to dye attachment.  
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2.4.3 Spectral and Intensity Dependence 

The spectral dependence of the photo-induced current (Sample d2) before dye attachment 

is illustrated in Figure 2.12(a). Two peaks are clearly visible. The first is at wavelengths smaller 

than 375 nm which corresponds to a bandgap of ~3.3 eV and is within the reported range for 

nanocrystalline TiO2
49

. The second peak appears around 550 nm, which has been observed on 

TiO2 nanoparticles and is attributed to the sub-band transitions
39

.  Interestingly, no such peak was 

observed on the photoluminescence curve measured on TiO2/CNF array with 60 minutes of TiO2 

growth time
39

, as opposed to 30 minutes for the samples used in this work. A plausible 

explanation is the much improved crystallinity in TiO2 layer with longer growth time, which 

resulted in much reduced sub-band charge carriers. On the other hand, the direct transport 

measurement employed in this work may provide higher sensitivity than the optical one. As we 

mentioned earlier, the possible contribution of the CNF core to the spectral feature of the photo-

induced current can be ruled out. In fact, the same spectral current measurement was repeated on 

individual CNF devices and no photo-induced current was observed.    

 

Figure 2.12: Photo-induced current at constant bias for a single CNF/TiO2 NW device as a 

function of (a) incident light wavelength and (b) white light intensity 
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Figure 2.12(b) shows the photo-induced current (normalized to that at 1 Sun) for Sample 

d2 with and without dye as a function of incident light intensity. Before dye attachment, the 

current increases linearly with the light intensity, which indicates the carriers excited in TiO2 is 

proportional to the number of incident photons. However after dye molecules were attached to 

the NW, the photo-induced current vs. light intensity curve experienced a dramatic drop at a light 

intensity of around 1.5 suns. This phenomenon may be attributed to the bleaching effect of dye 

molecules. After dye molecules were damaged above a certain light intensity, they may be 

detached from the TiO2 surface. Based on the above discussion, this would reintroduce many 

electron traps and open up the TiO2 surface to electron scavenging by molecular oxygen leading 

to a decrease in the number of free electrons.  

 

2.4.4 Transient Photoconductivity 

While the previously mentioned I-V measurements were made under steady state 

conditions, the samples in fact exhibit a transient response to either the introduction or removal 

of incident light. The presence of transient photoconductivity is well documented in 

nanocrystalline TiO2 thin films
43,44,49

, but is interesting to observe in a single NW. In this 

measurement, the samples were first exposed to one sun illumination at a constant bias of 100 

mV. The high surface–to-volume ratio and thus high density of electron traps due to 

hydroxylated surface Ti sites
50

 prevents achievement of steady state current until all traps are 

filled and equilibrium is reached between trapping and de-trapping events. It was observed (not 

shown) that after dye attachment, the time required to reach steady state current was reduced by 

approximately 75%. This suggests that the dye molecules may passivate many of the 

hydroxylated surface Ti sites and greatly reduce the number of electron traps. However, since 
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nearly one minute is still required to reach steady state current after dye molecules are attached, 

it is likely that many potential dye adsorption sites remain and the dye loading is not optimized. 

Once a steady state current was achieved, the incident light was removed and the photo-induced 

current decay was recorded. Figure 2.13 shows the normalized photo-induced current decay 

profile in log-log and linear scale (inset) for samples without and with attached dye molecules. 

The mechanism responsible for the observed slow current decay may be described as follows. As 

previously mentioned, under illumination nonequilibrium holes become trapped in deep traps 

due to oxygen vacancies leading to an excess electron density equal to the trapped hole density
51

. 

These traps are assumed to be concentrated in certain regions due to inhomogeneities such as 

grain boundaries. This leads to local electric fields which spatially separate charge carriers and 

require electrons to overcome a potential barrier in order to recombine
40

. As time goes on, the 

separation between the quasi Fermi levels increases causing the recombination time to increase 

along with it.  

 

Figure 2.13: Normalized photo-induced current decay of Sample d2 (a) without dye and (b) with 

dye. Inset shows the same data on a linear scale. 
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As can be seen in Figure 2.13, the decrease in current is immediate and initially very fast 

followed by a much slower leveling off as the probability for the electron capture by tunneling 

through surface and inter-grain potential barriers decreases, which is consistent with previous 

work done on nanocrystalline TiO2 thin films
44

. It can be clearly seen that the photoconductivity 

decay is more rapid when the dye is present. This is consistent with the above observations that 

the dye attachment passivates some hole traps on the surface. As the number of hole traps 

decreases, the recombination time also decreases.
 

 

2.4.5 Conclusion 

In conclusion, electrical conductivity has been investigated on individual CNF/TiO2 core-

shell NW attached with N719 dye molecules in dark and under illumination. It has been found 

that the contact resistance to the TiO2 surface may sensitively affect the dark and photo-induced 

conductivity by nearly two orders of magnitude, suggesting that care must be taken to ensure 

Ohmic contact between the TiO2 structure and the anode in the DSSC. The nanocrystalline state 

of the TiO2 shell affects both spectral and dynamic behaviors of the conductivity due to the 

presence of the defect-induced bandgap states and hole traps such as oxygen vacancies. The dye 

attachment reduces such an effect by passivating some of the vacancies at low illumination 

intensity up to 1.5 suns, above which damage to and subsequent detachment of the dye molecule 

may occur. The single nanowire approach presented in this work may be applied to many 

nanostructures involved in nanostructured DSSC and other optoelectronic devices to achieve an 

understanding of the electrical transport at the nanoscale.  
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2.5 Thermal Annealing Studies 

2.5.1 Introduction and Microstructural Characterization 

The work presented in this section on TiO2/CNF core-shell NWs is a follow up to the 

work in Section 2.4. Sample fabrication follows the procedures outlined in Section 2.3.2, except 

that all samples now underwent the oxygen plasma treatment before electrode deposition in order 

to improve electrical contact. Since the above photoconductivity study gave some insight into the 

importance of the crystalline quality, this work utilizes a single NW approach to study the role of 

the semiconductor microstructure as related to DSSC performance in CNF/TiO2 NW’s.  The 

microstructure is important to study since it may sensitively affect dye adsorption, electron 

transfer from the dye, and electron transport to the core, all regarded as main functions of the 

semiconductor.  Analysis of two sets of nanowires is presented, one of which underwent an 

annealing treatment in air to improve the crystallinity.  

Figure 2.14(a) shows a TEM image of a typical CNF/TiO2 nanowire used in this study.  

From this and additional TEM images (not shown), the CNF core was found to have an average 

diameter near 100nm, while the TiO2 shell was found to be 20-25nm thick.   
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Figure 2.14: (a) TEM image of CNF/TiO2 nanowire used in this study. (b) SEM image of a two 

probe CNF/TiO2 nanowire device prepared for single nanowire measurements. (c) and (d) High 

resolution TEM images (top) and FFT (bottom) of an untreated and annealed nanowire showing 

the difference in crystalline order. The location of the interface between CNF and TiO2 is marked 

with a dashed line. 

Figure 2.14(b) shows a typical scanning electron micrograph of a single CNF/TiO2 NW with 

electrodes after completion of all fabrication steps.  The length of each nanowire is 

approximately 4-6µm.  Figures 2.14(c) and 2.14(d) show a representative HRTEM image and 

Fast Fourier Transform (FFT) pattern for each class of nanowires used in this study.  The TiO2 

shell surrounds the CNF core uniformly, and the location of the interface between the core and 

shell is marked with a straight dashed line for clarity.  The untreated sample is shown on the left 

in Figure 2.14(c) and the sample which underwent an extra annealing treatment is shown on the 

right in Figure 2.14(d).  The top halves of Figures 2.14(c-d) show images of the edge of the 

nanowire sidewalls, where it appears that the annealed sample contains larger crystallites with 

distinct ordered planes, while the untreated sample contains smaller crystallites mixed within an 
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amorphous phase.  The average crystallite size appears to have increased from 5-9nm to 10-

15nm after the annealing treatment.  The bottom halves of Figures 2.14(c-d) show FFTs of the 

high resolution images and illustrate the change in overall crystalline order between the two 

samples.  The pattern in the FFT of the untreated sample in Figure 2.14(c) shows continuous 

rings and a weak pattern of discrete spots, which indicates the presence of amorphous TiO2 and 

some fine crystallites. By comparison, the annealed sample shows multiple sets of discrete spots 

in the FFT of Figure 2.14(d), indicative of the larger TiO2 grains observed in the image. A close 

examination of Figure 2.14(d) suggests that these single crystal grains form a continuous layer 

around the CNF core. This is further illustrated in Figure 2.15.    

 

Figure 2.15: Cartoon illustrating the difference in charge transport between the untreated and 

annealed nanowires due to the crystallite size and presence of amorphous TiO2. 
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2.5.2 Dark and Illuminated I-V Characteristics 

Data from two representative samples are presented in this paper, although more than ten 

samples were investigated.  S1 is the untreated sample, and S2 is the annealed sample.  Dark and 

illuminated I-V characteristics of both samples with and without dye are shown in Figure 2.16.  

Based on four probe measurements, the resistivity was found to be 10
-1

-10
-2

Ω∙cm for the 

untreated samples and 10
-2

-10
-3

Ω∙cm for the annealed samples.  These values lie between the 

reported ranges for a bare CNF (10
-3

 cm
36,37

) and anatase TiO2 thin films (10
-1

-10
6
 cm

45,46
).  

Reduction of CNF resistivity after annealing is not expected since chemical reactions that may 

occur involving the carbon atoms typically lead to higher resistivity compounds.  The drop in 

resistivity is therefore attributed to the improved TiO2 structural order, as follows.  The untreated 

sample contains nanoscale crystallites embedded in amorphous TiO2, the resistance of the former 

being several orders of magnitude lower than the latter
52

, so that charges must hop between 

crystallites.  The enhanced TiO2 crystallite size may facilitate such “hopping” dominated charge 

transport by reducing or eliminating the amorphous gap between the crystallites. Again, this is 

illustrated in Figure 2.15.   

As can be seen in Figure 2.16, both devices exhibit a significant dark conductance, 

generally accepted to be due to n-type doping caused by oxygen vacancies in TiO2.  Without dye, 

the dark resistance of S1 is approximately twice that of S2, which is likely due to the improved 

charge transport in the more ordered TiO2 layer of S2.   
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Figure 2.16: Dark (solid markers) and 1 sun (open markers) I-V curves for S1 (black squares, 

grey triangles) and S2 (blue circles, cyan diamonds) with and without dye, respectively. 

 

Once again, it should be noted that the illuminated current is not a true photocurrent but rather 

represents photoconductivity.  Additionally, individual CNF’s were found to exhibit no 

photoresponse under the reported conditions, so any response is assumed to be due to TiO2 only.  

Without dye, the illuminated current is 17% higher than the dark for S1 and 30% higher for S2.  

The cause of the large photo-induced current, defined as the difference between illuminated and 

dark currents, for both samples has two main components: sub-bandgap absorption due to 

localized defect states within the bandgap
49

 and photoconductivity due to hole trapping in the 

TiO2 shell, which can be explained by a simple model proposed by Sheinkman and Shik
40

.  Once 

a photon is absorbed, the photo-generated hole becomes trapped in a deep trap within the 

bandgap due to inhomogeneities such as oxygen vacancies.  A localized potential barrier is 

produced which inhibits recombination and spatially separates electrons from trapped holes.  The 

result is an increase in free electrons and thus conductivity.   

The larger photo-induced current observed for Sample S2 may be explained in the 

following way. Since the resistivity of amorphous TiO2 is several orders of magnitude higher 
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than the resistivity within the crystallites, it can be approximated that the excitation of bandgap 

states within amorphous TiO2 does not contribute to the measured current unless the excitation 

occurs very close to a crystallite so that the electron may hop to a lower resistivity region in 

order to be transported to the CNF core. Further, with a bandgap of 4.4eV (corresponding to a 

wavelength of 282nm), band to band transitions in amorphous TiO2 are not expected to make a 

significant contribution to the current due to the small fraction of light in the solar spectrum with 

sufficient energy. It follows then that having a larger portion of the TiO2 volume filled with 

crystallites may lead to a higher number of band to band excitations due to the lower bandgap 

and also a higher number of bandgap states that contribute to the photoconductivity if the effect 

of the anneal is to increase crystallite size but not necessarily decrease the defect concentration 

within the crystallites. This is supported by the intensity dependence of the photo-induced 

current shown in Figure 2.17.   

 

Figure 2.17: Intensity dependence of the photo-induced current of Sample S1 (black squares) and 

Sample S2 (blue circles). 
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The photo-induced current was measured at a fixed bias of 100mV in the range from 1 sun to 

approximately 2.5 suns. The current was normalized to the current under one sun for each 

sample in order to facilitate comparison.  The data for each sample is nearly linear and increases 

monotonically, suggesting that the number of excited charge carriers is proportional to the 

number of incident photons, as expected.  Sample S2, however, shows an enhanced response to 

increasing intensity as exhibited by factor of three increase in the slope over Sample S1.  This 

supports the claim that the photons are more efficiently converted to collected electrons in 

Sample S2 due to the larger volume portion of crystalline TiO2. 

Figure 2.16 also shows the dark and illuminated I-V characteristics of both samples after 

dye attachment.  The dark conductivity is decreased after dye attachment for both S1 and S2.  

This is likely due to the passivation of hole traps during dye attachment, particularly by protons 

which previously resided on the carboxyl group of the N719 dye before it became bound to TiO2.  

It can be seen that the photo-induced current is increased for S1 while it remains essentially 

constant for S2.  It should be noted that the dye is unable to contribute directly to the current due 

to the absence of the electrolyte, and so the difference must be attributed primarily to 

conductivity, specifically free electron density.  Molecular oxygen is a known electron scavenger 

on the surface of TiO2
50

, and the presence of dye molecules may be able to block the adsorption 

of molecular oxygen and the subsequent scavenging of conduction electrons to form O2
-
 sites.  

During the annealing of S2, however, molecular oxygen can dissociate and fill oxygen vacancies 

on the surface and diffuse into subsurface regions.  Since oxygen vacancies can act as active sites 

for chemisorption of molecular oxygen
42

, electron scavenging may already be minimized in S2 

before dye is attached due to its improved surface stoichiometry.  This is supported by work by 

Pan et al, which found that oxygen did not adsorb on stoichiometric TiO2 surfaces
53

.   
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2.5.3 Transient Photoconductivity 

As previously mentioned, the samples exhibit transient photoconductivity, a well 

documented phenomenon in nanocrystalline TiO2 thin films
43,49

.  As can be seen in Figure 2.18, 

the current increases sharply after the onset of illumination and then levels off.   

 

Figure 2.18: Normalized photo-induced current onset at 100mV for S1 (black squares, grey 

triangles) and S2 (blue circles, cyan diamonds) with and without dye, respectively. 

 

Fitting the data to a simple exponential function results in time constants of 0.59 and 0.14 

minutes for S1 and 1.4 and 0.75 minutes for S2 without and with dye, respectively.  These 

differences are significantly larger than the observed sample to sample variability of a few 

seconds.  The slow response is due to electron trapping via hydroxylated Ti sites on the surface 

and electron scavenging by oxygen molecules in the surrounding atmosphere
50

.  A steady state 

current cannot be achieved until equilibrium is established between these events and their 

corresponding reverse processes.  We have observed that in vacuum the NW’s take a much 

longer time to reach a steady state current, which is in agreement with studies on thin film 

nanocrystalline TiO2 in which this phenomenon has been attributed to an electron scavenging 
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rate which is proportional to the concentration of oxygen in the environment
43

.  Since both 

measurements on S1 and S2 were made under the same conditions, the difference in rise times 

without dye could be attributed to a lower oxygen adsorption rate in S2 due to its improved 

surface stoichiometry.  It can also be seen that both samples experience a decrease in rise time 

with dye.  This is likely due to the lower number of hydroxylated Ti sites and electron 

scavenging events on the surface due to dye attachment.  Further, the drop in rise time is more 

drastic for S1, which supports the argument that the surface stoichiometry is improved in the 

annealed sample.  A corresponding trend was observed in the photoconductivity decay times, 

shown in Figure 2.19.   

 

Figure 2.19: Normalized photo-induced current decay at 100mV for S1 (black squares, grey 

triangles) and S2 (blue circles, cyan diamonds) with and without dye, respectively. 

 

The decay time, which depends on electron-hole recombination at hole traps, decreased after 

annealing and again after dye attachment for both samples.  This supports the claims that 

annealing in air can decrease the number of oxygen vacancies and that dye attachment passivates 

hole traps.  Kim et al found that reducing the number of oxygen vacancies on the surface of TiO2 
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increased the amount of adsorbed N719 dye
54

, which was explained by an increased electrostatic 

interaction between the -COO
-
 groups of the dye and the Ti

4+
 sites on the treated surface 

compared to the Ti
3+

 sites on the surface with more oxygen vacancies.  Therefore, taking steps to 

decrease the number of oxygen vacancies on the surface of the NW’s could lead to a higher dye 

loading and thus higher photocurrent and efficiency.    

 

2.5.4 Conclusion 

 In conclusion, the effect of annealing on the conductivity of single CNF/TiO2 core-shell 

nanowires was studied in an attempt to elucidate the limiting factors of the CNF/TiO2 NW array-

based DSSC and motivate design constraints for future core-shell nanostructure-based DSSC’s.  

The NW’s which underwent an annealing treatment in air contained larger crystallites and much 

reduced amorphous TiO2, which decreased the nanowire resistivity and increased 

photoconductivity.  Further, since amorphous TiO2 may not be able to effectively transport 

electrons to the CNF due to its high resistivity, any dye molecules adsorbed on the amorphous 

phase may be unable to contribute significantly to the DSSC photocurrent.  The transient 

measurements suggest that the number of oxygen vacancies, which act as bandgap states and 

hole traps, is reduced in the annealed sample.  This is beneficial for DSSC performance since it 

may increase the dye loading and also decrease the absorption of visible light by TiO2.  The 

results suggest that the optimal structure for a large surface area core-shell NW array for DSSC’s 

would involve large crystallites with a stoichiometric surface which span the entire thickness of 

the shell.  
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2.6 Summary and Future Work 

This work began as an attempt to identify the issues which limited the performance of the 

CNF/TiO2 core-shell nanowire dye-sensitized solar cell developed by the research group of Jun 

Li at Kansas State University. The design, which was very unique and promising, 

underperformed with regard to short circuit current and efficiency. By simply growing the 

nanowires and assembling the solar cells without investigating the quality and properties of the 

nanowires, one is unable to diagnose the problems, and a low efficiency is not surprising. This 

work provided valuable information regarding the nanowire microstructure and how it affected 

the DSSC performance. Several failure mechanisms were suggested, along with a means to 

eliminate or minimize them. Professor Li’s group has not reported any device with improved 

crystallinity, due in part to ongoing work to improve their packaging techniques. They have, 

however, done some studies on the improved nanowire arrays. They found that dye coverage 

could be doubled if they followed the annealing recipe suggested by this work, which was 

qualitatively predicted. Additionally, they found that the needles no longer fell off in the 

electrolyte, suggesting that the interfacial layer needed to be optimized. This should not only 

improve device stability but also electrical contact between the CNF and TiO2. The growth and 

thermal annealing conditions still need to be optimized in order further improve efficiency 

utilizing this design. Ideally there would be an iterative process where systematic changes would 

be made to the NW fabrication process followed by optoelectronic characterization of individual 

nanowires in order to track the improvements and provide feedback into the growth and thermal 

annealing conditions. 

The next stage for the individual CNF/TiO2 core-shell nanowire project was to fabricate a 

working individual nanowire solar cell. The author made the decision to abandon this project for 
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reasons which will be discussed below. With some modifications, this could make an interesting 

project for another student who would like to pick up where the author left off. The intended 

design, shown in Figure 2.20, mimicked the assembly and packaging of the bulk DSSC, except 

only one nanowire would be used, and it would be on its side as opposed to standing up on the 

substrate.  

 

Figure 2.20: Schematic of the originally proposed individual nanowire DSSC. This design 

mimics the design of the bulk DSSC, except with a single nanowire. 

 

The fabrication steps were to be as follows. First, an insulating layer, such as SiO2, would be 

deposited on commercial indium-doped tin oxide (ITO) coated glass. The ITO would be one 

electrode. The nanowire would then be deposited on top of the insulator. A window would be 

opened above one end of the nanowire using electron beam lithography (EBL). The TiO2 shell 

and underlying SiO2 would be removed by reactive ion etching in CF4 + H2 plasma. Metal would 

then be deposited in order to connect the CNF core to the ITO. Another insulating layer would be 

deposited on top of the metal through a separate EBL step in order to prevent shorts between the 

two electrodes. Dye would be attached to the TiO2, and the cell would be assembled in the 

standard fashion using a hot melt space to seal in the electrolyte and platinum-coated glass as the 

counter electrode.  
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 The goal of this stage was to create a single NW DSSC in which essentially all 

parameters are controllable. In the bulk device, certain configurations and treatments are 

infeasible given its geometry and fabrication limitations. For example, the contact resistance 

between the NW’s and the transparent conducting electrode on which they are grown cannot be 

controlled. Certain treatments to the TiO2 surface, such as plasma treatment via reactive ion 

etching, may be difficult since the sidewalls are perpendicular to the substrate. Also, the power 

generation capability of an individual nanowire is unknown since averaging between very 

effective and very ineffective NWs may occur in the bulk device. By studying an individual NW 

in this DSSC device configuration, one is able to directly and quantitatively study the effect of 

various treatments, such as thermal, chemical, or plasma, on the solar cell figures of merit. One 

unique benefit of the DSSC assembly is that one is able to disassemble the cell, remove the dye, 

treat the nanowire in some way, re-adsorb dye, and repackage the cell. This way many treatments 

on the same nanowire are possible, if desired.    

The author worked for several months on fabrication of this device. At the time the best 

available method for insulator deposition was electron beam evaporation. Unfortunately, oxides 

deposited this way are prone to pinholes and oxygen deficiency. This makes them 

semiconducting and permeable to the electrolyte, both detrimental to the device design. Much 

work was done to minimize this problem with no success. A better method would be to use 

atomic layer deposition (ALD) of aluminum oxide, which is now available in the research group. 

ALD would help minimize pinholes and also ensure a conformal, electrically insulating layer. 

Another issue which must be considered is that of clearly detecting the small current produced 

by this device. Current on the order of 1-100 pA is expected. The noise level is difficult to 

anticipate, but it is expected to be a non-trivial issue. Since the chip is of microscopic size, and 
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the electrolyte contacts the whole device volume, even a very tiny leakage current between the 

electrodes would easily mask the signal from the nanowire. A very clever device design may be 

able to minimize these issues. One must be careful, however, not to make the design so unlike 

the original design that the results are unable to be extended to the bulk DSSC.  
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Chapter 3 

 
Individual Multiwall Carbon Nanotube Infrared Detector      

 

 
3.1 Introduction to Infrared Photodetection 

 
A photodetector measures photon flux or optical power by converting the energy in the 

absorbed photons into a measurable form
55

. This can be done via one of two methods. The first 

utilizes a photonic effect. By absorbing photons to promote electrons to higher energy levels, 

mobile charges are produced. If an electric field is present, the charges move to produce a 

measurable electric current. This effect can exist in two forms, external and internal. In the case 

of the former, the photo-generated electrons escape the material in the form of photoelectric 

emission; in the case of the latter, they remain in the material and increase the conductivity. The 

second method involves the conversion of photon energy into heat. While thermal detectors are 

typically less efficient and slower than photonic detectors due to the time required to effect a 

temperature change, they have gained popularity for military and commercial applications in 

recent years as resolution and sensitivity have improved dramatically. Hot electron bolometers, 

are the exception and can be very fast with speeds up to 10 GHz. They operate at cryogenic 

temperatures, however, which makes them less convenient.   

In the case of photonic detectors, absorption of a photon by a semiconductor excites an 

electron from the valence band to the conduction band, resulting in a free electron in the 

conduction band and a hole in the valence band. In the presence of an electric field, both the 

electrons and holes are transported through the material to contribute to a current. Some 

photodetectors incorporate an internal gain mechanism to amplify the current and make the 
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signal more detectable. Photonic detectors most commonly either consist of a photoconductor or 

a photodiode, as described below. 

Photoconductive detectors consist of an intrinsic semiconductor whose conductivity 

changes in response to absorption of incident photon flux. In these devices, an electric field is 

generated by an external voltage source in order to transport the photo-generated charges. Either 

the photocurrent or voltage drop across a serial load resistor is measured. Often times the anode 

and cathode contacts are interdigitated on the same surface of the material to maximize light 

reaching the photoconductor. The increase in conductivity from a photon flux Φ can be 

calculated as follows. Assuming the semiconductor volume is V and the fraction of incident 

photons producing an electron-hole pair is η, the electron-hole pair production rate per unit 

volume is ηΦ/V. If τ is the excess carrier recombination lifetime, electrons are lost at a rate Δn/τ. 

Under steady state conditions both rates are equal, so Δn = ητΦ/V. The change in conductivity is 

then   

 





V

e he 
 ,     (3.1) 

where µe and µh are the electron and hole mobilities. The response time of a photoconductive 

detector is constrained by the transit time, which is limited by the mobility, and RC time 

constant. 

Like photoconductive detectors, photodiode detectors also rely on photo-generated 

charge carriers for their operation. Instead of the conductivity however, the photodiode’s reverse 

current increases when it absorbs photons. In a p-n junction diode, electrons and holes generated 

in the depletion region quickly drift in opposite directions due to the built in electric field. 
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Another option is the p-i-n junction diode, which has a number of advantages over the p-n diode 

due to the increased width of the depletion layer. First, there is more area available for absorbing 

light. Second, the greater drift length means that a higher proportion of the current is carried by 

the faster drift process instead of the slower diffusion process. Finally, increasing the depletion 

layer width reduces the junction capacitance and RC time constant.  In addition to transit time 

and RC time constant, photodiode detectors possess a third contribution to the response time due 

to the diffusion of carriers that are generated outside, but sufficiently close to, the depletion 

region. Compared to drift, this is a relatively slow process. Nevertheless, photodiodes tend to be 

faster than photoconductors because of the large velocity brought about by the strong field in the 

depletion region.  

Presently, most photonic infrared detectors are based on interband transitions in narrow 

bandgap semiconductors such as HgCdTe and InSb. The desire to further extend the operational 

wavelength range and decrease production costs by utilizing a mature processing technology led 

to work on quantum well infrared photodetectors
56

 which utilize intraband transitions. Similar in 

design but boasting many potential benefits, quantum dot photodetectors have also been 

proposed and realized
57

. Normally, operation at wavelengths beyond about 2 µm requires that the 

devices be cooled to minimize thermal excitation of electrons either from the valence band or 

quantum well into the conduction band.  

 Thermal detectors, or bolometers, operate in a totally different manner
58

. Bolometers 

typically utilize the temperature dependence of the sensing element’s electrical resistance in 

order to measure the power of incident electromagnetic radiation. In this way it is similar to the 

photoconductive detector described above, but the mechanism is fundamentally different. In a 
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bolometer, the energy of incident photons is converted to heat which leads to a change in 

resistance. When the radiation is removed, the absorptive element returns to the temperature of 

its thermal sink. The mechanism and sign of the resistance change depends on the material being 

utilized; metals, semiconductors, and superconductors can all be used as absorptive elements in 

bolometers. The intrinsic time constant which determines the speed of the detector is equal to the 

ratio of the heat capacity of the absorptive element to the thermal conductance between the 

absorptive element and its thermal sink
59

.    

 Most commercial thermal infrared detectors are based on vanadium oxide (VOX, where X 

is typically ~ 1.8) or amorphous silicon. Thermal detector semiconductors may be heavily doped 

such that conduction is by variable range hopping as described by Efros and Shklovskii
60

. 

Electrons hop with the absorption and emission of phonons, which gives rise to the temperature 

dependence of the resistance. Alternately, thermal detector semiconductors may be intrinsic or 

lightly doped such that the temperature dependence of the resistance depends on the creation of 

mobile carriers by thermal excitations across a small bandgap.  

 In order to compare the device studied in this chapter with commercial and previously 

reported detectors, it is important to first explain the commonly used photodetector figures of 

merit. Specific to photonic detectors, the quantum efficiency, η, is the flux of generated electron-

hole pairs contributing to the photocurrent divided by the flux of incident photons. There are 

many mechanisms which may prevent an incident photon from contributing to the photocurrent. 

The photon may not be absorbed due to insufficient absorbing material thickness, or it may be 

reflected from the surface. Also, electron hole pairs produced near the surface of the detector 
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often recombine quickly due to surface defects acting as recombination centers. Converting these 

mechanisms to equation form, the quantum efficiency is given by 

    dr   exp11 ,     (3.2) 

where r is the reflectance, ς is the fraction of electron-hole pairs that contribute to the 

photocurrent, α is the absorption coefficient, and d is the photodetector depth. Instead of 

quantum efficiency, thermal detectors have a temperature coefficient of resistance, (TCR), which 

is the relative change of a material’s resistance with temperature. This can be positive or 

negative, and is given by 

,
0R

dT
dR

TCR       (3.3) 

where R is the resistance, T is the temperature, and R0 is the resistance at some specified 

reference value.  

One of the most commonly referenced figures of merit for both photonic and thermal 

photodetectors is the responsivity, which relates the electric current to the incident photon power. 

In the photonic case, recalling the definition of quantum efficiency, η, we know that a photon 

flux Φ gives rise to a current I = ηqΦ, where q is the electronic charge. Converting flux to power 

provides the relation P = hυΦ, where h is Planck’s constant and υ is the frequency. Taking the 

ratio of current to incident power, the responsivity in units of A/W is given by 

    
24.1







 

h

q

P

I
RI ,     (3.4) 
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where λ is the wavelength of the incident light in microns. In the thermal case, responsivity is 

used in the form   PIRI /  or   ,/ PVRV  where ΔI is the change in current measured if 

a voltage bias is used, ΔV is the change in voltage measured if a current bias is used, and P is the 

incident photon power. Because absorbed photons do not directly produce mobile charge 

carriers, ΔI or ΔV and hence responsivity are also a function of the bias, which must be applied 

in order to measure the change in resistance.  

 Another commonly referenced detector figure of merit for both photonic and thermal 

detectors is the specific detectivity, D*, which is square root of the area × bandwidth product 

normalized to the noise equivalent power, NEP: 

NEP

fA
D


*       (3.5) 

Here the units are cm∙Hz
1/2

/W (also called a Jones), A is the photosensitive area, Δf is the 

bandwidth, and NEP is the noise equivalent power. The noise equivalent power is defined as the 

signal power that gives a signal to noise ratio of unity at the detector output at a given 

modulation frequency, wavelength, and effective noise bandwidth. NEP can be expressed as a 

function of responsivity, R, the noise bandwidth, and the noise level, Xn, in the form  

VI

n

R

fX
NEP

,


 ,      (3.6) 

so that the detectivity can also be expressed in terms of the responsivity as 

n

VI

X

AR
D

,
*  .      (3.7) 
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Here Xn refers to either voltage noise, Vn in V∙Hz
-1/2

, or current noise, In in A∙Hz
-1/2

, depending on 

which was being measured.  

There are several sources of noise that are inherent to the photodetection process, 

regardless of the material. Photon noise, the most fundamental source of noise, is associated with 

the random arrival of photons themselves. In the photonic case, photoelectron noise is associated 

with the fact that the photo-generation of charges is random. Each photon generates an electron-

hole pair with probability η and fails to do so with probability 1-η. Also in the photonic case, 

gain noise occurs because each photon generates a random number of carriers whose average is 

equal to the gain. Receiver circuit noise is present due to the various components of the circuitry. 

Background noise is photon noise associated with extraneous light reaching the detector. This is 

especially destructive to a measurement in the mid- and far-infrared ranges because of the 

thermal radiation emitted at these wavelengths by objects at room temperature. Also present is 

f1  noise, which is present in almost all electronic devices and results from a variety of effects.  

To summarize, photonic infrared detectors have fast response times in the nanosecond to 

microsecond range, are cooled during operation, and are expensive. With the exception of hot 

electron bolometers, hermal infrared detectors have slower response times in the millisecond 

range, operate at room temperature, and are inexpensive to make and operate. As will be 

discussed in the following sections, previous work on carbon nanotube infrared detectors have 

seen both photonic-like and thermal-like behavior. It will be important to have a clear picture of 

the microscale structure of the devices in order to really understand the mechanism and optimize 

the device.  
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3.2 Carbon Nanotubes for Infrared Detection 

3.2.1 Optical Properties of Carbon Nanotubes  

The optical properties of carbon nanotubes (CNTs) are due to their unique electronic 

structure. The electronic density of states for the π electrons in a semiconducting single wall 

nanotube (SWNT) has spikes called van Hove singularities, as shown in Figure 3.1.  

 

Figure 3.1: Schematic density of electronic states in a semiconducting single wall carbon 

nanotube. The sharp maxima are van Hove singularities. The arrows show the dominant optical 

transitions. 

 

The sharp maxima are the van Hove singularities which result from confinement of the electronic 

states, and the indices refer to the sub-band to which they belong. Optical absorption originates 

from transitions E11, E22, etc. in Figure 3.1 so that the absorptions spectrum is very broad with 

several peaks as opposed to conventional 3D materials which have a sharp absorption threshold. 

Photo-excited electrons and holes in CNTs form strongly bound excitons with a binding energy 
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that decreases with increasing nanotube radius
61

. This is due to the fact that the bandgap of a 

CNT is approximately inversely proportional to the tube diameter. As an example, varying the 

tube diameter from 1 nm to 2 nm changes the SWNT band gap from ~ 0.8 eV to ~ 0.4 eV. This 

corresponds to photon wavelengths from 1.55 μm to 3.11 μm. It is not surprising then that CNTs, 

either in single-wall or multiwall (MWNT) form, show outstanding absorption in the infrared 

(IR) spectrum, making them promising candidates for IR detector applications
17,62–73

. In the 

absence of a driving force or sufficient thermal energy to separate the bound electron-hole pairs, 

they will eventually recombine and give their energy to the lattice in the form of heat. CNTs 

whose excitons are dissociated before they can relax will behave as a photoconductive 

photodetector, while CNTs whose excitons relax and give their energy as heat to the lattice will 

behave as a bolometer.  

 When examining the effects of illumination of CNTs, electronic excitations are not the 

only phenomenon to consider, however. Photo-desorption of molecules adsorbed on the CNT 

surface may also have a significant effect on the CNT’s measured electronic resistance. Oxygen 

molecules which function as electron acceptors or hole donors may lower the hole concentration 

in p-type SWNTs and reduce conductivity. Desorption of these oxygen molecules by incident 

radiation would then decrease resistance, which is the same effect as photon absorption. It is 

important to distinguish these two effects from each other when interpreting CNT IR sensor data. 

One important note, however, is that the importance of oxygen desorption may be reduced in 

MWNT if many shells contribute to the resistance measurement but only the outermost shell is 

affected by oxygen adsorption/desorption. This will be discussed further in later sections. 
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3.2.2 Previous Reports and Motivation 

 

There have been many attempts to fabricate and characterize IR detectors which employ 

CNT films
66,72,73

 and individual CNTs
69–71

 as the detection elements. Although promising results 

have been obtained, the specific detectivity, D*, of the reported CNT IR detectors is typically 

several orders of magnitude lower than that of their commercial competitors. For SWNT and 

MWNT film IR detectors, the best reported D* values are 4.510
5
 and 3.310

6
 cmHz

1/2
/W, 

respectively
72,73

. These D* are at least two orders of magnitude lower than that of the uncooled 

vanadium oxide (VOx) IR bolometers, which boasts D* on the order of 10
8
 cmHz

1/2
/W

74,75
.  

The first reported work on CNT based IR detectors was published in 2006 and utilized a 

suspended SWNT film
66

. At that time it was uncertain whether photo-absorption in CNTs 

produced excitons or free carriers. Interestingly, the authors observed no resistance change due 

to incident IR light on SWNT films which were supported directly by the substrate. By 

suspending the SWNT film, however, they were able to observe a clear, reproducible 

photoresponse. This alone suggests a bolometric instead of photonic response. In further support 

of this conclusion, they observed that the typical time constant was about 50 ms, and the 

response depended on dR/dT, the sign and magnitude of the change in resistance with 

temperature of the SWNT film. The CNT response to IR photons was then proposed to occur as 

follows. Absorption of IR photons by SWNTs produces excitons which undergo ultrafast 

relaxation. The energy is transferred to the lattice via electron-phonon interactions which 

increase the temperature of the film. This induces a change in resistance according to the film’s 

TCR.  
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Work by Dr, Rongtao Lu and coworkers at the University of Kansas aimed to exploit the 

above effects in a more scalable way by partially suspending a SWNT film over periodic 

trenches in a Si/SiO2 substrate
72

. They found that the change in resistance over original 

resistance, ΔR/R, was -0.04% for SWNT on a flat substrate and -0.14% for a partially suspended 

film. This clearly demonstrated the importance of reducing the absorptive element’s thermal link 

to the environment, but the specific detectivity and responsivity were still 10
3
 and 10

5
 times 

lower than commercial uncooled vanadium oxide bolometers, respectively. This led the authors 

to test a MWNT in the same configuration
73

. MWNT may offer several advantages over SWNT 

in this application. First, IR light absorption may be increased due to the higher number of shells. 

Additionally, the inner shells are naturally suspended with a poor thermal link to the substrate 

and environment. As mentioned above, this is due to the fact that radial thermal conductivity is 

three orders of magnitude lower than in the axial direction. Consistent with expectations, the 

photoresponse of MWNT film was one order of magnitude higher than SWNT. Interestingly, the 

effect of suspending the MWNT film was less pronounced than in the SWNT case. This is likely 

because the MWNT response contains contributions from inner shells which are already 

effectively suspended. Additionally, the difference in response time between suspended and 

unsuspended films was two orders of magnitude in the SWNT case, but the two were comparable 

in the MWNT case. This is likely because the unsuspended SWNT film response was dominated 

by the very slow photo-desorption process discussed above due to elimination of the bolometric 

response by the thermal link to the substrate. Despite these improvements, the specific 

detectivity and responsivity were still 10
2
 and 10

4
 times lower than commercial uncooled 

vanadium oxide bolometers, respectively, representing an improvement of one order of 

magnitude across the board over suspended SWNT films. 
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It is natural to suspect that intertube junctions in the disordered CNT films in the above 

studies may have a negative effect on the IR detector performance. The resistance of the 

junctions is unknown and difficult to control. Suppose a very simplistic model in which the total 

resistance of the film can be generally described by the equation R = n∙RCNT + (n-1)∙RJ, where R 

is the total film resistance, RCNT is the average CNT segment resistance, RJ is the intertube 

junction resistance, and n is an integer equal to the average number of CNT segments that the 

current must pass through between the electrodes. If RCNT is much less than RJ then the total 

resistance will be dominated  by the junction resistance, which is unlikely to change much with 

temperature. If this is the case then TCR will be very small, on the order of  ΔRCNT/RJ. 

Additionally, it was observed that thermally annealing CNT films at 400 °C in vacuum better 

than 5 × 10
-6 

Torr for 90 minutes improved noise level by two orders of magnitude
76,77

. This was 

suspected to be due to improved intertube coupling. Since D* is inversely proportional to noise 

level, this is very important for CNT-based IR detector performance.  

In light of the observed benefits of utilizing MWNTs due to their naturally suspended and 

thermally isolated inner shells and the detriments of intertube junctions, an individual MWNT IR 

sensor was proposed. In an individual MWNT IR sensor, intertube junctions are absent so TCR 

will reflect the MWNT and MWNT-metal interface only. Additionally, noise will be reduced due 

to the lack of junctions of questionable quality. Finally, inner tubes will be naturally suspended, 

so no complicated device fabrication steps to suspend the MWNT above the underlying substrate 

will be necessary. So far very little has been reported on individual CNT IR sensors, likely 

because of the low responsivity of a single CNT
65,70

. As will be discussed below, the details of 

the device configuration and electrical contact are critical to device performance, which could 

explain the small photoresponse in these previously reported individual CNT devices.  
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3.3 Individual Carbon Nanotube Infrared Detector Studies 

3.3.1 Device Fabrication and Geometry 

MWNTs grown by chemical vapor deposition with diameters in the range of 40-60 nm 

were deposited on silicon substrates with 100 nm thermally grown SiO2. Two Ti/Au (20/60 nm) 

electrodes were fabricated onto the selected individual MWNT using electron beam lithography 

(EBL) followed by electron beam evaporation and lift off. The electrodes were found to make a 

Schottky contact to the MWNT. The position of electrodes was carefully controlled during the 

EBL so that one electrode covered one end of the MWNT while the other electrode covered only 

the MWNT sidewall. Two types of control MWNT devices were fabricated: one with Ohmic Pd 

electrodes and one with Schottky Ti/Au electrodes. In each control device both electrodes 

covered the sidewall of the MWNT without any metal contact to the MWNT end. In addition, 

MWNT films of 200 nm thickness fabricated from the same batch of the MWNTs were prepared 

for comparison
73,77

. The samples were annealed at 400 °C in vacuum better than 5 ×10
-6

 Torr 

before measurements to improve the electrode contact
77

. 

Schematics of the asymmetric Schottky device are shown below in Figure 3.2(a).  
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Figure 3.2: (a) 3 dimensional view and diagram of individual MWNT with asymmetric 

electrodes. (b) Scanning electron micrograph of an individual MWNT device with the described 

geometry. (c) Typical transmission electron micrograph of a MWNT with diameter of 50-60nm. 

(d) TEM image of MWNT showing the open end.  

 

This asymmetric Schottky contact configuration is essential for the operation of this device. 

First, the photocurrent generated at the two contacts will not completely cancel each other, as 

follows. Because electrical and thermal transport is hindered in the radial direction compared to 

the axial direction
78,79

, the electrode on the end of the MWNT may be able to make contact to 

and collect photo-generated carriers from the inner shells while the electrode on the sidewall will 

primarily collect photo-generated carriers from only the outermost layer or few layers. Second, 

because the contact is not Ohmic, the thermal link between the MWNT detector element and the 

electrodes will be reduced.  This may result in an elevated temperature within the MWNT with 

Schottky contacts compared to that with Ohmic contacts. This could lead to enhanced photo-
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generation of free carriers if the added thermal energy exceeds the exciton binding energy, which 

can be as small as few to few tens of meV in the MWNT with large diameters
80

. A negligible 

photoresponse was obtained on the control devices with symmetric Pd and Ti/Au electrodes.  

This may be attributed to the efficient thermal links by the large Ohmic contacts although the 

inner CNT shells are naturally suspended. These points further highlight the importance of a 

device’s microstructure, particularly the electrode configuration and material. 

A scanning electron microscopy (SEM) image of a representative MWNT photodetector 

is shown in Figure 3.2(b). The spacing between the electrodes is 1.3 m and the diameter of this 

particular MWNT is approximately 60 nm. The active detection area is therefore defined as 1.3 

µm  60 nm. Notice that the left end of the MWNT is covered by the electrode, which may 

enable the metal electrode to provide electrical contact to all shells throughout the entire 

MWNT’s cross-section. Figure 3.2(c) shows transmission electron microscopy (TEM) images of 

a similar MWNT. The inner shells can be clearly identified in the high resolution TEM image 

[bottom left inset of Figure 3.2(c)] and the shell number is estimated to be between 60 and 70. 

The diameter of the MWNTs is typically in the range of 50 - 60 nm. In addition, some segments 

of the MWNT have a bamboo-like structure
81 

with a hollow center with diameter in the range of 

10-15 nm [Figure 3.2(c), upper blow-up] while in other parts the hollow center becomes 

negligible [Figure 3.2(b), lower blow-up]. Figure 3.2(d) shows another TEM image in which the 

end of the MWNT can be clearly identified. This suggests that direct contact to the inner shells 

by an electrode positioned over the end is indeed possible. 

 

3.3.2 Photoresponse and I-V Measurements 

Figure 3.3(a) compares the normalized resistance (R) vs. temperature (T) curves in semi-
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log scale for individual MWNT with asymmetric Ti/Au electrode (blue), individual MWNT with 

symmetric Pd electrodes (black), and MWNT film (red). The individual MWNT with 

asymmetric Ti/Au electrodes shows much a stronger temperature dependence as compared to the 

other two kinds of samples. In fact, the R-T curves of the MWNT film and individual MWNT 

with Pd electrodes almost coincide over the temperature range of 77 K to room temperature, as 

shown in a closer view in the inset of Figure 3.3(a) with a linear scale. This is not surprising 

since larger diameter MWNTs have smaller band gaps, as mentioned above, making their 

behavior less susceptible to temperature than a larger band-gap semiconductor. Additionally, the 

connection at the intertube junctions seems to be independent of temperature, resulting in similar 

normalized R-T curves on these two kinds of samples. The much steeper R-T curve for the 

individual MWNT with asymmetric Schottky contacts may be attributed to a dynamic 

contribution from the Schottky contacts in the form of a contact barrier height which is 

comparable to the thermal energy in this temperature range.   
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Figure 3.3: (a) Normalized R-T curves of a typical individual MWNT with asymmetric Au/Ti 

electrodes biased at 5nA, MWNT with symmetric Pd electrodes biased at 0.1μA, and MWNT 

film biased at 1μA, separately. The R-T curves of the latter two are shown in linear scale in the 

inset. (b) Comparison of current biased and voltage biased curves of an individual MWNT. Inset 

shows V-I curve of individual MWNT with symmetric Pd contacts. (c) Current responsivity 

versus bias voltage in 4mW/mm
2
 IR radiation calculated from (b).  

 

The TCR value calculated is in the range of -1.6%/K to -3.9%/K among a group of samples 

measured at room temperature, which is considerably larger than the TCR of ~ -0.1%/K for 

individual MWNTs with Pd electrodes and ~ -0.08%/K for MWNT films at the same 

temperature.  

Figure 3.3(b) compares the current (or voltage) biased I-V (or V-I) curves, respectively, 

for the same MWNT sample shown in Figure 3.2(b) in the dark and under IR irradiation with a 

wavelength range of 1.1 - 1.3 µm and an intensity of 4 mW/mm
2
. The I-V (and V-I) curves are 
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nonlinear, confirming the detector is a Schottky device. Clear IR responses have been observed 

in both voltage and current biased cases with no qualitative differences. The mechanism of the 

IR response is thought to be due to photo-absorption and exciton formation near the Schottky 

contacts followed by exciton dissociation due to the electric field present near the MWNT – 

electrode interface leading to a photocurrent. Because one electrode contacts only the outer most 

shell or few shells and the other electrode contacts the inner shells, the photocurrent generated at 

each contact will not cancel out. This is the most important distinction between this and 

previously published work.  

In order to compare this result with the previously reported photoresponse of individual 

MWNTs, the absolute value of current responsivity RI in the individual MWNT with asymmetric 

Schottky contacts was calculated from the voltage biased V-I curves in Figure 3.3(b) and plotted 

in Figure 3.3(c). This figure represents a significantly enhanced RI on these devices. For 

example, RI of 2-410
4
 A/W at +/ 3V bias is more than three orders of magnitude larger than 

the 23 A/W obtained on an individual MWNT with symmetric Schottky contacts
70

. We also note 

that we observed a negligible RI on the control samples with both Ti/Au electrodes on the 

sidewall under the same experimental conditions. This is anticipated since both contacts were in 

the IR beam spot, and the photocurrent generated by IR absorption would cancel out in the 

symmetric contact geometry. In addition, negligible photoresponse was observed on the MWNT 

samples with two symmetric Pd Ohmic contacts under the same IR light, as shown in the inset of 

Figure 3.3(b). This device is expected to behave as a bolometer due to the lack of a strong 

electric field to dissociate the exciton. The linear V-I curves indicate a good Ohmic electrical 

contacts provided by the Pd electrodes. The undetectable photoresponse in this kind of MWNT 

bolometer then (the dark and illuminated curves overlap on each other) is most probably due to 
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the efficient thermal link from the detector to the environment through the Ohmic metal contacts 

as well as lack of electrical access to the inner shells.  

While more systematic studies are necessary to pinpoint the exact mechanism responsible 

for the much enhanced RI obtained on the individual MWNT with asymmetric Schottky contacts, 

we postulate that several unique features which combined together may explain the improved 

performance. Some features have been mentioned above, and all are summarized here. First, the 

Schottky contact on the end of the MWNT may electrically contact the inner CNT shells provide 

a pathway for collecting photocurrent from essentially all shells on one end of the device. On the 

other end of the device photocurrent will be collected from only the outer most shell or few 

shells. This way the total photocurrent generated will not cancel out if the entire device is inside 

the beam spot.  Considering that all inner CNT shells may absorb light with a similar efficiency, 

the photocurrent collected at the MWNT end should increase with the number of inner CNT 

shells up to an optimal MWNT diameter (or number of inner shells) for a complete light 

absorption, which is on the order of 50-100 nm
82

. Additionally, the Schottky contacts have a 

much reduced thermal link compared to Ohmic contacts. This may result in considerably 

enhanced detector element temperature which may exceed the exciton binding energy in large 

diameter CNTs and consequently lead to a thermally assisted generation of photocurrent. While 

accurate measurement of the individual MWNT temperature remains challenging, some 

estimation that supports this argument may be extracted from the transport property of individual 

MWNT and will be discussed in the following. 

Figure 3.4(a) depicts the temporal dynamic resistance change of an individual MWNT 

with asymmetric Schottky contacts under modulated IR radiation at room temperature. The 

MWNT was current biased at 10 A with an IR power intensity of ~3.5 mW/mm
2
 and 
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modulation frequency of 10 Hz. The measured dynamic resistance change ratio R/R0 (R0 is the 

resistance in dark and R is the magnitude of the resistance change under IR radiation) is about 

40% for this individual MWNT, which is more than 60 times larger than the R/R0 ~ 0.6% 

obtained on a MWNT film bolometer under comparable IR radiation
73

.  

 

Figure 3.4: Temporal IR Photoresponse of an individual MWNT under ~3.5 mW/mm
2
 IR 

radiation biased at 10 μA, f = 10 Hz. (b) IR photoresponse of MWNT film under ~3mW/mm
2
 

biased at 2 mA, f = 10 Hz. The marked response time is measured from 90% to 10% of the total 

change.    

 

Considering that the R/R0 in the film case is a thermal effect, the maximum temperature rise of 

a MWNT can be estimated to be about 8 K using the TCR ~ -0.08%/K at room temperature for 

the MWNT film
77

. Similarly, a maximum temperature rise in the individual MWNT with 

asymmetric Schottky contacts of around 10 K can be estimated using the observed resistance 

change and the TCR ~ -3.9%/K at room temperature. Since the exciton binding energy in the 

MWNT of large diameter could be as small as few meV, which corresponds to less than 100 K, 

the 10 K temperature rise may provide nontrivial thermal energy to assist in exciton dissociation. 

The observed response time is about 2.8 ms for the individual MWNT as measured from 90% to 
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10% magnitude change, which is slightly larger yet comparable to the response time measured 

on MWNT films of around 1.5 ms
73

. The response times in both individual and film MWNT 

samples are more than one order of magnitude shorter than that of suspended SWNT films
66,72

, 

where film suspension is necessary to reduce the thermal link to the environment in order to 

achieve non-negligible responsivity.  

 

3.3.3 Specific Detectivity Calculations 

The D* values are plotted as function of bias current density in Figure 3.5(a) for 

individual MWNTs with asymmetric Schottky contacts and MWNT films. Since the MWNT film 

is not dense, the current density estimated using the nominal film thickness ~ 200 nm may have a 

large uncertainty. The IR light was fixed at 0.3 mW/mm
2
 intensity and 10 Hz modulation 

frequency for both samples. A much narrower current density range was applied to the film since 

a saturation of D* in the MWNT film has been observed in this range already. The saturation of 

D* in MWNT films [inset of Figure 3.5(a)] may be attributed to self-heating and a decrease in 

TCR at higher bias currents for a bolometer
73

. In addition, deviation of noise voltage from an 

ideal 1/f character was not rare
83,84

, and enhanced noise was observed in the MWNT film at 

higher current density possibly due to the overheating of intertube junctions. The kind of D* vs. 

current density trend observed in the MWNT film has been reported in conventional VOX film 

bolometers in which the TCR value decreases at higher bias current due to the power dissipation 

of the DC electrical bias
74

. In contrast, no D* saturation was observed in the case of the 

individual MWNT with asymmetric Schottky contacts within a much wider bias current range, as 

seen in Figure 3.5(a). This suggests less power dissipation which may be attributed to nearly 

ballistic charge transport along the CNT shells.  
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The maximum D* is about 1.410
9
 cm∙Hz

1/2
/W

 
at 410

5
A/cm

2
, the maximum current 

density applied in this experiment (higher current density was avoided to protect the sample), 

which is considerably higher than that of most conventional VOx uncooled bolometers
74,75

. 

Further, Figure 3.5(a) reveals that the individual MWNT can work in a very wide current density 

range, up to at least 10
5
 A/cm

2
, which is about two orders of magnitude higher than the upper 

limit of ~ 3000 A/cm
2
 for MWCNT film before D* saturates.  

 

Figure 3.5: D* versus bias current density comparisons for individual MWNT with asymmetric 

Schottky contacts and MWNT film (blown up for clarity in the inset). (b) D* versus IR power 

intensity of the same types of devices. Inset shows the resistance response versus incident power 

in the individual MWNT. (c) D* as a function of modulation frequency at a constant IR power 

intensity (0.3 mW/mm
2
) and current bias (10 μA and 2 mA for individual MWNT and film, 

respectively). 
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Figure 3.5(b) shows a comparison of D* values for the MWNT film and individual 

MWNT with asymmetric Schottky contacts as function of incident IR power intensity. Both 

samples were biased at the current density corresponding to their maximum D* obtained in 

Figure 3.5(a). A similar trend of monotonic decreasing D* with IR light power density can be 

observed on both samples. This trend is induced by the nonlinear variation of R/R0 with IR 

power intensity, as shown in the inset of Figure 3.5(b) for the individual MWNTs with 

asymmetric Schottky contacts, which results in decreasing responsivity with increasing IR power 

intensity. Consequently, D* decreases since the noise voltage remains almost constant with 

increasing IR power intensity. This variation trend is qualitatively consistent with the reported 

trend for SWNT bundle microwave bolometers where RV decreases by two orders of magnitude 

while the incident microwave power intensity increases by four orders of magnitude
85

.  

It is important to note that the nonlinear increase of R/R0 with power intensity is not 

expected for a purely photonic response as the photo-carrier generation should be linearly 

proportional to the number of the incident photons, which has been reported by Xi et al in 

individual CNTs with natural Schottky symmetry under near-IR illumination of 1.9-3.9 

W/mm
63,70

. This is further evidence that the observed photoresponse in the individual MWNT 

with asymmetric Schottky contacts may not be a conventional photonic response. Instead it is 

most probably a photonic effect combined with thermally assisted exciton dissociation. 

The dependence of D* on modulation frequency for both individual and film MWNT 

samples are compared in Figure 3.5(c). The D* increases monotonically with increasing 

frequency for both kinds of samples. This increase is attributed to the decrease in1/f type noise 

voltage with increasing frequency
76,77,83

. Moreover, at a fixed bias current, the 1/f type noise 

voltage will saturate to the thermal noise when the frequency is high enough, thus the D* 
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saturates accordingly since the decrease of RV with frequency is very small. For individual 

MWNT, D* almost saturates at 80 Hz with a maximum ~ 6.210
9
cmHz

1/2
/W, which is more 

than two orders of magnitude higher than the best saturated D* in MWNT film. In addition, this 

D* value is about one order of magnitude higher than that of the commercial VOX uncooled IR 

detectors ~ 10
8
 cmHz

1/2
/W

14
 and five times of the state-of-art doped VOX thin film bolometer at 

D*~1.210
9
 cmHz

1/2
/W

75
. This result demonstrates that the individual MWNT with asymmetric 

Schottky contacts is competitive for practical applications of uncooled IR detectors. 

 

3.3.4 Conclusion 

In conclusion, a significantly enhanced detectivity of up to 6.210
9
 cm∙Hz

1/2
/W has been 

obtained on individual MWNT IR photodetectors at room temperature, making CNT superior to 

conventional uncooled VOX IR detectors. The novelty of these detectors is in the adopted 

asymmetric Schottky contacts on the MWNT, which enables highly efficient collection of 

photocurrent from the inner CNT shells at one end of the device, preventing photocurrent 

cancellation at the electrodes. This yields a significantly enhanced photoresponsivity of up to 10
4
 

A/W, which is three orders of magnitude larger than that previously obtained on CNT Schottky 

devices. In addition, thermally assisted exciton dissociation to mobile charge carriers facilitated 

by the reduced thermal link at the Schottky contacts to the environment may provide a further 

contribution to the photocurrent. The demonstrated performance makes individual MWNT 

photodetectors competitive for practical uncooled IR detections.  
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Chapter 4 

 
Correlation of Defect Structure and Diffusion in Transferred 

Graphene Films Grown by Chemical Vapor Deposition  

 

 
4.1 Introduction to Graphene 
 

As mentioned above, graphene was first discovered experimentally in 2004, but its story 

began long before. Theoretically, graphene has been studied since the 1940’s as a way to 

describe other carbon-based materials like graphite
86,87

, which was important at the time for use 

in nuclear reactors. The term “graphene” was first coined in 1962 by Hanns-Peter Boehm in 

regard to thin carbon foils produced from graphite oxide
88

. In the 1970’s it became known that 

graphene could be grown on solid substrates either by the thermal decomposition of carbides
89

 or 

epitaxially on metal films
90

. However, graphene was of little interest until the direct observation 

of isolated graphene in 2004, sparking exponentially growing interest. Perhaps the reason it took 

so long for isolated graphene to be experimentally discovered was because, by and large, people 

didn’t expect it to exist. Also coming into play could be the fact that there were no known 

experimental tools available to search for one atom thick flakes in a large graphitic debris field. 

Graphene is the name given to an atomic monolayer of sp
2
-bonded carbon atoms 

arranged in a two dimensional hexagonal lattice. Each carbon atom hybridizes the 2s, 2px, and 

2py orbitals to contribute to the structure and stability of the sheet via covalent bonds. The 

remaining p-orbital, pz, lies perpendicular to the plane of the sheet and overlaps with the other 

half-filled pz orbitals of the neighboring atoms to form the π
*
 (conduction) and π (valence) bands. 

As seen in Figure 4.1(a), the lattice can be viewed as two interpenetrating triangular sublattices. 
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The atoms of one sublattice are located at the center of triangles defined by the atoms of the 

other sublattice. The carbon to carbon inter-atomic length is 1.42Å. The unit cell, denoted by the 

dashed box, consists of two atoms, A and B, and is invariant under a 120° rotation about any 

lattice site.  

 

Figure 4.1: (a) Lattice structure of graphene, depicted as two interpenetrating triangle sub-lattices 

(denoted as yellow and blue circles) with lattice vectors and unit cell marked. δi are the nearest 

neighbors. (b) The corresponding Brillouin zone and reciprocal lattice vectors. K and K’ are the 

Dirac points. (c) Band structure of graphene. The valence and conduction bands touch at the 

Dirac points.  

 

The lattice vectors are given by 
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where a = 0.246 nm is the lattice constant. The reciprocal lattice, depicted in Figure 4.1 (b), is 

also hexagonal and has lattice vectors given by 
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with lattice constant 4π/   . There are two non-equivalent points in the first Brillouin zone 

labeled K and K’. The other four corners are related by reciprocal lattice vectors and do not 

represent distinct states.   

The band structure of graphene’s π electrons was first determined using the tight binding 

approximation in 1947
86

. By using a linear combination of Bloch wave functions for sub-lattices 

A and B and assuming each atom has three nearest neighbors, the energy-momentum dispersion 

relation can be found. As seen in Figure 4.1(c), the conduction and valence bands meet each 

other at the K and K’ points to produce conical shaped valleys. The Fermi level is located at the 

apex of these cones, called the Dirac point, where the electrons and holes are degenerate. This 

band structure makes graphene a zero band gap semiconductor and introduces some interesting 

physics which will be discussed later. Since there are two atoms (and hence two electrons) per 

unit cell, the valence band is completely full and the conduction band is completely empty at 

absolute zero. In the low energy regime, i.e. in the vicinity of the K and K’ points, the energy-

momentum dispersion relation is linear, and charge carriers appear to be zero rest mass 

relativistic particles with an effective “speed of light” vF ≈ 10
6
 m/s. These quasi-particles are 

referred to as massless Dirac fermions
91

. 

Interestingly, it was thought for many years that a single layer of graphene could not exist 

in freestanding form. More than 70 years ago Peierls
92

 and Landau
93

 concluded that long range 

two-dimensional crystalline order was impossible, and strictly 2D crystals would be 

thermodynamically unstable.  Atomic monolayers as we knew them only existed as a part of a 

larger 3D structure, typically grown epitaxially on crystals with matching lattice constants. This 

of course all changed in 2004 with the experimental discovery of graphene
8
. The existence of 

these one-atom thick crystals, however, does not disprove the decades old theories. It has been 
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observed experimentally that graphene warps gently in three dimensions on the scale of 

approximately 10 nm
94

.This suppresses the thermal fluctuations that otherwise were thought to 

lead to atomic displacements on the order of inter-atomic distances which would make graphene 

unstable.  

 

4.2 Motivation and Methodology 

4.2.1 Graphene in Transparent Electronics 

Thanks to the ability to acquire very high quality samples via mechanical exfoliation of 

graphite
95

, many new and/or interesting physical phenomena have been observed in graphene 

including but not limited to Shubnikov–de Haas oscillations
8,96

, ballistic transport
97

, room 

temperature quantum Hall effect
98

, fractional quantum Hall effect
99

, the Klein paradox
100

, and 

the breakdown of the Born-Oppenheimer approximation
101

. Nearly all of the most exciting and 

renowned observations of graphene revolve around its unique electronic transport properties. 

While graphene has proved itself as an exceptional playground in which to probe interesting 

physical phenomena, it is also emerging as an excellent candidate to improve the quality, 

affordability, and speed of many modern electronic devices. 

More details of exfoliated graphene flake device physics and fabrication will be explored 

in Chapter 5. The focus of this chapter is on the use of graphene in transparent commercial 

electronics. Graphene could be used as a large scale transparent conductor or an array of 

components on a chip. Taking transparent conductors as an example, the need for flexible, highly 

transparent, low sheet resistance conductors has increased in recent years with the development 

of technologies such as touch screens, flexible displays, printable electronics, thin film 

photovoltaics, and more. The current industry standard transparent conductor, indium tin oxide 
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(ITO), which has transparencies of > 90% at a wavelength of 550nm, sheet resistances of 10-30 

Ω/□, and a favorable work function for hole collection in many organic and hybrid solar cells. 

ITO, however, is not ideal because of the limited supply and rising cost of indium, costly high 

vacuum deposition techniques, and the difficulty of producing flexible or curved ITO surfaces 

with acceptable conductivity. Additionally, indium is known to diffuse through active layers of 

organic light emitting diodes and degrade the performance. Graphene is a highly desirable 

replacement for ITO because it is a flexible zero bandgap semiconductor with extremely high 

carrier mobilities which absorbs only 2.3% of visible light per sheet
102

. Additionally, graphene 

can be doped chemically to levels of 10
12 

cm
-2

 while maintaining mobilities on the order of 10
5
 

cm
2
/V∙s

11,20
. While the sheet resistance of a single layer of graphene can be rather high compared 

to ITO, additional layers reduce the sheet resistance according to the following relationship
103

.  

NNNq i




4.621
R sh


     (4.3) 

Here N is the number of graphene layers, Ni is the carrier concentration, q is the electron charge, 

and μ is the mobility. This equation uses Ni = 10
12 

cm
-2

 and μ = 10
5
 cm

2
/V∙s, which is optimistic 

yet still gives an idea of the type of sheet resistance that should be attainable in an optimized 

fabrication scheme.  

The method of mechanical exfoliation, which is used to produce high quality graphene 

flakes from pyrolytic graphite and will be discussed in Chapter 5, produces a random debris field 

of graphitic flakes. Careful hunting allows one to identify a small number of monolayer graphene 

flakes which are typically on the order of < 1 – 100 μm in size. While the quality and electronic 

properties of these flakes are excellent, this is not a scalable process for producing the large area 

graphene films which are needed for the proposed applications. Chemical routes to exfoliate 
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graphene from graphite have not met much success because of graphite’s hydrophobic surface 

that will not disperse unassisted in organic solvents. One alternative is to synthesize graphite 

oxide (GO) sheets by oxidizing graphite with strong acids followed by intercalation and 

exfoliation in water. After the resulting GO flakes are deposited on a substrate, they can be 

reduced to produce graphene
104

. Unfortunately this process results in some irreversibly damages 

areas which behave as electron traps and severely degrade the sheet resistance
105

. Graphene films 

produced this way can have in the range of 90% transparency at 550 nm wavelength and 5 kΩ/□ 

sheet resistance
106

.   

A much better approach than dispersing graphene or GO flakes to produce a continuous 

film is the large area growth of graphene. Several methods to grow large scale graphene films 

have been developed including vacuum decomposition of SiC
107,108

 and chemical vapor 

deposition (CVD) on metal films such as nickel
109,110

, copper
111,112

, and other transition 

metals
113,114

. Of these methods, CVD on copper is particularly promising because it yields films 

which are predominantly monolayer, consist of comparatively large grains, and are easily 

transferrable to an arbitrary substrate
115

. The last point is especially critical because graphene 

films on a metal substrate cannot be used as-is for any electronic application. Despite the great 

practical promise, the mobility of graphene grown by CVD on copper is typically 1-2 orders of 

magnitude lower than substrate-supported exfoliated graphene. Much work has been done to 

increase the grain size, and grains as large as 0.5 mm have been realized
116

, but so far no result 

has been able to approach the mobility of exfoliated graphene. Graphene produced by CVD on 

either copper or nickel and transferred to another substrate can typically achieve up to 80-90% 

transparency at 550 nm wavelength and several 10
2
 Ω/□

109,110,117
. If CVD grown graphene is to 

become a viable solution for transparent electronics, its electronic quality must be greatly 
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improved. This type of improvement cannot be achieved without first acquiring a solid 

understanding of the microstructure of the grown and transferred graphene films.   

 

4.2.2 Large Area Growth of Graphene by Chemical Vapor Deposition 

Growth of graphene on copper by CVD is certainly a deep research field, many of the 

details of which are beyond the scope of this document. Therefore only a brief summary of the 

mechanism and process will be given here
118

. Generally, graphene is grown on copper by the 

decomposition of hydrocarbon gas over a copper substrate that is held at ~ 1000 °C. Copper foils 

with thicknesses from 25 – 50 μm and a low pressure (0.5 – 50 Torr) or atmospheric pressure 

mixture of methane and hydrogen gases are normally used. Graphene grains nucleate on the 

surface of copper, grow in size over time, and eventually coalesce with neighboring grains to 

form a continuous layer. After this point, further exposure to the carbon precursor does not result 

in growth of additional layers, making it a self-limiting process. The weak interaction between 

graphene and copper allow flakes to expand over copper grain boundaries without significant 

structural disruption.  

Graphene grown by CVD on copper can be transferred to an arbitrary substrate by a 

method which will be described below. Transferred graphene films will contain three different 

types of boundaries which vary in origin and feature size.  The first and most fundamental are 

grain boundaries which occur when grains of different crystal orientation coalesce during 

growth, as described above. These domains vary greatly in size from < 10
2
 nm to > 10

2
 μm 

depending on the growth conditions. The second are wrinkles due to the difference in thermal 

expansion coefficient of graphene and copper
111

. Graphene has a large negative thermal 

expansion coefficient of – 6 × 10
-6

/K at 27 °C
119

 while copper has a large positive thermal 
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expansion coefficient of 24 × 10
-6

/K
119

. This suggests that there will be significant shrinkage of 

copper relative to graphene with cooling. This induces mechanical stress on graphene resulting in 

the formation of wrinkles. These wrinkles may span multiple graphene grains and define closed 

domains which are typically a few to a few tens of microns in size. The third and least 

fundamental type of boundary are creases formed during the graphene film transfer process. 

These large features are visible by optical microscopy and do not necessary form closed 

domains. Of these three types of boundaries, only the effect of grain boundaries on electronic 

transport properties has received much attention
120–122

. All three types of boundaries, however, 

may have a deleterious effect and therefore must be characterized and understood.  

 

4.2.3 Methodology 

In this work graphene grown by CVD on copper and transferred to an insulating substrate 

using standard techniques is studied. Raman spectroscopy, a very powerful technique to study 

graphene, is used to characterize the graphene film and boundaries in predetermined areas of 

interest. Because of the complications induced by the fabrication steps necessary to etch and 

deposit metal electrodes as well as the influence of electrode material and contact quality on 

electronic measurements, an optical technique is used to measure carrier diffusion. Carrier 

diffusion is related to mobility through the Einstein relation, which for graphene is  

q

Tk
D B

2


 ,      (4.4) 

where D is the diffusion coefficient, μ is the mobility, kB is Boltzmann constant, T is the 

temperature, and q is the electronic charge. Using these techniques together, the nature of the 

boundaries and their influence on carrier diffusion can be correlated on the transferred film. 
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4.3 Defect Characterization by Raman Spectroscopy 

Graphene sheets were grown on a 25 micron thick copper foil (Alfa Aesar, item 

No.13382) by CVD at 1000 
o
C following previously published procedures

111,123
. A mixture of 

CH4 (35 sccm) and H2 (2 sccm) was used for the gas precursors. The Cu substrate was placed 

inside a fused silica furnace tube and heated to 1000
 o
C under H2 flow. Growth of graphene was 

initiated by introduction of CH4 after the growth temperature was reached. The growth time was 

30 minutes. In order to transfer the CVD-grown graphene films onto the desired substrate, poly-

methyl methacrylate (PMMA) was first spin-coated on the surface of the as-grown graphene on 

copper. The film was then placed into iron chloride solution (0.1g/mL) to remove the copper foil, 

rinsed in DI water three times, and allowed to soak in 2L fresh DI water overnight to further 

remove remaining iron and copper residuals. The target substrate (BK7 glass) was then 

immersed into the DI water and used to lift the graphene film from the liquid. The sample was 

placed into an oven in air at 80 
o
C for one hour for drying. PMMA was then re-deposited and 

allowed to cure slowly overnight. This second PMMA step helps to reduce cracking in the 

graphene.  Finally, the PMMA was removed with hot acetone.  

Alignment marks were patterned using electron beam lithography (EBL) on top of the 

graphene film in order to reproducibly locate specific features. Following liftoff, the graphene 

was cleaned by thermal annealing in flowing hydrogen (500 sccm) and argon (486 sccm) gas at 

400°C for 15 minutes in order to remove polymer residue from the film transfer and EBL 

processes. Regions of interest were first identified optically. Atomic force microscopy and 

confocal Raman mapping were utilized in order to further characterize the film (Witec Alpha 

300) The Raman system utilized a 488 nm excitation laser with an approximately 330nm beam 

spot, and spectra were taken at a rate of 8 points per micron. Transient absorption microscopy 
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measurements were used to determine the effect of the defect structures on the charge carrier 

transport. 

 

Figure 4.2: (a) Optical image of graphene on glass. The circles represent measurement points in 

Figure 4.4. The large visible lines are creases. (b) Average Raman spectrum away from the 

creases. (c-e) Raman maps of the G, 2D peak intensities, and 2D/G ratio, respectively. Scale bars 

are 4 μm.  

 

An optical image of the first region under study is shown in Figure 4.2(a). The green tint 

is due to the Raman filter. The primary visible features are the creases. The average Raman 

spectrum over the areas more than 2 μm away from any creases is shown in Figure 4.2(b). The D 

peak, located near 1360 cm
-1

, is due to breathing modes of sp
2
 carbon atoms in rings and is 

activated by and scales with the density of defects as graphene becomes nanocrystalline
124

. The 
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G peak, located near 1590 cm
-1

, is due to the in-plane bond stretching of all pairs of sp
2
 carbon 

atoms
124

. The 2D peak, located near 2700 cm
-1

, is the second order of the D peak
125

. The 2D 

peak is sharp and symmetric. The values of the full width at half maximum (FWHM) of the 2D 

peak form a Gaussian-like distribution around a FWHM of 43 cm
-1

. Raman spectra taken with 

the same system on exfoliated graphene flakes yielded a FWHM of ~ 28 cm
-1

 for monolayer 

graphene and ~ 50 cm
-1

 for bilayer graphene. There were no points in the Raman map of this 

CVD graphene sample with a 2D peak FWHM less than 30 cm
-1

, yet there certainly should be at 

least some area consisting of monolayer graphene. Therefore, the CVD graphene film likely 

yields a wider 2D peak than normal due to doping but consists of primarily monolayer graphene. 

The ratio of the intensity of the 2D peak to G peak is low compared to mechanically exfoliated 

monolayer graphene flakes but is not uncommon among CVD-grown graphene. This is because 

the G peak signal is enhanced due to the presence of regions with more than one graphene 

layer
126

 and carbon-based residue which was not fully removed during the annealing step. A high 

doping level may also be responsible, and will be discussed further below. Maps of the G peak 

intensity (IG), 2D peak intensity (I2D), and the ratio of the 2D peak to G peak intensities (I2D/IG) 

are shown in Figures 4.2(c-e), respectively. The background, which varied with position, was 

subtracted from each calculation.  

 It is clear from Figures 4.2(c-e) that the creases are not uniform and contain many 

features. Analysis of the Raman spectra of the different regions reveals a wide variety of 

structural characteristics. The region marked with the white arrow in Figure 4.2(e) has the lowest 

ratio of D peak intensity to G peak intensity (ID/IG) and consists of several layers of high 

crystalline quality graphene. The bright yellow regions within the creases of Figure 4.2(e) consist 

of single layer graphene as evidenced by large I2D/IG ratio. One possible reason that these regions 



91 

 

show an enhanced I2D/IG compared to the surrounding graphene could be because they are 

slightly suspended during the drying process. Ni et al found that suspended graphene had a 

higher 2D peak intensity due to the absence of substrate charged impurities which increase 

carrier density and electron or hole inelastic scattering rate which in turn reduce I2D 
127

. The 

region marked with the white arrow in Figure 4.2(d) displays a large I2D and IG, such that the 

ratio is indistinguishable from the surrounding graphene. This is may be due to an interference 

effect which enhances Raman band intensity due to multiple reflections of the laser or the Raman 

signal itself
128

. The remaining dark regions within the creases of Figure 4.2(e) contain an 

enhanced G peak, suggesting multiple layers, possibly due to folding. The height of the creases 

was below the resolution of the AFM system, suggesting that they may be no more than 3 Å 

above the surrounding graphene. Further investigation with a higher resolution AFM system is 

planned. 

 In addition to the prominent creases, fainter boundaries separating regions of 

approximately 2 – 6 μm in size are visible in Figures 4.2(c-e). These are suspected to be the 

wrinkles due to the difference in thermal expansion of graphene and copper. Corresponding 

features are visible in Raman maps of graphene on copper, as shown in Figure 4.3, indicating 

that they are intrinsic to the growth process and not due to the transfer. The wrinkles are visible 

in the optical image on copper in Figure 4.3(a) and appear as dark boundaries in the G and 2D 

peak intensity plots in Figures 4.3 (b-c), respectively. These images were taken on a different 

sample grown under the same conditions. The resulting domain size is very similar to that in 

Figure 4.2. Performing Raman spectroscopy on graphene directly on copper is more difficult 

than on glass due to a large fluorescence signal from copper and the uneven surface of the foil. 
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The dark and light diagonal bands in Figures 4.3 (b-c are likely due to a difference in laser spot 

focus on the uneven surface.  

  

Figure 4.3: (a) Optical image of graphene grown on copper. (b), (c) Map of G, 2D peak intensity 

in the region depicted in (a). All scale bars are 6 μm. 

 

No creases are visible in Raman maps of graphene on copper, and neither creases nor 

wrinkles are visible in exfoliated graphene, as expected. The wrinkles are most visible in Figure 

4.2(e) and are also clear in the map of the 2D peak position (not shown), in which they are 

shifted to lower wave numbers. The map of the G peak position, however, is completely 

featureless. The positions of both the G and 2D peaks in graphene have been shown to be 

sensitive to doping level
101,129,130

, with both peaks shifting with increased n- or p-type doping.  

The G peak nearly symmetrically shifts to higher wave numbers regardless of the doping type, 

while the 2D peak shifts to lower (higher) wave numbers for n-type (p-type) doping. The 

boundaries discussed here, however, display a shift of the 2D peak but not the G peak. Das et al 

found that the shift of the 2D peak due to n-type doping by electrostatic gating became more 

prominent at high doping levels while the shift of the G peak saturated
129

.  Additionally, they 

observed a decrease in the ratio I2D/IG at high n- or p-type doping, with the value dropping below 

unity for electron or hole concentrations above approximately 2 × 10
13

 cm
-2

. These observations 
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indicate a high level of doping in the graphene film in this study and may also help explain the 

relatively low I2D/IG observed in this work. Electronic measurements of other graphene films 

fabricated with the same procedure reliably exhibit Dirac points greater than 30 V using a back 

gate and 90 nm SiO2, indicating strong p-type doping in as fabricated films. Together, these 

observations suggest that the film is primarily p-doped while wrinkles are n-doped. This suggests 

that if doping is in fact responsible for the 2D peak shift of the wrinkles in the transferred film, 

the wrinkles may become doped either during the copper etching or transfer process. Because the 

iron chloride solution used to etch the copper is highly oxidative, it could be that the etchant 

dopes the graphene film p-type but cannot reach certain areas of graphene which are folded up in 

the wrinkles. This does not, however, explain why the wrinkles would be heavily n-doped. The 

mechanism behind this doping trend is not understood at this point; further studies are needed.  

Grain boundaries have been reported to appear solely in the Raman map of the D peak 

intensity due to the presence of structural disorder at the location of merged grains
121,122,131

.  The 

map of D peak intensity in this work, however, is featureless except for some portions of the 

large creases. The reason that the grain boundaries are not visible is suspected to be because the 

grain size is smaller than the excitation laser beam spot. The average grain size can be estimated 

based on ID/IG according to the equation: 

                        
  

  

  
 
  

        (4.5) 

where λlaser is the laser wavelength in nanometers
132

. This yields an average grain size of 278 nm, 

which is consistent with other estimates on CVD grown graphene using this equation
133,134

. 

Given that the laser beam spot is as small as 330nm (given by WITec) and the Raman spectra are 

taken at a rate of 8 points per micron, the absence of grain boundaries in the Raman maps is 

consistent with this estimate of grain size.  
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4.4 Optical Measurement of Diffusion 

In order to study the effect of the above three types of boundaries on charge carrier 

dynamics, especially transport properties, transient absorption microscopy measurements were 

performed in the same region.  A 100-fs laser pump pulse with a central wavelength of 756 nm 

was tightly focused to the graphene film with a spot size (FWHM) of 2.3 μm. This excites 

electrons to the conduction band by interband absorption. A 100-fs probe pulse with a central 

wavelength of 1734 nm and a spot size of 3 μm is used to detect these injected carriers. The 

differential transmission of the probe pulse induced by the carriers is measured by using a 

mechanical chopper to modulate the pump beam intensity at a few kilohertz and detecting the 

transmitted probe with a photodiode and a lock-in amplifier referenced to the modulation 

frequency. The differential transmission signal is proportional to the carrier density and therefore 

can be used to monitor the carriers. Since the laser spot sizes are about 10 times larger than 

typical grain sizes but smaller than typical wrinkles and creases, the measurement results must be 

due to either wrinkles or creases, while the effect will be one of averaging over many grain 

boundaries.  

First, we measured the differential transmission as a function of the time delay of the 

probe pulse with respect to the pump pulse, with the two laser spots overlapped in space. A 

typical signal decay profile is shown in Figure 4.4(a). The data is best fit by two time constants: 

t1 = 0.2 ps and t2 = 1.4 ps.  This is qualitatively consistent with previous measurements on 

exfoliated graphene
135

, reduced graphene oxide
136

, epitaxial graphene on silicon carbide
136–138

, 

and with the following mechanism. After excitation, the carriers quickly thermalize through 

carrier-carrier intraband scattering and then relax through carrier-phonon interband scattering. 

We attribute the two time constant to the thermalization time and energy relaxation time of these 
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hot carriers. 

 

Figure 4.4: (a) Typical ΔT/T decay profile with exponential fit. (b) Example spatial distribution 

of charge carriers given by ΔT/T versus probe position at four different probe delay times.   

 

Next, we used recently developed techniques to study carrier diffusion in various 

positions in this area
136

. Here, the differential transmission signal is measured as we scan the 

probe spot across the pump spot with a fixed probe delay. This yields a spatial distribution of the 

carriers at that probe delay. This is illustrated in Figure 4.4(b), which shows an example 

differential transmission signal as a function of the probe position and delay time relative to the 

pump pulse. Since the laser spots have Gaussian shapes, the initial distribution of carriers is 

Gaussian. Diffusion of carriers within the graphene film will cause the size of the distribution to 

increase. Quantitatively, the squared width increases linearly with time, with a slope determined 

by the diffusion coefficient
136

 according to the equation 

     Dtwtw 2ln16022  ,             (4.6) 
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where w is the width of the carrier distribution, and D is the diffusion coefficient. The squared 

width can be deduced by a Gaussian fit of the measured carrier profiles and plotted as a function 

of time in order to extract D, the diffusion coefficient. 

 

Figure 4.5: Measurements of diffusion coefficient at the four locations marked in Figure 4.2(a). 

Carrier profile width squared is plotted against probe delay time so that the slope is equal to the 

diffusion coefficient. Plots (a-d) represent the blue, red, green, and yellow circles in Figure 

4.2(a), respectively. 

 

In order to study the influence of the crease on carrier dynamics, measurements of 

diffusion coefficient at four locations are shown in Figure 4.5(a-d), representing the blue, red, 

green, and yellow circles in Figure 4.2(a), respectively. Figure 4.5(a) is measured away from any 
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creases, and Figures 4.5(b-d) sequentially approach the wishbone shaped intersection of creases 

with each subsequent point containing an increasing contribution from the creases. At every 

position the carrier behavior is best modeled by two separate diffusion coefficients: one for short 

probe delay times of up to 0.6 - 1 ps, denoted D1, and one for longer probe delays, denoted D2. 

As the excitation site approaches the crease intersection, both D1 and D2 decrease but the ratio 

D1/D2 increases. Stated another way, there is a faster decline in D2 than D1. This suggests that D2 

may be more sensitive to the presence of the crease and may be less intrinsic to CVD grown 

graphene than D1.  

At every position there is a clear, significant broadening of the carrier density profile 

owing to the diffusion of carriers. Although the diffusion equation predicts an overall linear 

increase of the squared width of the profile, there appears to be two time ranges with different 

slopes. The initial fast expansion is followed by a seemingly slower one. Recently, the nature of 

the transient absorption signal at late probe delays (i.e. > 1 ps) in CVD graphene has been 

studied
139

. This recent study showed that such a slow component might be induced by extrinsic 

agencies in the samples which can be removed by prolonged laser exposure. The profiles 

measured at late probe delays could be a superposition of a fast-expanding profile induced by the 

charge carriers and a nonexpanding profile caused by these extrinsic agencies. This can give rise 

to an apparently slower expansion. However, at early probe delays the carrier contribution 

dominates, and the expansion accurately reflects the carrier diffusion. Hence, in the following we 

will focus on the initial expansion and D1 only. 

To further separate the role of the wrinkles and creases, D1, t1, and t2 were measured in 

two linear scans over a second region of graphene, presented in Figure 4.6. Figure 4.6(a) shows 

an optical microscope image of the area of interest. The curved bright feature at the top of the 
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image is part of a titanium alignment marker. The two black horizontal lines denoted y1 and y2 

are separated by 1 μm and represent scans of the diffusion coefficient D1 and signal decay 

profile. Each line contains seven data points with a step size of 1 μm. The far left point is 

denoted as position 0 μm. A crease runs through the center of the scan, at the 3 μm position.  

 

Figure 4.6: (a) Optical image of the region of interest. The two scanned lines are marked with 

black arrows. (b) Raman map of the ratio I2D/IG in the region shown in (a). The scale bar is 6μm. 

(c) Map of diffusion coefficient D1 versus position along scans y1 and y2.  

 

This is clearly visible as the vertical bright yellow line in the Raman map of I2D/IG in Figure 

4.6(b). Also visible are wrinkles separating regions of a few microns in size. Diffusion 

coefficient D1 is plotted against position in Figure 4.6(c) for both scans y1 and y2. It is clear that 
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the diffusion is worst when the pump pulse is directly on top of the crease. Interestingly, the 

differential transmission decay time constants, shown in Figure 4.7 show no clear trend relative 

to position, suggesting that the crease does not affect carrier lifetime. Scans y1 and y2 yield 

similar diffusion coefficients at all points except for position 6 μm. Since the probe beam spot is 

3 μm in diameter, scans y1 and y2 will both contain information from a shared central horizontal 

strip. Scan y1 (y2) will also contain information from a strip above (below) the central strip of 

graphene film. The close overlap of the two data sets is not surprising since the crease runs 

equally through both scans.  

 

Figure 4.7: Signal decay time constants t1 and t2 along each point in scan y1 and y2 

 

The clear difference in D1 between scans y1 and y2 at position 6 μm is interesting. One 

possible explanation for this difference could be the presence of wrinkles, as follows. The 

wrinkles may serve as obstacles that decrease the diffusion of charge carriers, particularly if they 

are charged relative to the surrounding graphene film. The typical wrinkle domain size is on the 

order of or a few microns larger than the beam spot. For this reason, the points in scans y1 and y2 
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are likely to have very similar fractional areas consisting of wrinkles. At positions 5 and 6 μm, 

however, it is possible that y2 may by chance probe an area entirely or nearly within a single 

wrinkle domain. This would imply that carriers can diffuse farther before encountering a 

wrinkle, leading to a 50% increase in diffusion coefficient for positions 6 μm. One interesting 

consequence of this hypothesis is that the effect of the crease is comparable or smaller than the 

effect of the wrinkles on the carrier diffusion judging by the size of the dip in the center of this 

curve at the position of the crease. This may be because the creases consist of folds and bends in 

the graphene film which may not alter the electronic structure much. The wrinkles on the other 

hand form at higher temperatures in a more dynamic process and may be doped relative to the 

surrounding graphene or consist of very sharp folds.  

The results in this section suggest that the diffusion coefficient is affected by the presence 

of creases and wrinkles, but the exact mechanism explaining these trends is not obvious.  

Diffusion coefficient of carriers with a certain temperature is determined by the mean free path 

of those carriers. The mean free path is limited by various scattering mechanisms. The most 

important contributions are phonon scatterings and defect/impurity scattering. The reduced 

diffusion coefficient in the regions with creases and wrinkles can be attributed to the increased 

defect/impurity densities since we do not expect the phonon scatterings to be influenced 

significantly by the creases and wrinkles.  

 

4.5 Summary and Future Work 

To summarize, the microstructure of graphene grown by CVD on copper was studied 

with Raman spectroscopy and correlated with optical measurements of carrier diffusion. By 

avoiding patterning the film and depositing metal electrodes, several complicating factors are 
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avoided. We found that in addition to grain boundaries, wrinkles formed during cooling after 

growth and creases from the transfer process both affect carrier diffusion by comparable 

amounts. Additionally, it was suggested that wrinkles may be heavily doped oppositely than the 

rest of the graphene film. This could be due to the oxidizing nature of the copper etchant which 

also contacts the graphene film. This work contributes to the effort to improve the quality of 

CVD grown graphene films so that large area graphene films can reach the demonstrated 

potential of exfoliated graphene flakes and become a commercially viable transparent conductor.  

Since much of the work on this project was done very near to the time of the writing of 

this dissertation, the questions raised by the study have not yet had a chance to be investigated. 

One main question likes in the slower diffusion coefficient, D2, at longer probe delays. Earlier 

studies on graphene grown on SiC did not observe D2 because the carriers relaxed out of the 

probing window before the longer time regime could be reached. It is possible that D2 could be 

due to some kind of contamination on the surface on graphene that can be burned off with laser 

exposure. When graphene is transferred from copper there will be some PMMA residue on the 

graphene which is difficult to remove fully. This residual PMMA could be the extrinsic agency 

mentioned above which contributes to the differential transmission signal without an expanding 

carrier profile. It is also possible that D2 is caused by some kind of defect structure in graphene 

which slows diffusion. If this is the case, it suggests that laser exposure can somehow treat or 

modify these defects. Even if this is not the most likely scenario, it would be extremely 

interesting.  

The first step in sorting this out is to repeat the experiment on graphene on SiC. By using 

the recently developed technique of probing at lower carrier energies, longer probe delays can be 

accessed. If D2 is observed, PMMA is not responsible. If D2 is not observed, PMMA can be spun 
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on the graphene, baked, and removed in acetone in order to simulate the processing of CVD 

grown graphene. If D2 is observed, then PMMA is responsible. If it is not observed, then PMMA 

is not responsible and there is evidence that D2 could be intrinsic to graphene. Another 

interesting study would be to change the copper etchant or the amount of time graphene is 

exposed to the etchant to see how it affects the results of this study. If the copper etchant is 

responsible for the doping trend of the graphene film and wrinkles, it could very well have an 

effect on diffusion. The correlation of diffusion as measured by optical techniques with 

microstructural characterization is a powerful approach, and I hope it continues after I leave KU.     
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Chapter 5 

 
Graphene-Metal Contact for Studying the Superconducting 

Proximity Effect in Graphene-Nb Junctions 

 

 
5.1 Introduction 

 

5.1.1 Introduction to This Chapter 

 This project began over one and a half years ago with the goal of demonstrating the 

superconducting proximity effect in graphene with niobium electrodes. At the time, no one had 

reported this phenomenon using Nb, which is significant because the critical temperature of Nb 

is 9.2 K, which is well above liquid helium temperature of 4.2 K and the highest of all elemental 

superconductors. As is sometimes the case, this project experienced significant delays due to 

unforeseen equipment failures. More importantly, as will be discussed later in this chapter, this 

project was also delayed by a difficulty in achieving acceptable contact between the metal and 

graphene. It often happens in research that an interesting problem surfaces en route to the 

intended experiment, and this project is an example of such an occurrence.  

 Because graphene is a single layer of atoms, the nature of its contact is highly sensitive to 

the particular electrode material, graphene surface contamination, deposition technique, and 

deposition conditions. Additionally, as will be discussed below, the superconducting phenomena 

of interest in this work are themselves highly sensitive to graphene-superconductor contact 

quality. These two facts make the study of contact to graphene extremely important. As 

mentioned in the first chapter of this dissertation, contact to a nano-scale structure such as 

graphene is an essential component of a device’s microstructure. Without a thorough 
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understanding of the microstructure of the graphene-superconductor contact interface, the 

intended phenomena may be destroyed or difficult to measure or interpret.  

While many devices suitable for testing at low temperature have been fabricated, this 

project has not yet reached the stage of characterizing the proximity effect in graphene-Nb 

junctions due to equipment complications. Nonetheless, it is still an important topic to include in 

this dissertation. The importance of the overarching theme of correlating microstructure of 

carbon-based nano-materials with electronic performance is emphasized by these findings. 

Additionally, the depth of physics which one can study in an optimized graphene-Nb system is 

significant and worth pursuing. Certainly if I were staying at KU longer I would be focused on 

this project for the duration of my tenure. This chapter will introduce the physics and properties 

of graphene which are relevant to the superconducting proximity effect, discuss the previously 

reported works and their relevance to the contact issue, and present our findings so far. Finally, 

the outlook, ongoing work, and future steps will be outlined.  

 

5.1.2 Brief Introduction to Superconductivity and the Superconducting Proximity Effect 

 Superconductivity, the phenomenon of zero dc electrical resistance below a critical 

temperature, was discovered by H. Kamerlingh Onnes in 1911. His pioneering work with liquid 

helium and the properties of matter at low temperatures earned him the Nobel Prize in Physics in 

1913. In the following century, a great amount of effort has been invested in the field of 

superconductivity, including research leading to four additional Nobel Prizes. Superconductivity 

is indeed a very deep and rich field of physics, the majority of which is well beyond the scope of 

this dissertation. This introduction will briefly explain the relevant phenomena only to the point 
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which is necessary to understand the motivations behind the experiment with graphene and the 

importance of the graphene-superconductor interface.  

 The superconducting state involves the flow of electrical currents without any voltage 

drop, the expulsion of magnetic fields from the interior of the material (known as the Meissner 

effect), the quantization of the magnetic flux through a hole in the material, and the appearance 

of an energy gap in the excitation spectrum of the electrons. The Bardeen-Cooper-Schrieffer 

(BCS) theory showed these phenomena were a result of the formation of electron pairs, called 

Cooper pairs. These pairs, consisting of electrons with opposite spin, form due to a phonon-

mediated attractive force. Essentially, the charge of one electron creates a deformation in the 

lattice resulting in a region with slightly higher positive charge density, attracting the second 

electron. The Cooper pairs are quasi-bosons which condense into a single macroscopic quantum 

state. This leads to the so-called superconducting energy gap which is highest at low 

temperatures and vanishes at the critical temperature. With this imagery in mind, it is not hard to 

imagine that superconductivity might “leak” into a normal non-superconductor. This is known as 

the proximity effect. 

The proximity effect can be explained as follows
140

. If a superconductor and a normal 

non-superconductor are in intimate contact, assuming there is no oxide or contamination between 

them, there will be a leakage of Cooper pairs from the superconductor, S, into the normal 

material, N, and a leakage of normal electrons from N into S. Once the Cooper pairs cross the SN 

interface they will eventually de-pair, and once the normal electrons cross the SN junction they 

will eventually pair up. This results in a reduction of the pair density in S and an appearance of a 

pair density in N. These variations can extend several hundred nanometers in each medium, 

corresponding to the coherence length in each material. As a result the critical temperature of S is 
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suppressed, and signs of superconductivity arise in N. If the normal channel is short enough, a 

supercurrent can flow through a SNS junction. If the N material is a semiconductor instead of a 

metal, the carrier concentration, n, can be tuned. The coherence length in N will then be 

proportional to n
1/3

.       

Related to the flow of Cooper pairs and normal electrons across SN interfaces is a 

phenomenon called Andreev reflection. Andreev reflection is a type of scattering which occurs at 

SN interfaces by which a normal current is converted into a supercurrent. When an electron 

(hole) is incident on the SN interface from the normal side at energies less than the 

superconducting energy gap, it forms a Cooper pair in the superconductor with the retroreflection 

of a hole (electron) of opposite spin and momentum to the incident electron (hole), as seen below 

in Figure 5.1.   

 

Figure 5.1: An electron, shown in red, is incident on the normal-superconductor interface. It 

crosses the barrier and forms a Cooper pair in the superconductor by producing a retroreflected 

hole, shown in green, of opposite spin.   

 

The term retroreflection refers to the fact that the hole is reflected back along the path of the 

incident electron. This is in contrast to specular reflection, in which the hole is reflected from the 

interface in a mirror-like geometry. Through time reversal symmetry, the same process works 
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with an incident hole instead of an incident electron. The process of Andreev reflection assumes 

that the barrier transparency is high. That is, there is no oxide or tunnel barrier. This will be 

especially important for graphene, which is just one atomic layer thick and prone to surface 

contamination.  

 A similar phenomenon to the proximity effect is the Josephson Effect, the flow of a 

supercurrent across a Josephson junction which consists of two superconductors separated by a 

weak link. This weak link could be a thin insulating barrier, a normal metal, or a physical 

constriction which weakens the superconductivity. Josephson predicted that Cooper pairs could 

flow through an insulating barrier via quantum tunneling, even with no potential difference
141

. 

This pair tunneling depends on the difference in phase of the effective wave functions on either 

side of the junction. This phase difference varies with space and time and is used as the variable 

in the macroscopic quasi-classical theory for the electrodynamics of the junction. As the 

separation between the superconductors is reduced, the wave functions penetrate the barrier 

sufficiently to couple to each other, reducing the system energy. When the energy associated 

with the coupling becomes greater than the thermal fluctuation energy, the phases become locked 

and Cooper pairs can pass from one superconductor to the other without energy loss. In section 

5.2.2, the previous reports of graphene-superconductor junctions will be presented. Before we 

get into these details, some important properties of graphene must first be introduced.    

 

5.1.3 Introduction to Graphene’s Relevant Properties 

Graphene has many properties which make it desirable for electronic devices, including 

superconducting devices. First, the ability to control the electronic transport properties of a 

material by application of an external electric field is at the heart of modern electronics, and 
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graphene meets this requirement easily. Because of the linear dispersion curve near the Dirac 

point, as presented in Section 4.1, the Fermi level of graphene can be adjusted electrostatically. 

The ambipolar field effect, which allows a switch between 2D electron and hole gas behavior 

using an applied gate voltage, was first demonstrated in the seminal 2004 paper by Novoselov et 

al
8
. In pristine graphene, the resistivity versus gate voltage curve has a sharp peak at zero gate 

voltage. The conductivity increases linearly with gate voltage on either side of the maximum 

resistivity point. If the graphene is situated on top of a SiO2-coated Si wafer, the back gate 

voltage induces a surface charge density given by 

tq

V
n Gr

s

 0       (5.1) 

where ε0 and εr are the permittivity of free space and the relative permittivity SiO2, respectively, 

VG is the gate voltage and t is the oxide thickness. A significant concentration of electron (holes), 

on the order of 10
13 

cm
-2

, can be induced by a positive (negative) applied gate voltage. The 

graphene carrier density at negative, zero, and positive applied back gate voltages is depicted 

clockwise from left, respectively, in the insets of Figure 5.2.   

It should be noted that the ability to control the electronic properties via back gate is 

compromised when multiple layers of graphene are utilized in the device.  The current ratio of 

ION/IOFF, where the OFF state is defined at the minimum conductivity point and the ON state is 

defined at a fixed voltage from the Dirac point, decreases as the inverse of the thickness of the 

graphene stacks in the range from single layer graphene to over ten layers of graphene. This 

trend reflects a decrease in ON conductivity and an increase in OFF conductivity with increasing 

number of layers
142

. This can be explained fairly simply. Since the electrodes are deposited on 

the top of the graphene stack, they can be assumed to only make an electrical connection to the 
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top one to few layers, depending on the deposition conditions and whether or not a high 

temperature annealing took place. Additionally, since the screening length in graphene is less 

than the thickness of bilayer graphene, only the bottom 1-2 layers of graphene are coupled to the 

potential in the gate oxide. Due to the weak Van der Waals coupling between adjacent graphene 

layers, any charge modulation in the bottom layers is not fully accessible by top electrodes in the 

case of a several-layer graphene stack.  

 

 

Figure 5.2: Resistivity versus gate voltage as a depiction of the ambipolar field effect in 

graphene. The insets show the low energy spectrum E(k) which displays the change in Fermi 

level with gate voltage. Figure from reference
20

.   

 

The location of the Dirac point, or charge neutrality point (CNP) at VG = 0 is 

theoretically expected due to the previously discussed band structure, yet deliberate sample 

fabrication steps must be taken in order to ensure that this is observed.  Unintentional doping due 

to physisorbed water molecules
143

 and other environmental adsorbates as well as polymer residue 

from various fabrication steps leads to hole-metal behavior and a shift of the CNP to positive 

voltages. By annealing the samples in vacuum at a temperature typically greater than 200°C, one 

is able to desorb the unwanted adsorbates and shift the peak closer to zero
18

. Alternately, current 
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annealing by sending a large current through the graphene sample to induce sample heating in 

vacuum can also achieve the desired effect
144

. Of course, in order for graphene to be measured in 

its pristine, undoped condition, it must be measured under ultrahigh vacuum (UHV).  As soon as 

the sample is exposed to ambient conditions it will nearly return to its previous doped state
144

. 

Since measurement in UHV is not always possible or practical, an awareness of the gas 

adsorption/desorption process is necessary in order to identify and/or minimize the temperature-

dependent or current-dependent effects.  

Another property of graphene that makes it especially attractive for device applications is 

its high mobility. Since mobility helps determine the speed at which an electronic device can 

operate, graphene offers the potential for ultrafast device applications, possibly greater than 500 

GHz
18

. Additionally, high mobility allows a large change in conductivity to be induced by a 

small change in charge carrier density. At a carrier density of 1 × 10
12 

cm
-2

, an intrinsic mobility 

limit on the order of 2 × 10
5 
cm

2
/Vs is expected

11
. By comparison, the room temperature 

mobility limit of silicon is approximately 1.4 × 10
3 
cm

2
/Vs, and that of indium antimonide is 7.7 

× 10
5 
cm

2
/Vs, which is the highest known room temperature mobility of any conventional 

semiconductor. Because experimental values of < 10
4
 cm

2
/Vs are commonly found in graphene, 

much work has been done to investigate the limiting factors, specifically the various scattering 

mechanisms.  

As a one-atom thick material, graphene consists entirely of surface. Because of this, 

graphene’s electronic properties are sensitively affected by the underlying substrate. Because 

there is evidence that exfoliated graphene is free of structural defects
145

, the mobility of graphene 

on SiO2 at low and room temperatures is thought to be limited primarily by impurity scattering 

due to charged impurities in the SiO2
11,146,147

. With a typical charged impurity concentration of 
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approximately 5 × 10
11 

cm
-2

, SiO2 is known to dominate transport properties of other 2D 

semiconductor systems
148

. This high concentration of charged impurities is not the only way 

SiO2 affects the mobility, however. Remote interfacial phonon scattering, derived from the polar 

interactions in SiO2, may also contribute to graphene’s room temperature electronic 

dynamics
11,149

, suggesting that nonpolar substrate or suspended samples may help optimize 

graphene’s mobility.      

In 2008, Bolotin et al took the substrate out of the equation entirely by suspending 

electrically contacted graphene 150 nm above the underlying SiO2 gate
150

. They were able to 

achieve electron mobilities greater than 2.3 × 10
5 
cm

2
/Vs at electron concentrations of 2 × 10

11 

cm
-2

. By suspending the sample, not only was the scattering due to the substrate removed, but 

residual impurities that would otherwise be trapped between the substrate and the graphene could 

be removed by current annealing. Under these conditions, the mean free path was determined to 

be on the order of the dimension of the device, suggesting that larger area devices may exhibit 

even higher mobilities by reducing the effect of scattering due to the edges and electrodes.   

Yet another attractive property of graphene is the unique nature of its charge carriers
20

. 

Graphene’s charge carriers mimic relativistic particles that are more naturally described with the 

Dirac equation than the Schrödinger equation. Their interaction with the periodic potential of 

graphene’s honeycomb lattice gives rise to quasiparticles, called massless Dirac fermions, that 

are accurately described at low energies by the (2+1)-dimensional relativistic Dirac equation 

with an effective “speed of light” vF ≈ 10
6
 m/s. The quasiparticles can be viewed as electrons 

which have lost their rest mass. While the relativistic-like description of electron waves on a 

honeycomb lattice has been known theoretically for many years, the experimental discovery of 

graphene allows for a new way to probe quantum electrodynamics, exciting great interest.  
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Because graphene’s charge carriers are massless Dirac fermions, graphene exhibits a 

half-integer quantum Hall effect
96

. Briefly, the classical Hall effect occurs when a current 

carrying channel is subjected to a perpendicular magnetic field. The direction of the force on the 

moving charges due to the magnetic field depends on the sign of the charge, creating a potential 

difference between the two sides of the channel. The Hall coefficient is the ratio of the induced 

electric field to the product of the perpendicular magnetic field and the applied current, RH = Ey 

/Bzjx, which the Drude model predicts to be RH = 1/nq, where n is the charge carrier density. The 

quantum Hall effect refers to the quantization of the Hall resistance, which is the ratio of the 

induced transverse voltage to the applied current. This is caused by the quantization of the 

energy of electron cyclotron orbits into Landau levels. The charge carrier density can only 

change when another Landau level crosses the Fermi energy, hence the resistance can only 

change by steps of h/q
2
 divided by an integer, N

151
. When the Fermi energy is between two 

Landau levels, current in the quantum Hall regime is carried through edge states. Graphene 

experiences a half-integer quantum Hall effect due to the existence of both electron-like and 

hole-like Landau states at zero energy
96

. This implies that the lowest Landau level (N = 0) has 

half the degeneracy of any other N. Stated another way, the degeneracy of the N = 0 Landau 

level is shared equally by electrons and holes. As a result, the first Hall plateau occurs at half the 

normal filling. All other levels have normal degeneracy and therefore remain shifted by ½ from 

the standard sequence.    

The final relevant property of graphene which will be discussed is its minimum 

conductivity. It turns out that graphene’s conductivity does not disappear in the limit of 

vanishing carrier density, but rather exhibits a minimum value close to the conductivity quantum 

q
2
/h per carrier type

96
. For all other known materials, such a low conductivity leads to a metal-
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insulator transition at low temperature, but this has not been observed in graphene, even at liquid 

helium temperatures. Most theories suggest a minimum conductivity value of 4q
2
/hπ, but 

experimental data overwhelmingly clusters around ≤ 4q
2
/h for a variety of experimental 

conditions
20,152

. So far the origin of this disparity remains an unanswered question in physics 

despite a vast amount of theoretical work.  

Before we delve into the details of the theory and experiment of the proximity effect in 

graphene, an important distinction should be made. A single atomic layer of carbon, i.e. 

graphene, is without a doubt a two-dimensional structure. Many studies on graphene, however, 

utilize what is referred to as “few layer graphene”. It is obvious that at some number of layers the 

material will cease to be graphene-like and will transition to graphite-like, so the question is: 

how many layers of graphene are needed to make a three dimensional structure? It is known that 

the electronic structure evolves with each additional layer of graphene until reaching the 3D limit 

around 10 layers
153

. Additionally, graphene and bilayer graphene have simple electronic spectra, 

but for three and more layers the spectra become increasingly complicated and the valence and 

conduction bands start significantly overlapping
153

. Looking at the problem from another 

perspective, the screening length in graphite is approximately 5 Å, which is a thickness of less 

than two layers of graphene
142,154

. Based on this figure, a differentiation between surface and 

bulk is required for five or more layers of graphene. For the sake of clarity, this chapter will refer 

to the graphene thickness variations as single layer graphene (one layer), bilayer graphene (two 

layers), few layer graphene (3-10 layers), and thin film graphite (11+ layers).  

 

5.2 Superconducting Proximity Effect in Graphene 

 

5.2.1 Introduction 
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 Any weak link between two superconductors can support a supercurrent in equilibrium, 

assuming the dimension of the weak link is sufficiently small
155

. The maximum current, or 

critical current Ic, is characteristic of the strength of the link. A measure of the coupling strength 

is the resistance of the junction in the normal state, RN. The product IcRN increases as the 

separation of the superconductors decreases until it saturates at a value on the order of Δ0/q, 

where Δ0 is the superconducting energy gap of the superconductors. This is all well-established 

SNS junction physics
156

 which also applies to superconductor-graphene-superconductor (SGS) 

junctions.    

 Because graphene’s charge carriers are described by the relativistic wave equation (i.e. 

The Dirac equation), graphene provides a unique opportunity to explore the physics of the 

“relativistic Josephson Effect”. Because of graphene’s easily tunable Fermi level, it is interesting 

to ask what happens to the critical current as zero carrier concentration is approached. Titov et al 

theoretically found that the maximum supercurrent that can flow through strip of graphene with 

Fermi level at the Dirac point is Ic = (W/L)qΔ0/ħ, where W and L are the graphene channel width 

and length, respectively
157

. Here L is small compared to W and the superconducting coherence 

length. As the carrier density moves away from zero, the Fermi wavelength, λF, replaces length 

in the equation, and the usual ballistic result is obtained: Ic = (W/λF)qΔ0/ħ. Here λF = 2π/kF, and 

kF is the wave vector of the electrons at the Fermi level. This unusual length scaling of the 

Josephson effect at zero carrier density should be observable in graphene-superconductor 

experiments.  

 Another phenomenon which should be experimentally observable is specular Andreev 

reflection. As mentioned above, in typical SN interfaces an electron incident from the normal 

side is reflected as a hole while the missing 2q enters the superconductor as a Cooper pair. The 
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hole is retroreflected so that it travels along the same path as the original incident electron. 

Beenakker predicted that if the Fermi level is within Δ0 of the Dirac point, Andreev reflection in 

graphene is specular, meaning that the hole is reflected in a mirror-like fashion
158

. These 

situations are shown in Figure 5.3.    

 

Figure 5.3: (a) Specular reflection occurring in a normal metal-insulator interface. (b) Andreev 

retroreflection occurring at the interface of a normal metal and a superconductor. (c) Specular 

Andreev reflection in a graphene-superconductor interface. The process is like Andreev 

reflection, but the reflection angle is inverted. Arrows indicate direction of velocity, solid lines 

represent electrons, and dashed lines represent holes. From reference
158

.  

 

The reason is as follows.  In conventional Andreev reflection, both the electron and hole of the 

Andreev pair belong to the conduction band. In monolayer and bilayer graphene close to the 

Dirac point, an electron in the conduction band can be reflected into a hole in the valence band. 

This leads to specular reflection instead of retroreflection. The difference in reflection angle was 

predicted to have a clear experimental signature: the subgap conductance should increase with 
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voltage from 4/3 to twice the ballistic value in the case of retroreflection, but it should drop from 

twice to 4/3 the ballistic value in the case of specular reflection.   

This phenomenon is of fundamental interest, as it explores the intersection of 

superconductivity with relativistic dynamics. In addition, one could apply a strong magnetic field 

to put the SGS junction in the quantum Hall regime, where current is carried along edge modes 

instead of through the graphene interior lattice. Of course, the proposed experimental 

observations depend critically on the ability to create high quality contacts between graphene and 

a superconductor. As indicated earlier in this dissertation, this is not a given.  

 

5.2.2 Previous Reports 

 The first experimental report of the superconducting proximity effect in graphene came in 

2007, utilizing single and few layer graphene flakes on a SiO2/Si substrate with two closely 

spaced (~ 400 nm) Ti/Al bilayer (10/70 nm) electrodes
159

. According to the authors, titanium was 

used to ensure good electrical contact to graphene, and aluminum to ensure a sufficiently high 

critical temperature. No details of the electrode deposition conditions were given, although 

electron beam evaporation is the expected method. The critical temperature of Al is 1.2 K, and 

the experiment was performed in a dilution refrigeration setup at 35 – 100 mK. The authors 

measured 17 devices in total, ranging from one to four layers thick, and all exhibited proximity-

induced supercurrents. The critical current ranged from ~ 10 nA to more than 800 nA at high 

gate voltage. A supercurrent was observed for both positive and negative gate bias, as well as at 

the Dirac point, in agreement with the above theory. This demonstrates that the supercurrent can 

be carried by hole Cooper pairs or electron Cooper pairs, depending on whether the Fermi level 
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is in the valence or conduction band, respectively. The critical current increased with increasing 

doping level and remained finite at the Dirac point for all samples measured.  

The differential resistance, dV/dI, versus bias voltage curve showed a series of minima at 

source-drain biases of 2Δ0/qn, (n=1, 2…) due to multiple Andreev reflections
160

. Above Vsd = 

2Δ0/qn, the differential resistance returned to the normal value. This measurement enabled a 

calculation of the superconducting energy gap of Δ0 = 125 μV, which is consistent with previous 

findings for Ti/Al bilayers and carbon nanotubes. They did not determine whether these 

reflections were specular or retroreflections. From the suppression of dV/dI observed while 

changing the bias from above to below the superconducting energy gap, the average transparency 

of the superconductor-graphene interface was estimated to be ~ 0.7 – 0.8. This gives us a 

reference point regarding what interface transparency is needed to observe these phenomena in a 

graphene-superconductor junction.  

Following this work, more graphene-superconductor junctions were studied, including 

others with Ti/Al electrodes
161–163

 as well as PbIn
164,165

, W
166

, Pt/Ta
167

, NbTiN
168

, Ti/Nb
169

, 

Pd/ReW
170

, and Pd/Nb
170,171

 electrodes, and graphene with tin islands and normal electrodes
172

. 

The two reports on Pd/Nb electrodes come from the same group. The work with tungsten 

electrodes
166

 was conducted at the same time as the above work with Ti/Al electrodes, but was 

published second. They utilize tungsten electrodes grown on few layer graphene by 

decomposition of a metallo-organic vapor under a Ga focused ion beam with accelerating 

voltage of 15 kV. The primarily tungsten electrodes are amorphous and contain about 10% Ga, 

10% C, and 5% O. The proximity effect appeared below 1.7 K (Tc of pure electrodes was 4.3 K) 

in the form of a smooth decrease of the junction resistance by a factor of two, but a zero 

resistance state was not reached down to the base temperature of 60 mK. This may be due to 
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poor electrode transparency to Cooper pairs due to non-optimal electrode deposition conditions 

which may damage graphene or introduce amorphous carbon residue in the junction.  

The reported work with Pd/Nb electrodes is of particular interest since we also chose to 

utilize Pd/Nb electrodes in our work. The Pd bottom layer was stated to be 4 – 8 nm thick, but 

the thickness used in the device which yielded the published data was not given. Before 

sputtering of Pd and Nb, the samples were annealed in vacuum in the sputtering chamber at 100 

°C for one hour. The authors do not comment on the reason behind this annealing step, but one 

can speculate that its purpose was to clean the graphene surface by desorbing loosely bound 

adsorbates such as water. Out of 12 samples measured, three showed a full proximity effect at 

200 mK with a channel length of up to 1.2 μm. Results at liquid helium temperature were not 

given. In those which showed a full proximity effect, the critical current was nearly twenty times 

smaller than expected based upon the junction length and coherence length, ,/ 0D where D 

is the diffusion coefficient in graphene
173

. This was attributed to the partial transmission at the 

graphene-superconductor interface since the critical current decay with temperature was faster 

than expected for a perfect interface
174

. In fact they estimate a contact resistance of roughly five 

times the graphene channel resistance. This provides us with another reference point regarding 

what measurements are possible with a given contact quality and again emphasizes the 

importance of high transparency contact to graphene.  

Indeed, several groups reported special efforts necessary to achieve highly transparent 

contact to graphene. Rickhaus et al found that the thickness of their bottom Ti layer was critical 

to the transparency of the Ti/Nb electrodes
169

. Samples with less than 4 nm Ti showed 

exponentially increasing resistance with decreasing temperature. They did not comment on 

thicker Ti layers, but since they utilized 4 nm in their reported devices it can be assumed that 
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thicker Ti layers provided no benefit. With these contacts they were able to achieve a full 

proximity effect at various gate voltages. Also, due to the high critical magnetic field of the 

niobium, they were able to enter the quantum Hall regime of graphene in which there was a clear 

conductance enhancement in the plateau states of the quantum Hall effect.  

Popinciuc et al utilized NbTiN electrodes with three different graphene contact 

conditions: direct sputtering of NbTiN onto graphene, utilizing a protective electron beam 

evaporated Ti layer under NbTiN, and utilizing a protective electron beam evaporated Ti/Au 

layer under NbTiN
168

. They found that sputtering NbTiN directly on graphene resulted in a very 

high contact resistance of several 10
5
 Ω. Quite expectedly, they were unable to observe any 

proximity effect in these devices. The high contact resistance was attributed to damage to the 

graphene layer under the superconducting electrode due to exposure to the sputtering plasma 

and/or energetic sputtered particles. The DC voltages used in the sputtering process were on the 

order of 380 V. In order to avoid damage to graphene they opted to utilize electron beam 

evaporated contact layers which involve particles with energies on the order of only ~ 1 eV. 

After evaporation of Ti and transfer to the sputtering chamber through air, an Ar RF plasma 

cleaning was applied to the Ti in order to remove the inevitable TiO2 on the surface. In the case 

of Ti/Au evaporation, there was no RF cleaning performed since oxidation of Au is not expected. 

The contact resistance to graphene for the Ti/Nb and Ti/Au/Nb electrodes was 400 and 700 Ω, 

respectively, with a contact area of approximately 1.3μm
2
. Because their channel resistance was 

several kΩ and the as made graphene channel was heavily doped, they concluded that much of 

the channel resistance was due to a transition region between the edge of the electrode/graphene 

contact area and the graphene channel. They suggest that stress in the NbTiN film or the RF 

cleaning process could damage the graphene area around the superconducting electrodes creating 
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a defected G’ region. With this non-optimized electrode configuration they were still able to 

observe a full proximity effect in some devices with channel lengths up to 400 nm although with 

a very small critical current of a few nA. Because of the poor transparency of the contacts and G’ 

region, they were unable to investigate Andreev reflection or the quantum Hall regime.  

Ojeda-Aristizabal et al clearly demonstrated the importance of graphene-superconductor 

contact by tuning the proximity effect in situ via current annealing
167

. Sputtered electrodes 

consisting of Pt/Ta/Pt were utilized on an exfoliated graphene flake. The channel length and 

width were 330 nm and 2.7 μm, respectively. All measurements were performed at 60 mK in a 

dilution refrigerator. Data is presented before current annealing and after three different current 

annealing steps. The first current annealing step was performed by applying a 3 mA current 

through the sample for 3 minutes. This corresponds to a current density of 2 × 10
8
 A/cm

2
 if the 

graphene thickness is taken to be 0.36 nm. The second and third current annealing steps utilized 

6 and 10 mA, respectively. A full proximity effect was finally achieved after the third annealing 

step. They found that the annealing improved the graphene/superconductor interface, increased 

the mean free path of the carriers, and increased the doping. Evidence of multiple Andreev 

reflections was visible in the differential resistance curves for all conditions but became clearer 

with each annealing step. A switching current of IS = 480 - 720 nA and a normal resistance of RN 

= 80 – 105 Ω were measured in the I-V curve after the third annealing step, depending on gate 

voltage. Given the ratio of the channel length to coherence length, the theoretical value of RNIS = 

1.3Δ0/q for a perfect interface is 6 times higher than measured, indicating that the interface is still 

not highly transparent.      

Arguably the best proximity effect result was obtained by Jeong et al in PbIn-graphene-

PbIn junctions
164

. They utilized a thermally deposited Pb1-xInx alloy instead of pure Pb in order to 
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minimize the granularity of the electrodes. Because the electrodes were thermally deposited, the 

energy of the particles incident on the graphene should be sufficiently low to avoid causing 

damage to the graphene lattice. The contact resistance obtained from three probe measurements 

was in the range of 1 – 15 Ω∙μm
2
 and was insensitive to temperature change. The electrodes were 

900 nm wide, and the graphene channel length was 300 nm. A switching current of 3.0 μA was 

measured, which is significantly higher than other reports. The incorporation of 7% indium only 

reduced the critical temperature by 0.2 K. The critical temperature of the electrode material was 

7.0 K, and a full proximity effect existed up to 4.8 K, which is above the temperature of liquid 

helium and the highest reported to date. It is highly likely that the low contact resistance between 

graphene and PbIn is responsible for these superior results. If Nb-graphene junctions could be 

optimize, they may potentially be able to improve upon this system by further increasing the 

proximity effect’s temperature range and offering a higher critical magnetic field. There is still 

much need for improvement if graphene is to be used in quantum information devices and gate-

tunable Josephson junction devices.   

 So far nearly every report claims a lower than desired transparency, indicating that there 

is much work to do on the graphene-superconductor interface. Additionally, no one has yet been 

able to definitively observe specular Andreev reflection in SGS junctions. One possible reason is 

that the spatial inhomogeneities in the Fermi energy are larger than Δ0. The Δ0 for Al electrodes 

is 180 μV
159

, and that for Nb electrodes is 1.4 mV
170

. While the value for Nb is much larger than 

Al, it is still smaller than the typical Fermi energy scale associated with spatial carrier density 

fluctuations around the Dirac point
175

. A combination of superconducting electrodes with a 

larger energy gap and clean graphene with homogeneous doping is needed to observe this 

phenomenon. It may be possible to observe the suppressed supercurrent due to specular Andreev 
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reflection in the regime where the graphene channel breaks down into electron and hole puddles 

since a fraction of them may have a very low carrier density corresponding to a Fermi energy 

less than Δ0
171

. In this scenario, transport of Andreev pairs occurs through a series of puddles 

with various charge densities. If one of them satisfies the condition of an effective Fermi energy 

less than Δ0, then specular Andreev reflection could occur on the boundary of that puddle.  

  

5.3 Preliminary Studies 

5.3.1 Sample fabrication 

 Graphene flakes were deposited onto clean, dry, heavily doped Si/SiO2 chips with 90 nm 

oxide via the Scotch tape method. The heavily doped Si was used as a back gate. The tape was 

allowed to rest on the chip overnight to allow the graphene/tape/SiO2 system to relax and to 

allow graphene to adhere well to the SiO2. Upon peeling of the tape, the chip was immediately 

soaked in acetone for five minutes to remove tape residue, rinsed in isopropyl alcohol, and blown 

dry with dry nitrogen gas. This process produces a random graphitic debris field which contains 

graphene flakes of various sizes and thicknesses. Graphene flakes were identified relative to 

predefined, recessed alignment markers using optical microscopy. By examining the contrast
176

, 

flakes with thickness of one to a few layers were chosen. Two closely spaced electrodes were 

patterned on the flakes with electron beam lithography (EBL) utilizing a bilayer resist stack of 

MMA-MAA and PMMA to facilitate liftoff. Each electrode split off into two contact pads.  

Electrodes were deposited by sputtering in a homemade sputtering chamber with base pressure 

of < 5 × 10
-7

 Torr and a load lock.  

Electrodes either consisted of Nb only, Ti/Nb, or Pd/Nb. Some devices were capped with 

another 20 nm Pd in order to protect the Nb from oxidation and facilitate probing in a probe 
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station. This will be discussed further below. The deposition of Ti and Pd will be discussed 

below as well. The Nb deposition had been optimized for another project to have high critical 

temperature and low resistivity. Nb was deposited fairly quickly, with a rate of ~ 1.7 nm/s, using 

RF sputtering at 330 W (corresponding to ~ 180 V) with 14 mTorr Ar sputtering gas. Either 80 

or 200 nm Nb was used. When 200 nm was used, the deposition was split into two steps. The 

stage was water cooled to ~ 8 °C. Following deposition the chip was allowed to sit in the 

sputtering chamber in flowing Ar for at least 10 minutes to cool down. The water cooling was 

then turned off and the sample was moved to the load lock and allowed to warm up for at least 

30 minutes at ~ 10
-5

 Torr. It was found that if this was not done, the Pd film could crack and peel 

from the substrate.   

 

5.3.2 Findings 

 The first devices fabricated for this project consisted of thin film graphite (estimated > 20 

layers) with 200 nm Nb sputtered directly onto the graphite. We fabricated a large electrode 

pattern with a 1 mm × 400 μm window for flake deposition on the Si/SiO2 chip with 

photolithography. At this early time we were unable to obtain few layer or thinner graphene 

flakes for two reasons. First, the small area for graphene flake deposition decreased the chances 

of finding very thin flakes. Second, processing the chips by photolithography inevitably left a 

thin polymer residue which could inhibit adhesion of very thin flakes due to reduced Van der 

Waals forces. The devices fabricated in this batch were characterized at room temperature and 

showed a small contact resistance of less than 100 Ω but no detectible field effect. The lack of a 

field effect should be expected due to the screening effect mentioned in Section 5.1.3. At the 

time not much was thought of the low contact resistance because it was the first graphene device 
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we had fabricated and we had no first hand comparison. As mentioned in Section 5.2.2, direct 

sputtering of Nb onto graphene should cause serious damage to graphene. We were initially 

unaware of this, but our result should also be expected. Because the flakes had so many layers, 

damage to the top few layers would simply result in contact to the subsurface layers. We may 

have even been able to contact several layers at once. These devices were not measured at low 

temperature because of the lack of field effect. 

 The second batch of devices utilized chips provided by Professor Chiu prior to her arrival 

at the University of Kansas. Following her instruction we were able to obtain single and few 

layer graphene flakes easily. Again, Nb was sputtered directly onto the graphene. These devices 

were found to have huge contact resistance on the order of 10
5
 – 10

6
 Ω. No field effect was 

observable because the contact resistance was several orders of magnitude higher than the 

graphene channel resistance. These devices were not characterized at low temperature and will 

not be discussed further.  

Following the observation of huge contact resistance between graphene and Nb, we 

decided to utilize a 10 nm titanium layer between graphene and Nb following the report of 

Heersche et al
159

. Titanium was sputtered at 90 W with 14 mTorr Ar sputtering gas. In order to 

obtain a reasonable contact resistance it was necessary to quickly deposit the Ti and minimize 

the time between Ti and Nb sputtering. Oxidation of Ti was suspected to be a problem. Two sets 

of devices were characterized: one with 3 nm Ti and one with 10 nm Ti. All devices had channel 

lengths designed to be 1 μm. The actual channel length was closer to 700 – 800 nm due to the 

effects of sputtering, which will be discussed in Section 5.4. The thickness and channel width 

varied from flake to flake. All devices were baked together at 400 K overnight in the probe 

station with pressure ~ 5 × 10
-6

 Torr in order to reduce doping due to adsorbants and allowed to 
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cool slowly before measurement. I-V and I-VG curves were measured with a semiconductor 

analyzer using the sample stage as a global back gate. 

The devices showed a wide range of behaviors. The first variation came with regard to 

the response to current annealing. As made, three out of four devices with 3 nm Ti had nonlinear 

I-V curves with resistance of 10
5
 – 10

6
 Ω. This high resistance is assumed to be due to the 

contact, since the short graphene channel should have resistance of 10
2
 – 10

3
 Ω, depending on 

width and number of layers. One device had a linear I-V curve and resistance of ~ 19 kΩ. 

Current annealing was applied to all devices. Current annealing was performed by sweeping the 

source-drain voltage forward and back with increasing maximum voltage until a change is 

observed and there is no more hysteresis. This method can be used to improve contact by 

generating heat to anneal the contact or breaking through a contamination or oxide barrier layer. 

The three devices with high initial resistance responded to current annealing and stabilized with 

resistance of 10
3
 Ω and a linear I-V.  

The devices with 10 nm Ti also displayed a range of behaviors. Two devices had 

resistance of 10
7
 Ω (again assumed to be due to contact) and did not respond to current 

annealing, two devices had a linear I-V and resistance of 10
3
 Ω as made, and one device had a 

resistance in the high 10
4
 Ω range and responded to current annealing to stabilize in the low 10

4
 

Ω range. The four types of responses to current annealing are given in Figure 5.4. The reason for 

the huge variation in as-made contact condition and response to current annealing between 

devices on each chip is unknown at this time. All 3 nm Ti devices were fabricated on the same 

chip, and all 10 nm Ti devices were fabricated on a second chip. Since all devices on a given 

chip were fabricated and measured under the same conditions they are not expected to vary 

much, yet we observe a huge variation. The chip size of ~ 1 cm
2
 is small compared to the 
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sputtering sample stage and sputtering plasma cross-sectional area, suggesting that the sputtering 

conditions do not vary much from one position on the chip to another. Additionally, the electron 

beam was focused ~ 150 μm away from each device immediately prior to pattern writing, so the 

amount of MMA-MAA remaining on each flake’s contact interface should be similar. 

Monolayer and bilayer flakes were roughly evenly represented in each batch, and there was no 

trend related to layer number. The sample size, however, was fairly small, making such a 

generalization less meaningful. 

 

Figure 5.4: Examples of responses of graphene-Ti-Nb devices to current annealing. (a) A 

sequential improvement with increasing source-drain voltage until the hysteresis is eliminated. 

(b) Device has high resistance and a non-linear I-V curve which does not respond to current 

annealing. All sweeps exactly retrace each other. (c) As made device has a roughly linear I-V 

and low resistance. These devices did not respond to current annealing. (d) A quick, sharp 

decrease in resistance at high source-drain voltage. 
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 Despite the overnight baking, all devices were doped n-type with the Dirac point, or 

charge neutrality point, between -10 V and – 25 V back gate voltage. Given this acceptable gate 

voltage range, we attempted to measure these devices at low temperature in the probe station, 

which can be cooled down to ~ 2 K using flowing liquid helium. The probe station was outfitted 

with W and BeCu probes with 10 or 25 μm probe tip widths. In order to make contact to the 

pads, the probes are first moved into position with XYZ micrometer driven manipulators and 

then slowly moved downward until the probe contacts the pad and slides slightly forward as 

viewed through a microscope above the stage, indicating contact has occurred. At room 

temperature Nb-probe contact was straightforward and introduced ~ 50 Ω per probe. In order to 

measure the devices at low temperature, the probes must be lifted a few millimeters above the 

stage during cooling to allow for thermal contraction of various components. Once base 

temperature was reached we ran into significant difficulties contacting the Nb pads.  

 At 4.2 K there was a significant barrier between the probe tip and Nb, regardless of which 

probe material or diameter was used. When two probes were places very close to each other in 

the same pad, the circuit appeared open and only fA current could be driven through. When the 

probes touched each other directly they were clearly shorted, suggesting that the probes and 

electronics were not to blame. Occasionally the current would be able to break through the Nb-

probe barrier at ~ 1 V bias, albeit intermittently. The problems persisted even when the samples 

were warmed up to 100 K, but at room temperature the devices returned to their original state. 

Interestingly, when the devices were later cooled down with liquid nitrogen to 77 K, there was 

no problem contacting the pads. This suggests that at low temperature there could be a phase 

change which occurs at liquid helium temperature and persists during warming to 100 K but does 
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not occur when cooling from room temperature to 77 K. The reason for this observation is 

unknown at this time.  

It was also observed that the Nb became brittle at low temperature and could easily be 

broken by the probes. A scanning electron microscope image of the Nb pad after measurement at 

room temperature and liquid helium temperature is shown below in Figure 5.5. The gentle 

scratch from room temperature probing is marked in the bottom half of the image. The probe 

produces a small indentation in the metal but does not break through. The result of the 4.2 K 

probing is marked in the top half of the image. The dark region is the underlying SiO2. The 

difference between the room and low temperature probing is clear.    

 

Figure 5.5: Scanning electron micrograph of Nb contact pad after probe station measurement at 

room temperature and 4.2 K. The resulting scratches from probing at each temperature are 

marked. The dark area in the upper scratch is exposed SiO2, indicating that Nb has been 

completely removed from the chip.   

 

 Motivated by the poor contact between Ti and graphene as well as between Nb and the 

probes, we decided to try a sputtered Pd/Nb/Pd (8/80/20 nm) electrode stack. Pd has been shown 

to make better contact to graphene than titanium
177

, and it has also been used to protect Nb films 
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from oxidation, indicating that Pd and Nb may not have any inherent incompatibility. The Pd 

was sputtered at 50 mTorr and 190 V in an attempt to reduce the energy and mean free path of 

the plasma ions and Pd particles with the intention of reducing damage to the graphene. Again 

the devices were baked overnight in vacuum at 400 K and had ~ 1 μm channel length and 

varying channel width and graphene layer number depending on the flake. Nine devices were 

fabricated with an as-made two probe resistance of 400 – 1000 Ω, including both channel and 

contact resistances. All devices had linear I-V curves and did not require current annealing. This 

represents a significant improvement over the Ti/Nb devices. Interestingly, three devices had a 

Dirac point near 5 – 10 V while the remaining devices were heavily doped with Dirac points > 

30 V. In two cases adjacent devices fabricated on the same flake had Dirac points > 20 V apart. 

Again, the reason for this variation in devices on the same chip is unknown at this time. Based on 

two four probe devices on the chip, the contact resistance per electrode is estimated to be 200 Ω, 

corresponding to ~ 1400 Ω∙μm
2
. An example I-VG curve is shown here in Figure 5.6. This 

monolayer graphene device had a channel width of 4.1 μm, channel length of 700 nm, and had a 

Dirac point of ~ 6 V. The p-branch appears to have a lower conductivity than the n-branch, 

which is typical of Pd-graphene contacts
177

.  
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Figure 5.6: I-VG curve of graphene device with Pd/Nb/Pd electrodes. Source-drain voltage was 

10 mV, and gate voltage was applied via back gate with 90 nm SiO2.  

  

By comparison, our devices with the Ti adhesion layer required current annealing in 80% 

of cases, while devices with Pd did not require current annealing in any case. Additionally, some 

Ti devices could not be improved with current annealing and retained a MΩ contact resistance.  

The contact resistance for Pd devices was 1-2 orders of magnitude lower than that of the best Ti 

devices. Additionally, Ti devices were heavily n-doped while Pd devices were heavily p-doped, 

despite identical measurement conditions. The graphene/Pd/Nb devices presented above 

represent a significant improvement over the reported work on graphene – Pd/Nb devices by 

Komatsu et al
170

 in which they report a contact resistance to channel resistance ratio of ~ 5. The 

corresponding ratio for our Pd/Nb devices is estimated to be ~ 2. The contact resistance we 

obtained was still 2 – 3 orders of magnitude higher than that of the best reported on graphene-

superconductor devices, mentioned above to be 1 – 15 Ω∙μm
2
 for graphene – PbIn devices

164
.   

 In an attempt to reduce the contact resistance by further reducing possible damage to 

graphene, we increased the sputtering pressure of the bottom Pd layer to 100 mTorr. This was 
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expected to further reduce the mean free path and energy of the sputtering ions and Pd particles, 

hopefully making the deposition gentler. Again, no current annealing was necessary since all as-

made devices had linear I-V curves and resistances in the kΩ range. The contact resistance was 

found to be ~ 1 kΩ, almost an order of magnitude higher than the 50 mTorr Pd devices. 

Interestingly, all 6 devices had very broad I-VG curves with Dirac points between 0 and 10 V, 

including the monolayer devices. A typical monolayer graphene I-VG curve is shown below in 

Figure 5.7. 

 

Figure 5.7: Typical I-VG curve of a monolayer graphene device with Pd/Nb/Pd electrodes where 

Pd was deposited at 100 mTorr sputtering pressure. 

 

Compared to the previous figure, this curve is much broader even though both were on 

monolayer graphene devices. The reason for this is not understood at this time.  

 In another attempt to optimize the graphene-Pd contact, we fabricated another batch of 

devices using an electron beam evaporated bottom Pd layer. 10 nm Pd were deposited with 

electron beam evaporation at 10
-6 

Torr. The chip was then transferred quickly through the air into 

the load lock chamber of the sputtering system. There it underwent a gentle oxygen plasma 
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cleaning to remove any adsorbed molecules from the Pd surface. This was followed by 

sputtering of Nb and Pd (80 and 20 nm) following the regular procedure. The as-made devices 

were heavily doped p-type, but appeared similar to the 50 mTorr sputtered Pd devices. 

Unfortunately the four probe device did not survive processing, so contact resistance could not 

be measured. Based on flake geometry and layer number, the contact resistance was estimated to 

be on the order of 1 kΩ. Thermal annealing in vacuum seemed to improve the contact only 

slightly. Further discussion on contact resistance is given in Section 5.4. Based on that 

discussion, it will seem unsurprising that this contact resistance was no better than that of the 50 

mTorr sputtered Pd.  

We attempted to measure the above devices at liquid helium temperature again in the 

probe station. We also mounted a Nb Josephson junction (JJ) as a standard sample to ensure that 

the Nb was superconducting and the electronics were working properly. Probe contact to the Nb 

was again an issue. We were able to contact the Nb JJ only by placing the probes on the feet of 

the Al bonding wires which remained from previous wire bonding to the chip. We found that the 

Nb Josephson junction could not be measured because the extrinsic noise in the system was too 

high to localize the phase difference across the junction, even after powering off all possible 

instruments.  

 We then attempted to measure the devices using a low temperature probe designed for 

superconductor measurements. This probe requires that the chip be wired to a holder via wire 

bonding or manual bonding with silver paste or indium. Manual wiring was out of the question 

due to the small size and proximity of the contact pads. The field of view of the scanning 

electron microscope used for electron beam lithography limits the contact pad size greatly. 

Unfortunately, wire bonding proved to be a great challenge. The wire bonder had broken in the 
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past year, and its repair left many parameters off from their optimal settings. The bonder tended 

to provide too much force and break the oxide, shorting the pads through the heavily doped 

silicon. This makes measuring the device extremely difficult. Even if the severity of the short 

could be reduced to 1 MΩ, applying a gate voltage would induce severe leakage which would 

ruin the measurement. We attempted to bond on 300 nm oxide coated with 200 nm Nb, but the 

shorts persisted. After a combined total of over a month of optimizing the wire bonder, the two 

precious resources of time and liquid helium both ran out. There is a plan in place now to pattern 

larger pads on the chip with photolithography and connect the devices to them with electron 

beam lithography so that the chip can be wired manually. Unfortunately there was not enough 

time for me to follow through on this plan.   

 

 5.4 Summary and Future Work 

To summarize, this work intended to study the superconducting proximity effect in 

graphene-Nb junctions. We are as of yet unable to achieve this goal, yet we did make headway in 

troubleshooting several fabrication issues, especially the graphene-superconductor contact. We 

found that contact to graphene and the resulting electronic properties of the graphene device 

depend critically on the electrode material and deposition conditions. We also found that one to 

few layer graphene can in fact be easily damaged by sputtering if care is not taken to ensure the 

sputtering is gentle enough. The above findings are an essential step if a full proximity effect in 

graphene-Nb junctions at liquid helium temperature is to be achieved.  

Much of the work done was with the goal of reducing the contact resistance to graphene 

by minimizing damage to graphene during Pd sputtering. Another possible method to further 

reduce contact resistance could be to improve Pd morphology by increasing the grain size
177

. 
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Thermally annealing our devices in vacuum at 400 °C had no effect on contact resistance, 

however. Optimizing the Pd deposition or post deposition annealing conditions further or 

searching for an alloy which forms large grains could possibly help to improve the contact 

resistance. There is evidence, however, that if damage to graphene can be avoided then the factor 

most responsible for high contact resistance to graphene is contamination from resist residue. 

Robinson et al were able to achieve specific contact resistance of 10
-1

 Ω∙μm
2
 by gently cleaning 

the exposed graphene in the contact window with a low power oxygen plasma followed by a 

thermal anneal at 450 °C to further remove residue before depositing metal
178

. This is something 

that could be considered by anyone pursuing this work in the future. Data from Robinson et al 

did show that some of graphene’s C-C bonds were replaced with C-O bonds, and the 2D Raman 

peak was degraded, indicating that the treated graphene under the electrode has been chemically 

altered. It is unknown whether or not this would affect the superconducting proximity effect, but 

it would be interesting to study.  

Since the focus on this project has been on optimizing the electrode material, deposition 

conditions, and experimental conditions, work has not yet been done to optimize other 

fabrication steps. One such step is making the EBL process more suitable for sputtering, which is 

necessary to deposit Nb. During sputtering three major issues arise which are unique from 

electron beam evaporation, which is the preferred deposition method. The first is heating. The 

PMMA can heat up and cross-link, making it insoluble in acetone and rendering liftoff 

impossible. This problem has already been alleviated by using a water-cooled sample stage 

during sputtering. The second issue is the rounding of EBL-defined features in the PMMA due to 

high energy bombardment with ions in the plasma and sputtered atoms. This takes a level of 

control away by making all patterned features less sharp and more rounded. The third issue is a 
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geometrical one. Sputtering deposits atoms through a range of incident angles which causes 

metal to be deposited into the undercut induced by the bilayer resist structure, as shown in Figure 

5.N(b), below. This gives less control over the channel length and can even connect electrodes 

across short channels. As can be seen, the bilayer resist is used to facilitate liftoff. If a single 

layer is used, metal may coat the sidewall of the EBL-defined feature and block the solvent from 

removing the PMMA mask, as shown in Figure 5.N(a). A trilayer resist stack, as shown in Figure 

5.N(c) may alleviate this problem and reduce the severity of feature rounding.  

 

Figure 5.8: Schematic of (a) single layer, (b) bilayer, and (c) trilayer electron beam resist with 

undercut in the MMA/MAA and metal deposition area shown.  

  

My recommendation for anyone continuing this project is to adopt the trilayer resist structure. 

This may, however, cause an increase in the amount of polymer residue left on the graphene 

flakes after liftoff. This will have to be addressed with a more thorough hot acetone rinse, 

hydrogen/argon annealing, or a longer and/or higher temperature anneal in vacuum, if feasible.  

Looking forward, there are other fabrication issues which can be anticipated in future 

experiments. As mentioned above, it would be interesting to study the SGS junction in the 

quantum Hall regime. This is of course not as simple as it sounds. In order to study the transport 

properties of a SGS junction in the quantum Hall regime, large magnetic fields are needed. 

However, the necessity of superconducting leads limits the usable strength of the magnetic field. 
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This implies that very high mobility samples are needed so that the necessary magnetic field can 

be minimized. In order to achieve the highest possible mobility, suspended exfoliated graphene 

flakes must be utilized. As mentioned above, the typical SiO2/Si substrate surfaces contain 

impurities and trapped charges which scatter charge carriers in graphene and reduce the mobility 

of the sample. An additional complication arises due to the fact that niobium can be etched by 

hydrofluoric acid, the standard etchant used to suspend graphene devices. One option is to 

prepare graphene flakes on a film of PMMA or another polymer, identify the desired flakes, and 

then remove the polymer/graphene film and position the desired flake on top of predefined 

trenches in another substrate. This may introduce another problem, however. When PMMA is 

spun on a chip with graphene flakes, it is easy for the flakes to roll up and become unusable. 

While it has not been tested in this project, it is reasonable to suspect that this problem could be 

much worse for flakes suspended over trenches due to reduced adhesive forces between the flake 

and substrate.  

 Another fabrication hurdle is the possible need to avoid heat treatments of the device. It is 

clear from the previous sections that highly transparent electrodes are necessary for the proposed 

experiments. As mentioned above, one method to improve contact is through current annealing. 

This may heat up the graphene as well as the contact interface. Additionally, it may be desired to 

heat the device with a heater in order to remove adsorbed molecules and polymer residue from 

the surface, improving the mobility and reducing the doping level. Bao et al  found that heating 

suspended graphene flakes, however, induces significant rippling which can scatter charges and 

reduce mobility
119

.This rippling may be responsible for the disappearance of quantum Hall 

features in suspended graphene flakes which underwent annealing
179

.  
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Chapter 6 

 

 
Summary and Outlook 

 

 
This dissertation focuses on the correlation of microstructure in carbon-based 

nanostructures with optoelectronic properties. Carbon-based nanostructures, namely graphene 

and the various forms of carbon nanotubes, are especially interesting to study due to their 

exceptional electronic, optical, thermal, and structural properties. These unique properties have 

led to intense investigation of graphene and carbon nanotubes for both the benefit of fundamental 

physics and technological applications such as solar cells, sensors, and electronic components. 

Despite great theoretical predictions, many devices fabricated from carbon nanotubes and 

graphene have performed poorly or been unable to compete with their conventional counterparts. 

In most cases, the reason for this is a lack of understanding or control over the microstructure of 

the material or device.   

Here, the term microstructure refers generally to the details of the construction of a 

material or device relevant to nanoscience. That is, for example, how the atoms or grains are 

arranged, the nature of the surfaces and interfaces, how the material interacts with the 

environment, the presence of defect structures, and the geometry of a nanoscale device, to name 

a few. Given this working definition, correlating microstructure with device-relevant optical or 

electronic properties is of utmost importance to nanotechnology due to the nature of nanoscale 

materials and devices. In nanoscale materials and devices, critical processes such as charge 

transport, metal contact, and photon absorption are extremely sensitive to microstructure. 

Compounding this issue are the facts that as-grown nanostructures are very rarely as perfect as is 
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desired, and nanofabrication techniques can introduce complicating factors to the device. 

Because of this, correlating microstructure and optoelectronic properties is the only way to fully 

exploit the unique properties available to us in carbon-based nanostructures such as graphene and 

carbon nanotubes.   

The work presented above in this dissertation provided four examples of this way of 

thinking. The first project dealt with core-shell carbon nanofiber/TiO2 nanowires which were 

developed for use in a novel dye-sensitized solar cell design. The carbon nanofiber provided a 

conductive, ordered route for electrons to the anode while the nanoneedle structured TiO2 

provided a high surface area for dye adsorption, accepted photo-excited electrons from the dye, 

and transferred them to the carbon nanofiber. A dye-sensitized solar cell constructed from the as-

grown nanowires yielded a low short circuit current leading to an efficiency one order of 

magnitude lower than the original nanoparticle-based solar cell. By studying the optoelectronic 

properties of the nanowires and correlating it with microstructure as determined by transmission 

electron microscopy and annealing studies, we were able to determine the reason for the poor 

performance and a method for improvement. It was observed that as-grown nanowires were 

nanocrystalline with a significant amorphous TiO2 presence and a high density of oxygen 

vacancies, leading to sub-bandgap photon absorption by the TiO2, a surface unsuitable for dye 

adsorption, significant charge trapping, and instability in the electrolyte. By improving the TiO2 

microstructure by thermal annealing in air, we were able to improve all of the above problems. 

Our collaborators have not yet fabricated a solar cell out of the annealed nanowires, so we do not 

yet know the effect of these improvements on the solar cell figures of merit. A proposed future 

project is to fabricate a single nanowire dye-sensitized solar cell from as-grown and annealed 

nanowires to probe this directly.  
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The second project in this dissertation is an individual multiwall carbon nanotube infrared 

sensor. A series of publications by Rongtao Lu et al on carbon nanotube film IR sensors led to 

the understanding that thermal link between the nanotube and the substrate as well as intertube 

junctions were the primary limiting factors of the performance of the film-based sensors. This 

provided the motivation to study an individual multiwall carbon nanotube IR sensor. The inner 

shells of MWNTs are naturally suspended due to poor electrical and thermal conduction in the 

radial direction compared to the axial direction, and an individual MWNT device does contain 

any intertube junctions. Individual MWNT device studies found that electrode material and 

geometry was absolutely critical to obtaining a measurable photoresponse. The optimized 

configuration is a Ti/Au Schottky contact with one electrode on the sidewall and one electrode 

over the end of the MWNT. The Schottky contact provides a poorer thermal link than an Ohmic 

contact as well as a barrier to limit the current in the absence of IR photons. The electrode on the 

sidewall electrically contacts only the outer one to few shells, but the electrode on the end 

contacts all shells. This means that the photocurrent generated at each Schottky contact does not 

cancel. The photodetection mechanism of the individual MWNT with asymmetric Schottky 

contacts differs greatly from the bolometric response of the large area MWNT and SWNT film 

sensors in which photon absorption produces excitons which relax before they can be separated 

and give their energy as heat to the lattice, reducing the resistance of the film. The proposed 

mechanism in the individual MWNT is a non-cancelling thermally assisted exciton dissociation 

at the Schottky contacts which is enhanced by the poor thermal link to the environment. The 

resulting device has low noise and is extremely sensitive. The specific detectivity is greater than 

conventional vanadium oxide IR sensors, making CNT competitive for IR detection for the first 

time.  
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The third project aimed to correlate defect structure with carrier diffusion in graphene 

grown by chemical vapor deposition. Large area graphene films are needed if graphene is to 

become viable in commercial electronic devices such as touch screens and solar cells. Growth of 

graphene by CVD on copper is especially promising, but the resulting films suffer from grain 

boundaries due to the coalescence of grains during growth, wrinkles due to the difference in 

thermal expansion coefficients of graphene and copper, and creases due to transfer of the films to 

the desired substrate. All three of these defect structures affect the electronic properties and must 

be better understood. The structure and properties of wrinkles and creases was studied with 

Raman spectroscopy, a very powerful tool for characterizing graphene. It was found that the 

wrinkles may have an unexpected doping profile compared to the surrounding graphene, and the 

creases have a complex, spatially varying structure. The effect of wrinkles and creases on carrier 

diffusion was then studied using optical techniques in order to avoid the complications inevitably 

arising from nanofabrication of electrodes and etching the film. It was found that wrinkles and 

creases both affect diffusion of carriers by reducing the diffusion coefficient by as much as 50%. 

They do this by increasing carrier scattering and decreasing the mean free path. They also appear 

to have comparable effects, despite their difference in size and origin. A slower diffusion was 

observed for longer times at all studied positions on the film. The origin of this slow diffusion is 

not well understood at this point, but may be due to extrinsic factors such as contamination on 

the film based on previous studies which found that it could be removed with laser heating. 

Further studies are proposed to examine this effect and determine if it is in fact extrinsic to 

graphene or if it represents some as yet unknown physics.  

The fourth project presented in this dissertation dealt with obtaining a suitable contact to 

graphene with Nb in order to eventually study the superconducting proximity effect in graphene. 
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Nb-graphene is an interesting system to study because the critical temperature of Nb is well 

above liquid helium temperature, which leads to a higher IcR product and makes experimental 

work more convenient. Additionally, Nb has a high critical field, which may enable the 

investigation of a supercurrent in graphene in the quantum Hall regime. This project was not able 

to reach the point of measuring the proximity effect in graphene-Nb junctions. We did, however, 

make some progress in optimizing the graphene-superconductor interface. This interface is 

absolutely critical for studying the proximity effect and its associated phenomena in graphene, as 

evidenced by the limitations of the previously reported work which was almost unanimously 

attributed to contact quality. We found that depositing Nb directly onto graphene resulted in 10
5
 

– 10
6
 Ω∙µm

2
 specific contact resistance due to damage to graphene by the high energy sputtering 

process necessary to obtain acceptable Nb films. Contact resistance can be improved to 10
2
 Ω by 

a relatively high pressure sputtering of ~ 8 nm Pd before Nb sputtering. The higher pressure 

sputtering reduces the energy and mean free path of the ions and Pd particles, reducing damage 

to graphene. The finally obtained contact resistance is near the middle of the reported values for 

graphene-superconductor systems, suggesting that a full superconducting proximity effect should 

be attainable, but it is still ~ 2 orders of magnitude higher than desired.  

All four projects described in this dissertation demonstrate the critical importance of 

correlating microstructure with optical and electronic properties as a means to advance 

nanoscience. This approach and mindset are necessary if one is to fabricate devices utilizing 

carbon-based nanostructures which fully exploit the unique properties of the nanostructures 

instead of mask them. Ideally this process would be part of a feedback loop in which adjustments 

to growth and device fabrication are motivated by this correlation, and the process repeats until 

the device or material is fully optimized.  
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