-

View metadata, citation and similar papers at core.ac.uk brought to you byﬁ CORE

provided by KU ScholarWorks

Reduced-Complexity Joint Frequency, Timing
and Phase Recovery for PAM Based CPM
Receivers

2009
Sayak Bose

Submitted to the graduate degree program in Electrical Engineering and
Computer Science and the Graduate Faculty of the University of Kansas in
partial fulfillment of the requirements for the degree of Master of Science.

Thesis Committee:

Dr. Erik Perrins: Chairperson

Dr. K. Sam Shanmugan

Dr. Shannon Blunt

Date Defended


https://core.ac.uk/display/213389993?utm_source=pdf&utm_medium=banner&utm_campaign=pdf-decoration-v1

The Thesis Committee for Sayak Bose certifies
that this is the approved version of the following thesis:

Reduced-Complexity Joint Frequency, Timing, and
Phase Recovery for PAM Based CPM Receivers

Committee:

Chairperson

Date Approved



To my mom



Acknowledgements

I would like to acknowledge and thank people who have supglarte in this thesis.
| thank Dr. Perrins, my advisor for his valuable guidance anplits all through my
thesis. | would also like to thank Dr. Shanmugan and Dr. Blontieing on my thesis
committee and reviewing this thesis document. | would likeéhank the department
of Electrical Engineering and Computer Science at The Usiixeof Kansas for all its
support.

| would like to thank my mom for her unconditional love andeaffion. She has
been my source of inspiration in important phases of my lifeould also like to thank
my Aunts Juthika and Minati and Uncles Aloke and Animesh faiit kind support to
my family.

| thank all my friends here in Lawrence, Kansas, and in Inéba,the fun and
support | have had all my life.



Abstract

In this thesis, we present a reduced-complexity decisicgetedjoint timing and
phase recovery method for continuous phase modulation (CB8Mg a simple linear
modulation—pulse amplitude modulation (PAM)—represgataof CPM, more pop-
ularly known as the Laurent representation of CPM, we deviglopulations of a PAM
basedoint timing error detector (TED) and a phase error detector (PRR)consider
the general\/-ary singleh CPM model in our developments and numerical examples.
We show by analysis and computer simulations that the PAMdasror detector for-
mulations have characteristics similar to twventionali.e., non-PAM) formulations
and they render reliable performance when applied to sp&eiM examples; in fact,
we show the error detectors are able to perform close to g@etical limit given by
the modified Cramer-Rao bound (MCRB) and able to provide a bit eater (BER)
close to the theoretical value. Also, we investigate theefdbck problem in\/-ary
CPMs and are able to obtain much improved performance overeational CPM de-
tectors with our PAM based method. Furthermore, the PAM dhaseeivers perform
well in the presence of a large frequency offset (on the oodi¢he symbol rate) and
are, in general, much more resistant to small carrier frequeariations compared to
conventional CPM receivers. We use an existing PAM basediénecy difference de-
tector (FDD) for a large carrier frequency recovery. As subk proposed method of
combining the error detectors (FDD, TED and PED) providesartant synchroniza-
tion components fopintly recovering the respective signal attribute offsets (eesier
frequency, symbol timing and carrier phase) for reducedgexity PAM based CPM
receivers, which have been missing up to this point.
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Chapter 1

Introduction

Continuous phase modulation (CPM) [1], as the name suggssistype of digi-
tal phase modulation where the phase change is done cousiyuastead of abruptly
(viz. Quadrature Phase Shift Keying or QPSK) over time ireotd reduce out of band
power requirement. It is a jointly power and bandwidth effitti digital modulation
scheme. In long range telemetry applications, its constam¢lope nature is bene-
ficial as it allows simple (inexpensive) transmitters anghhefficiency in converting
source power into radiated power. In other power-limited. (battery powered) mo-
bile applications such as Global System for Mobile (GSMik thature is also critical.
The CPM transmitters are simple to build because the analagmpamplifiers can be
made to work in thesaturationzone all the time thereby discarding the need for any
complex adaptive gain compensations. However, since thadulaton itself is non-
linear in nature, its receivers are often complex and itdayepent beyond the family
of minimum-shift keying (MSK)-type versions has been lietit Also, the nonlinear
nature of the modulation makes synchronization more difficu

The most popular method of dealing with the nonlinearity oMfas been to “lin-

earize” it with a pulse amplitude modulation (PAM) represgion. This method of



CPM Receivers

Laurent
Decomposition of
CPM

PAM-Based CPM

Carrier Phase Carrier

Symbol

3
Symbol Carrier Phase Carrier Timing : Recovery Frequency
Timing Recovery Frequency !
Recovery D’Andrea, Recovery R;:::i\:;ry : C‘a’;me’ gff:;:;y
D’Andrea, Mengali,Morelli D’Andrea, Bose.G ’ 1 M I'G'Y !
Mengali,Moreli Mengali 058,fareen : engatlainest
1

o
1 1
1 . 1
L Joint Frequency.

Joint Timing & 1 T - P!
Phase Recovery : Joint Frequency, PJhomt Emmg & Tlméng & Phase :
! | Timing & Phase ase Recovery ecovery !
Morelli, Vitetta 1 Recovery :

1
1 1
1 1
" 5 ’

New work

Figure 1.1. Overview of CPM receiver synchronization related research
work.

“linearizing” CPM was first proposed for binary CPMs in the widknown paper by
Laurent [2]. This method has since been extended/tary singleh CPM [3], M-
ary multi-h CPM [4], and cases such as integer modulation index [5], dependent
pulses [6] etc. This linearization of CPM made way for the glesif reduced-complexity
detectors [7-9], carrier phase recovery [8] and carrigqfescy recovery [10].

The problems of symbol timing and carrier phase recover{i®eM have received
persistant attention over the years. As we can see fromé&igjurthe following related
works in CPM are of importance: In [11], a novel NDA timing reeoy scheme was
developed which was slow in nature but free from any fals& jmoblems. In [12],
another decision-directed (DD) joint phase and timing vecp scheme was developed

which was much faster than the one based on NDA recovery [fiersdrom the false



lock problem. Both these algorithms used timventionalCPM models. In [13], a
joint time and phase synchronization scheme was propossetiban nonorthogonal
exponential expansions and Kalman filtering. None of theseipus studies for CPM
timing and phase recovery were based on the reduced-conyfR&XV representation
of CPM.

The PAM representation was applied to timing recovery in,[bdit only for the
special case of MSK-type signals, not for CPM in general. Tgerdghm for reduced-
complexity PAM based phase recovery was first presented buf8vithout the consid-
eration of any non-synchronized symbol timing clock. In][frf2quency detectors for
the PAM representation of CPM were discussed but no symbaoigiand carrier phase
offsets were taken into consideration. An interesting lsinty of all these previous
studies involving the PAM representation of CPM is that theyreot comprehensive in

the following two ways:

1. They did not consider the case of PAM based reduced-caitpleint timing

and phase recovery for CPMs.

2. They did not present any concrete observations on thempesthce of timing
or phase recovery algorithms under a large carrier frequshdt which is a

common problem in any long range telemetry applications.

In this thesis, we first attempt to unify all the previous wddne on the PAM represen-
tation of CPM to solve the problem gdint symbol timing and carrier phase recovery
without any offset in carrier frequency. Next, we cover thestngeneral case ¢dint
timing and phase recovery for the PAM based model under & leagrier frequency
offset. This necessitates a non-data-aided (NDA) carregjuency recovery [10] be-
fore timing and phase recovery can be attempted. We devitmulation for a PAM

based timing error detector (TED) and use the existing paase detector (PED) and

3



frequency difference detector (FDD) formulations in orttepresent a comprehensive
evaluation of their performance against theanventionalCPM counterparts in terms
of the error tracking efficiency and the bit error probailiThe proposed decision-
directedioint PAM-based frequency, timing and phase recovery schemddsfeaany
CPM. The PAM-based TED, PED and FDD can have different arraegés of the
front-end matched filters (MFs). We use common binary &hdry singleh CPMs as
case studies for the proposed approach although this caasii extended to the more
general case af/-ary multi-h PAM based CPM receivers.

Furthermore, we expand on the work done in [9] into reducadlexity honco-
herent detection of our proposed PAM based receivers for C®Misa is very useful
when the carrier frequency offset is large making cohereteation difficult.

Finally, we revisit the serious problem of false locks tisadften suffered by/-ary
partial-response CPMs. In [11], a NDA false lock recovery wascribed. Although,
this eliminates the false lock problem, but it is very slowaicquiring the lock and
adds extra noise to the system. We propose an easier andftdseelock recovery
solution for M-ary CPMs. We show by simulations that a PAM based noncoherent
TED with a single pulse is most suitable for accurately deteing the timing lock. As
the number of PAM components in the TED increases, its lotkadi®en capability goes
down making the probability of false locks higher. We alseafve that a small amount
of frequency offset is helpful for both conventional and PAlslsed CPM systems to
reduce the possibility of false lock significantly. A comaiwve study on the false
lock problem involving a PAM based CPM and its correspondimgventional form is

presented in Chapté&to demonstrate the effectiveness of the solution.



Chapter 2
Signal Model

2.1 Conventional CPM Model

The conventional CPM signal model is given in [1]. It has a ctaxgnvelope of

the form

s(t;a) £ \/?exp {jv(t; )} (2.1)

whereFE is the symbol energy arifl, is the symbol duration. The phase of the signal
is given by

Yt a) 221 Y " aihiq(t — iTy) (2.2)

wherea = {o;} is a sequence af/-ary data symbols carrying. = log,(M) bits and
{hi}f.V:’LO*l is a set of NV, modulation indexesThe underlined subscript notation i2.9)

is defined as moduldv,, i.e. i £ i mod N,. WhenN,, = 1 we havesingleh CPM,
which is the most common case. Whah > 1 we have the less-commanulti-i
CPM case. Henceforth, we will consider only the singjlease and all our examples
in Chapter6 are based on single-CPMs. We assume that is a rational number,

i.e., h = § with £ andp mutually prime integers. We write the phasé; «) for the



single# case as

Yt o) £ 270 " aiq(t —iTy). (2.3)

Thephase responsg) is obtained by integrating tifeequency puls¢(t) over a time
duration of L symbol times. Before integratiorf|t) is normalized to have an area of

1/2, irrespective of the pulse shape used. Thereigite,can be defined as

=)

\ t<0
t

q(t)= f(rydr, 0<t<LT,.,
0

, t> LT,

D [—=

\

When L = 1 the signal idull-responseand whenL > 1 the signal iartial-response

Some common pulse shapes are lengif)-rectangular {REC), lengthL T raised-

cosine (LRC), and Gaussian, which are all defined in [15, p. 119]. Usieddbt that
T2

h = % andq(t) = % fort > LT, the phase’(t; «) in (2.3 can be further decomposed

into two parts as

Ut ) = n(t;cn) + dnr, nls <t <(n+1)T;, (2.4)
where
n(tica) £2rh Y agg(t —iTy),
i=n—L+1
Cp é [O[nfL+17 o, O, an]7 (25)
and
n—1L
Gn_r, = h Y o; mod2r. (2.6)
1=0



In the above equations,, is thecorrelative state vectorp,,_; is thephase stateand
n is the current symbol index For rational modulation indexes, the phase states are
drawn from &finite alphabet of points evenly distributed around the unit circle when

k is even an@yp points whenrk is odd:

AL

[k Sk ozl} . (evenk)

¢n—L - modp )

o] L (oddi)

mod 2p

Sk

Therefore, the signal in2(4) can be represented by a phase trellis\gf= pM 1!
states for evek and N = 2pM L~ for odd k. Each branch is associated with a unique

value of thebranch vector¢,,_;, c,].

2.2 PAM Based CPM model

In his paper [2], Laurent showed that the right-hand siddf) can be represented
as a superposition of data-modulated pulses for the speasa of binary {/ = 2)
single» CPM with non-integer modulation index. This has been furéxéended to the
cases mentioned in Chapter For our development, we restrict ourselves to the cases
considered in [2, 3] although it can be extended to casesidedadn [4—6]. Using the
PAM based model fof/-ary singlek CPM, the right-hand side o2(1) can beexactly

represented as [3]

s(tha) == SN bragn(t —iTy) (2.7)

where the number of PAM componentsis = 2°E=D (A — 1) and P = log, (M)
when the alphabet siz#/ is an integer power of. The pseudo-symbol&; ; }2

and the pulsegy(t) can be obtained by multiplying binary PAM waveforms, each of



which has the form
Q-1

sp(t; o) = Z Z ay ;o (t — T%) (2.8)

k=0
where the set af) signal pulses,(¢) can be found from the phase response of the CPM
scheme. More detailed definitions of the pseudo-symbolsbeafound in [2, 3] for
binary and)M -ary cases with general multicases described in [4]. The important fact
to note about the pseudo-symbols is that the nonlinearigpo¥entional CPM is now
isolated in the pseudo-symbols. Also, the important charestics of the PAM signal
pulses{g.(t)}+ -, are that they vary greatly in amplitude and in duration, hgithe
total signal energy unevenly distributed among them. Tdefmitions can be found
in [2—4] for the binary,M-ary, and multi~ cases. In general, thieth pulse has a
duration of D, symbol times, wheré, is an integer in the range < D, < L + 1.
The strongest energy pulse has the longest duration. Halbijpthe definition of the
pseudo-symbols, the phase state;, can be factored out dj, ;, leaving a term that is

a function of the correlative state vecigr i.e.

N—-1
s(t; o) = EZ 1N " by(c)gr(t — iTy). (2.9)
5 k=0

Equation R2.9) emphasizes theAM complexity reduction principJevhich has been
used to formulate reduced-complexity detectors [7]. Thamexity reduction is done
in two ways. First, the facts that the pulses with the largesplitudes also have the
longest durations (i.e. the most energy), and that thererdyea few such pulses [2, 3]
are taken into consideration. The longest duration puldexes are grouped together in
the subset’, whereC C {0, 1,--- , N —1} and hasK| elements. The reduced number
of pulses are now used for the matched filter (MF) bank andythehsonization error

detectors (TED, PED and FDD).



The second complexity-reduction step is to shorten theleofghe correlative state
vectors, which has the net effect of reducing the numberetifdrstates. It is observed
that, with the remaining pseudo-symbdls;(c;) } xex, it is still possible to factor out
additional data symbols, starting with_; ., whichshortenghe correlative state vec-
tor and thereby reduces the number of trellis states in theriMibased detector [7].
The full correlative state vectat, in (2.5) containsL elements, whereas the shortened
versionc,, contains only.’ < L elements. Théa; ;;LLLH elements that are removed
from c/, areabsorbednto the phase statg, ;. The value ofL’ is determined by the
choice ofC. Usually the duration of thehortest PAM pulses used to fix the value of

KC. Although there are some intricate inner-workings invdlvéwas shown in [9] that

L’ can be identified via the relation

L'= , whereDn,in = Ikmz? D;,.
€

17 Dmin=L +1

Therefore, this two fold concept outlined above is usedtmtdate reduced-complexity
PAM based detectors and are used in conjuction with decil@tted symbol detec-
tion, timing and phase recovery and NDA frequency recovesgussed in the next

chapter.



Chapter 3

PAM Based Detection and Signal

Recovery

In this chapter, we first present coherent PAM based symbiekcten and timing
recovery using the complexity-reduction concepts dewedoip the previous chapter.
Next, we present, in brief, the formulations for noncohérgtection derived in [16].
Finally, we illustrate the formulations for PAM based meath®f phase recovery and
frequency recovery which are originally derived in detail8] and in [10] respectively.
In the subsequent chapters, we will use these algorithmsadaafiway to “fuse” them
together to find formulations fqoint frequency, phase and timing recovery.

To present the algorithms, we fix a generic signal model thatbiserved at the
receiver as

r(t) = s(t — 7; 0)eU0H2m™D L ap(t) (3.1)

wherew(t) is complex-valued additive white Gaussian noise (AWGN) wiho mean
and power spectral density,. The variablesy, 7, 6, andv represent the data symbols,

the symbol timing offset, the carrier/channel phase oftsed the carrier frequency

10



offset respectively. In practice, all of these variables anknown to the receiver and
must be recovered. In order to simplify the analysis of ph&isgng and frequency

recovery, we will make several assumptions without distgithe generality of3.1).

3.1 Receiver with Explicit Recovery of Symbol Sequence, Symbol

Timing and Carrier/Channel Phase

We follow maximum likelihood methods to recover all the sgattributes men-
tioned. The idea is to first detect the symbol sequence, ardubke this symbol se-
guence to direct the PLL to lock on to the correct timing andggh For illustration
purpose, however, while describing recovery of one atteibue will assume that all
the other attributes (including the carrier frequency eifféy (3.1)) are known. We
will discuss about the frequency recovery3r8 as it is recovered in a non-data-aided

fashion.

3.1.1 Sequence Detection

The symbol sequenae is recovered using maximum likelihood sequence detection

(MLSD). Following the assumptions stated before the reakesignal takes the form
r(t) = s(t; o) + w(t). (3.2)

Here, we carry out the analysis for a known timing, phase aaguiency offset. Ac-
cording to [1], the symbol sequence is determined by maximgithe log-likelihood
function for the hypothesized symbol sequeac®ver the observation interval <
13 S LOTS
LoTs
Alr|a) = Re{ / r(t)s*(t: &) dt} (3.3)
0
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where(-)* denotes the complex conjugate. Usikigrom (2.9) in (3.3), results in the

form

LoTs
Alr|a) = Re{/ Ze i%i1 Zbk ar(t —iT. )dt}
0

kel

Since integration and summation are both linear operatithvey are interchangable;

this results in

il Re{e 3% / ()Y bi(&)) )dt}

kel
This can be written in a compact form as

Lo—1

( |a Z Re{yz 17¢Z L’)} (34)

=0

Equation 8.4) can be maximized efficiently using the Viterbi Algorithmﬂ()( e.g. [1,
Ch. 7]. Themetric incrementhrough each step of the VA ig(c,, 0, L,) and has the

following form:

yi(€ dimpr) 2 7% DAL (3.5)

kek
The time-reversed PAM pulsdg,(—t)} e Serve as the impulse responses of the MF
bank [7,9]. The outputs can be obtained by correlating theifupulse response with
the received signal
(i+Dg)T.
T = / r(t)gr(t — iTy) dt (3.6)

The matched filter output is sampled at variable instants ef (i + Dy)7s. The
implementation of the MF bank requires a delayldf, in order to make the longest
impulse response causal. Let us take a moment to observedfdime key attributes

of (3.5 and 3.6):

12



1. The interval of integration ir3(6) spansnultiplesymbol intervals to account for

the variable lengths of the MF pulses.
2. For the current time step within the VA, the metric incremeny,, (¢, ¢,_ 1)
produces a branch metric update of

Also, y, a function only of the currerghortenedbranch vectof¢c’,, ¢,,_;/] and
therefore requires a trellis of onhM/ =~ ! or2p M-~ states depending on whether
k in the modulation index is even or odd respectively. This is the state com-
plexity reduction principle discussed in Chap2er

3.1.2 Timing Recovery and PAM Based Timing Error Detector Implementation

We now look into the data-aided recoveryQfin which we assume that is exactly
known. This is one of the major contributions of this thesis,shown in Figurd.1

These results also appear in [17]. The received signal iseofdrm
r(t) = s(t — ;) + w(t). (3.8)

Using the same conditional likelihood function defintionsSection3.1.], it can be

easily shown that that the likelihood function for a hypaiized timing value is

Alr|7) = Re{/OLOTS r(t)s*(t — 7 ) dt} | (3.9)

13



The maximum ofA(r|7) with respect tor is obtained by setting the partial derivative

of (3.9 with respect ta- equal to zero,

LoTs
Re{—/ r(t)s*(t — T; o) dt} =0 (3.10)
0
wheres(t) is the derivative of(¢) with respect to time, which leads to differentiat-
ing (3.5). Thus, the TED formulation parallel8.4)—(3.6) yielding
Lo—1
> Re{yi(ci ¢i-r. 7)} =0 (3.11)
=0
where the TED incremeny(c;, ¢;_r,7) is given by
Gi(Ci b5, 7) = Y bj () (3.12)
kerep

This TED increment could also be formulated with the shatevaluel’, i.e. g;(cl, ¢;—r/, 7).
tri(t) is the output of the received signal correlated with the taoeeivative of the

matched filter and can be shown as

+(i+Dy)Ts
ik (7) £ / r(t)ge(t — 7 — iTs) dt. (3.13)

+iTs

A discrete-time differentiator is used to implement(7), which can be found in [18].
Some important observations made in formulating the swiuid 3.11) are listed be-

low:

1. Decision-directed timing recovery can be practicallglied if the decisions

from the VA are applied to direct the TED instead of the actlza& symbols.
2. Satisfactory tracking performance can be achieved mgusdifferent number of

14



PAM components (usually less) in the TED;,,, than what is used for sequence

detection K. This reduces the number of filters needed to support the TED.

The solution to 8.11) (i.e., the value of that causes the left-hand side of the equa-
tions to vanish) is obtained in an adaptive/iterative maniguation 8.11) assumes
true data sequencg- - ,a,_o, 1,0, } IS available, which is not the case in prac-
tice. As we mentioned before, the PLL is driven by the seqe@ftentative decisions
within the VA. These decisions become more reliable the eleefe trace back along
the trellis. In view of these facts, the following PAM bas&dihg error signal can be

formulated as
e[n — D] = Re{yn,D(én,D, b1y 7 — D])} (3.14)

whereD is the traceback depth (delay) for computing the error@ang, and¢,_._p
are taken from the best survivor path history in the VA. ThévPBased timing error
signal in 3.14) has features in common with the one derived in [12] usingcibe
ventional CPM model inZ.1). A large D could result in longer delays in the timing
recovery loop, but our observation in Chapsemhich parallels the finding in [12], is
that D = 1 produces satisfactory results.

Figure3.1shows a discrete-time implementation of the sequence titatempera-
tion in (3.4) and the TED operation irB(14). The discrete-time received signéin] is
sampled at a rate gf samples per symbol. A sample interpolator (See AppeBdix
is used to synchronize the received signal based on the moshtrtiming estimate,
7[n— D]. The synchronized samples are fed to the MF bank, the outputsich form
the values in the s€ftzy , }rex. The MF outputs are sampled at the symbol rate at the
proper timing instant, and these MF samples are used to epdatbranch metrices

within the VA in (3.4). In addition to the samples §ft;. ,, } rexc that are used in the VA,
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Figure 3.1. Discrete-time implementation of the PAM-based decision-
directed timing recovery system for CPM.

anearly sample of eacRzy , }rex.., IS taken, as well as kate sample. Thelifference
between the early and late samples is used to approximatethativeiy, ,(t). This
procedure is detailed further in [12]. Once the error sigfal D] is formed, it is fed

to a phase-locked loop (PLL), which in turn outputs the tigngstimater|[n — D).

3.1.3 Phase Recovery and PAM Based Phase Error Detector Implemtation

The PAM based maximum likelihood phase recovery was derivg8], assuming
perfect knowledge of symbol timing. In this section we derilre same assuming that
the symbol sequences are known or recovered accordi8dltd For the purpose of
easy illustration we ignore the symbol timing and the fremyeoffset in 8.1), so that

the signal model at the receiver becomes
r(t) = s(t; a)e?? + w(t). (3.15)
The conditional likelihood formulation for a hypothesizeslue off can be shown as

A(r|0) = Re{ / o r(t)s*(t; a)e ™’ dt}. (3.16)
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Substituting 2.7) of s(¢; ) into (3.16) the likelihood function may be expressed as
~ ~ N—-1
A(r|f) = Re{e—j" >N bkxk} (3.17)
k=0 1

with the PED MF outputs;,; defined as
(i+Dg)Ts
T / r(t)gr(t — iTy) dt (3.18)

The maximum of\(r|0) is found by setting the partial derivative &.{7) with respect

to # equal to zero. Thus, the phase error detector formulatinrbeaexpressed as

Lo—1

Z Im {Zi(cia Cbz‘—L)@_jé} =0 (3.19)
=0
where the PED increment(c;, ¢;_1 )e % is

zi(ci,@,L)e’jé — 0 Z br i Th,i (3.20)

k€Kpep

As before, some important observations made 3at9 are given below:

1. From an implementaion perspective, the decision-dicephase recovery is per-
formed by selecting the information sequence from the hesivor path of VA
at each time step according to method described in Se8tibfy and then using

those decisions to drive the PED.

2. To achieve satisfactory tracking performance, the nurobAM components
can be less in PED than what is used for sequence detectiors rddiuces
the number of filters required for PED. There is no requirenienderivative

matched filters, so the same or a subset of these filters, asedduence detec-

17



r[m] MF bank { X b {a.}

> VA >
I {gk (_t)} KOk
e—jé[n—D] Ch-b
¢n—L—D
gn-D]
PLL < PED .

Figure 3.2. Discrete-time implementation of the PAM-based decision-
directed phase recovery system for CPM.

tion purpose can be used for phase recovery.

As with the TED implementation, the maximization &.19 is accomplished by an
iterative search through a gradient algorithm. As the fdaralnows, 8.11) assumes
the knowledge of the true data in a data-aided environrfient, o, o, @, 1, @, }. A
more practical substitute for the true data sequence isateesce of tentative deci-
sions within the VA, which become more reliable as we tracekkeong the trellis.

Therefore, the formulation for the PAM based PED error castmvn as
eln— D) =Im {2 p(E, p, b1 p)e 1m2) (3.21)

where D is the traceback depth, along the best survivor, necessanake decisions
which are reliable enough to direct the Pld,. p andqﬁn,L,D are taken from the path
history of the best survivor in the VA.

Figure 3.2 shows a discrete-time implementation of the sequence titaiezper-
ation in (3.4) and PED operation in3(21). The discrete-time received signdin| is
sampled at a rate ¥ samples per symbol. Assuming the samples are time synchro-
nized, they are fed to the MF bank, the outputs of which foren\alues in the set

{Zk.n}rex. The MF outputs are sampled at the symbol rate at the penfeioy instant,

18



and these MF samples are used to update the branch metiigs thi¢ VA, i.e. 3.4).
Once the error signaln — D] is formed through the PED, it is fed to a phase-locked
loop (PLL), consisting of a loop filter and a VCO that convehs érror signal voltage

to a more suitable phase estiméte — D).

3.2 Receiver without Explicit Recovery of Phase: Noncoherent

Detection

When the carrier phag#t) is unknown but slowly varying, i.e., it can be assumed
to be constant over several symbol times, then we can déeaformation symbols
and the symbol timing offset by noncoherent methods. In sufdnmulation, the phase
recovery is implicit and does not require to be recovereesgply. The noncoherent
approach was used in [16]. To obtain the formulation for mbm@rent detection we

assume the received signal has no carrier frequency ofisetas the form

r(t) = s(t — 7 a)e?? +w(t) (3.22)

The metric increment for the VA ir3(5) changes to accomodate thiease referencas

ynci(€ dimr ) = Qi (Si)yi(El, dimrr, 7). (3.23)

whereQ:(-) is defined as the phase reference and can be updated aftesyeabbl

time index: via the recursion

Qir1(E:) = aQi(S) + (1 — a)y;(&},0;, 7). (3.24)
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where0 < a < 1 is the forgetting factorS; is the starting state and; is the end-
ing state for each path in the VA. Usually, the valuexok chosen close taé as the
BER is observed to be affected more as the value @gdes down. In our simulations,
we selecte = 0.875. In the recursion in the VA, first, the cumulative metric ufea
using the branch metric increme®.23 is performed after each time index to obtain
the survivors at each ending state. Next, the phase refeiengdated in3.24) for
each ending stat&;. Finally, the TED increment for noncoherent timing recovisr
obtained by using);(S;) and yi (€, 6;, 7) from each surviving branch at each ending
state

Inci(Ch dir, 7) = Q7 (S))i(Chy dipr, 7). (3.25)

3.3 Frequency Recovery and PAM Based Frequency Error

Detector Implementation

We definer as the frequency of the carrier. The maximum likelihoodneste of
v as mentioned earlier was first derived in [10]. To suit ourpoge, we explain here
only the important steps leading to the final expression. dthdt, first, we model the
received signal as ir8(1). Also, v, #, 7 and«, all are taken as unknown parameters.
Since this frequency recovery algorithm is NDA, it does regjuire knowledge of in-
formation, symbol timing and carrier phase. Usi2gs], the signal 8.1) observed at

the receiver can be represented in the form

_ B N-1
r(t) = I 2m0) / ? DO bragn(t — 7 —iT) + w(t) (3.26)
S k=0

7
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The log-likelihood function for the channel output obsehewer an interval) < ¢ <

LoT is described in [10] as a joint likelihood function that hhe form
AD,0,7, &) = Re{e‘je~ Z x(iTs + %)5};,1} (3.27)

Wherez, () is the response to(t)e’?™* of a filter matched tgy.(¢) and its expression
can be found in [10]. So, the marginal likelihood functid(v) is found by averaging
out the other parameters. We ignore the the intricate deththe derivation and focus

on the final expression which is given as

N—-1

AD) = /OLOTS [Z

|:I;k(t)\2] dt (3.28)
k=0

To maximizeA(7), we set the derivative ok () with respect ta> equal to zero and

obtain the formulation for the frequency difference dete¢FDD) as

et IT, (1T, B )

=1 k=0

where the sampling phasggis chosen arbitrarily in the interval< ¢t < T, /2 andy(t)
is the response to(t)e =72 of a filter matched t@,(—t) and has a lengthy expression
defined in [10].

The solution to 8.29 is carried out by an iterative search to find a vaiuas fol-
lows: first, we collect botfin + 1)-th andn-th terms into the errot[n] so thatz(n) can
be updated every; seconds instead df,/2. Second, the number of matched filters

N is limited to a valugCrpp| < N to reduce the computing load as much as possible.
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Figure 3.3. Discrete-time implementation of the PAM-based non-data-
aided frequency recovery system for CPM.

Considering these factors, we can summarize the error amas

e[n] =r Z Im{xk(nTs - Ts/2 + tO)yZ(nTs - TS/2 + tO)
kEKroo (3.30)

+ x(nTs + to)y;(nTs + to) }

wherel is a normalizing constant, and its value is gived'as E,77/4.

Figure 3.3 shows a discrete-time implementation of the FDD operatin(8i30.
Here, the blocks labeled MF and DMF represent matched fittérderivative matched
filter, respectively. The received waveform is first fed toaanti-aliasing filter (not
shown in the figure) and then sampled at a tafe = N/T,. The samples|m| (where
m £ nT) are counter-rotated i [m] and are fed to the MF and DMF. Filter outputs
are decimated td /7 before entering the error generator. The loop filter perform
the digital integration on the error and an estimaterpf| is generated. The VCO
generates the sequence?™l"™ according to the method given in Appen®x2. It is
seen, however, from simulation results that only one paWBfand DMF is sufficient

to produce satisfactory result. This also reduces the ctatipu load on the detector.
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Chapter 4

Performance Analysis and Bounds for

Tracking Error Variances

In this chapter, we briefly discuss several performance fidwwends, analyze sev-
eral criteria for the PLL considerations, and develop Sresithat play important roles
in determining signal acquisition and tracking behaviotha error detectors. All the
formulations we discuss here already exist in the litematWe find it relevant to spare
a chapter for this because we use these to evaluate themparfoe of the proposed

joint carrier frequeny, symbol timing and carrier phase synakesa discussed later.

4.1 Modified Cramer-Rao Bound for CPM

We use the modified Cramer-Rao bound (MCRB) [19] to establish arlowend
on the degree of accuracy to whiechf andr can be estimated. To find the MCRB for

timing, We follow the approach in [20, Ch. 2] and take the cargbaseband signal
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model with channel delay, carrier/channel phagkand carrier frequency as

E
s(tyo, 7,0,v) =4/ ?S exp {j27rhz aq(t —1 — iTs)} exp {j2nvt + j0}. (4.1)

The MCRB with respect te for a baseband signal is defined as [20]

To 2
E.. / dt
0

whereu, = {a, 0, v} contains all the unwanted parameters that need to be aderage

Ny/2
Os(t; T, ur)
or

MCRB(7) £

out. T, £ L,T, is the length of the observation interval and assume fhats an
integer. After taking the partial derivative with respeatrst of (4.1), we obtain the

following integral
To
TshQ/ > -7 —iTy).
0

The expression for the energy of the frequency pulse oveotaépulse length in time

LT, can be computed as
LT,

Cy £ T, fA(t)dt (4.2)

0

The final expression for the MCRB (normalized to the symbol)riate

1 1 1
— x MCRB(7

- 4.
T2 ") = senacen, * BN, (4.3)

whereC,, =2 E{a2} = (M? — 1)/3 for uncorrelated\/-ary data symbols. The obser-
vation inteval, is related to the equivalent normalized noise bandwidtiB a5, =
1/2L,y. For the special case dfREC we haveC; = Crrec = 1/(4L), and for the
special case of RC we haveC; = Crrc = 3/(8L). For all other frequency pulse

shapes,4.2) can be computed analytically or numerically. In Chafiewe use the
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MCRB(7) to evaluate computer simulation results for tieemalized timing error vari-

ance which is defined as
2 A 1 A~
x o: = — xVar{7[n] —71}. (4.4)

The MCRB with respect t6 for a baseband signal is defined in [20] as

To 2 '
R
0

whereuy = {a, 7, v} contains all the unwanted parameters that need to be agerage

No/2

0s(t; 6, up)
a0

MCRB(¢) £ (4.5)

out. After going through the derivation using.) as the signal model the expression

for the denominator yields

To
Eu /
0

Inserting @.6) into (4.5) The final expression for MCRB fdf can be expressed as

0s(t; 6, up)
06

2
dt} = B,Ly. (4.6)

1 1

4.7)

where the observation inteval, is related to the equivalent normalized noise band-
width asByT; = 1/2L,. We use the MCRBJ) to evaluate computer simulation results

for the phase error variancewhich is defined as

o2 2 Var{é[n] - 9} . (4.8)
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The MCRB with respect to for a baseband signal is defined in [20] as

T 2
E.. / dt
0

where the expectation is taken ovey = {«, 7,0} that contains all the unwanted

Ny/2
Js(t;v,u,)
v

MCRB(v) £ (4.9)

parameters. After going through the derivation usiddl)(as the signal model the

expression for the denominator yields

e[

Inserting @.10 into (4.9) yields the final expression for MCRB for in terms of the

Os(t; v, uy,)
v

2
3T,
dt p = —nt 4.10

} 8m2E,L3T? (4.10)

equivalent noise bandwidtB, 7, = 1/2L, as

3 1

T2 x MCRB(v) = —— .
s X V) = 523 * BN,

(4.11)

We use the MCRBX) to evaluate computer simulation results for tiemalized fre-

guency error variancewhich is defined as

T2 x 02 2 T2 x Var{o[n] — v} . (4.12)

S

4.2 PLL Considerations

The PLL is an essential part of each of the error detectorsiserisised so far. The
performance of the PLL depends on the loop filter bandwidtimalized with respect
to the symbol rate, which controls the step size by whichatements or decrements

the error in order to lock on to the correct value. During lackuisition, the loop band-
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width of the PLL is set relatively high and while trackingigtset to a lower value. PLLs
can have several orders. A first-order PLL is easy to impleéfgiperforms worse un-
der frequency offsets than a seccond-order PLL. We use tagoreship between the
observation length., of a feedforward scheme and thermalized loop bandwidth
BT, of a feedback schemé,, = ﬁ to explain the PLL workings. However, this

relationship is valid for only a first-order PLL [12].

4.2.1 PLL for TED

We use a standard first-order PLL implementation for timiagovery; the raw
TED outpute,|n] is refined into a more suitable timing estimate| via the update
#[n] & #[n — 1] + v,e.[n]. This process is recursive and is performed after every
symbol indexn. v, £ % is called the PLLstep size k. is the positive slope of
the S-curvecharacteristic of the TED at its zero crossing points andk@agned in

Section4.3.1

4.2.2 PLL for PED

In all the simulations for carrier phase recovery, we haesldsst and second order
PLL for PEDs depending on the presence of carrier frequeffegtan the received
signal. First-order PLLs can be used in the presence of vty { 10-*7},) or no
frequency offset. When implemented, a standard first-ortlerd®nverts the raw PED
outputey[n] into a phase estimatén] through the updatén] £ d[n — 1] + eeq[n]
which is performed after each symbol index The step sizéfor phase PLL isy, =
% where the constarit,, is obtained from th&-curvecharacteristic of the PED as
per Sectiort.3.2 The second-order PLL is used when there is a relativelglargount

of phase jitter caused by the Doppler shift or local osdbitanstabilities resulting in
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a carrier frequency shift in the system, and, can be impléedeas methods described
in [18]. Thus, the new phase estimate is obtaine@{@s2 0[n — 1]+~ [n] wheret[n]

is the update from the first order loop filter obtained fromghase erroe,[n] asé[n] =
E[n—1]4+ (K14 K2)kyeg[n] — K2k 9eg[n—1]. Here, K1 and K2 are the proportional
and integration constants repectively and their valuebegound out from [18, p.738,
Equation C.61], with the damping coefficient@s- \/% Interesting to note here is that
the relationship between the observation lenggland thenormalized loop bandwidth
ByT, is not valid in this case and the tracking accuracy has to akiated based on the

BER instead of MCRBY).

4.2.3 PLL for FDD

In this case, a first-order PLL refines the raw FDD ouigiit| into a more suitable

4

frequency estimatg[n| via the updaté|[n| = v[n — 1] + v,¢,[n|, performed after each

symbol index n. The PLlIstep sizds v, = L= where the constarit,, is obtained

Kp

from theS-curvecharacteristic of the FDD.

4.3 S-Curves

S-curves are useful for characterizing the behavior of ther eletectors. They are
defined as thexpected valuef the error detector output as a function of the respective
offsets (timing, phase and frequency). S-Curve charateizaf a system is two fold.
First, it gives a method of identifying the stable lock psiathich are the zero-crossing
positive slope points on the curve. These determine if alsg fack points exist. Sec-
ond, the S-curve also determines the valug,ofmentioned in Sectiod.2, as the slope
of the S-curve evaluated at an offset= 0. This in turn, is used to determine the

step size for the PLL. In the following subsections we defire$-curve of each error
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detector. The analytical expressions for S-curves of thB akd the PED, assuming
known symbol sequences are briefly described in AppeAdix the practical case of
decision-directed recovery for symbol timing and carrieage, where the known sym-
bols in the data-aided case are replaced by the decisioes fedm the VA, S-curves
for M-ary partial-response CPMs show false lock points. HowetaerNDA S-curve

of FDD ensures that there is no false lock.

4.3.1 S-Curve for TED

The formulation for S-curve for TED as per the definition givabove can be ob-

tained as

S(5,) 2 \/EJT, - E{es[n] |5, }, (4.13)

where the timing offset is defined ds = 7 — . e.[n] is the error output of the TED

after every symbol index.

4.3.2 S-Curve for PED

The S-curve for PED is defined as teepected valuef the PED outputy|n| as a

function of thephase offset.e.

S(60) =/ Es/T. - E{eg[n] | 0}, (4.14)

where the phase offset is definedias § — g,
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4.3.3 S-Curve for FDD

The frequency S-curve is defined as thepected valuef the FDD outpuk, [n] as

a function of thenormalized frequency offsete.

5(51/) = V Es/Ts : E{eu[n] ’611}7 (415)

where the normalized frequency offset is defined,a& v — ©.
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Chapter 5

PAM Receivers with Joint

Synchronization

Up to this point, we have knowledge about how the frequenlegsp and timing
recovery are done separately for a CPM signal using its PANVesgmtations. In this
chapter, we first describejaint carrier phase and symbol timing recovery for PAM
based CPM receivers algorithm that may be employed with any @aat, and with
either full or reduced state detectors. We aim to find an agdtsolution in terms of
complexity reduction and error tracking performance. Tiraplementations, as dis-
cussed in previous chapters, are fully digital and havellwdracking performance.
Later, we look into the same algorithms but in the presencelafge frequency offset
(on the order of the symbol rate). In particular, we descalpant frequency, phase
and timing recovery method for PAM based CPM receivers. Thianother major
contribution of this thesis as shown in Figurd.

In Chapter6, we present the performance of these algorithms we disgusghis
chapter with examples. Finally, we revisit the problem d$édock for M -ary partial-

response systems in Chapi#&mwhere we propose a novel solution to the false lock
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problem in connection with the PAM based receivers algorittwe describe in this

chapter.

5.1 Joint Timing and Phase Recovery

We explored the so-called decision-directed (DD) methddsymbol timing and
carrier phase recovery in Chap®&rin this section, first, we simply simultaneously run
these two algorithms to form int timing and phase recovery technique for PAM-
based CPM receivers assuming zero frequency offset in thieeicaifo do that, we
consider the signal model presented 3n1f and set the frequency offset= 0. The
phase and timing loop are operated separately, with theidedor the symbol directed
recovery taken from the best survivor of the Viterbi decodé&erefore, for the received

signal with unknown symbol timing offsetand carrier phase offsét

r(t) = s(t — 7 a)e?? +w(t) (5.1)

The TED formulation irB.11and the PED formulation i8.19will now change to solve

the following equations

Re{yi(ci7 ¢7L—L7 %)G_Jé} = O (52)
1=0
and
Lo—1 _
Soim {afeér Fe '} =0 (5.3)
=0
respectively.

The following points are of importance:

1. There are assumed to be no interactions between timinglaask locked loops.
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Figure 5.1. Discrete-time implementation of PAM based joint timing and
phase recovery.

In other words, they are operated independently.

2. The number of matched filters may vary for TED and PED. Eaehi®also inde-
pendent of the matched filters employed for sequence detecionventionally,
more MFs are used for sequence detection in order to obthdtbles decisions

from the VA.

Figure5.1 shows the digital implementation of the PAM receiver wiaimt timing
and phase recovery. The incoming waveform is passed thrangintialiasing filter
with a bandwidth large enough not to introduce distortiothi@ signal. The discrete-
time output of the filter is then sampled at a rateNdsamples per symbol. They are
then fed to a sample interpolator used to time-align theivedesignal. The timing
estimate is obtained from the TED error after every symietaccording ta-[n] =

7In — 1] 4+ v-e,[n — D] with
e,[n— D] = Re{y'n,D(én,D, Y D])e’jé["’D]} (5.4)
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The synchronized samples are also used to obtain the PEDaernording to $.3).
The error obtained is used to drive the phase PLL, consistirg loop filter and a
VCO, converting the phase error signal voltage to a suitabése estimate according

~

to 0[n] £ On — 1] + ~peg[n] with

69[72, — D} = Im {Zn—D<én—D7 ngn—L—Da %[n — D])G_jé[n_D]} (55)

The D is the delay parameter in the error signal, convenientlyseh@sl .

The PLL step sizes, = % and-y £ % can be found from the corresponding
loop filter bandwidths of timing and phase PL&,.. andk,y are the slopes at the zero-
crossings of the timing and phase S-curves respectively.

A comparative study of coherent and noncohejeitt timing and phase recov-
ery algorithms for conventional and various suboptimal PAddeivers is presented in

Chapter6 for binary and)M -ary CPM schemes.

5.2 Joint Frequency, Timing and Phase Recovery

So far, we have not considered the effects due to oscillattabilities and the
Doppler effect. These introduce frequency distortion ie signal which can be as
large as the symbol rate. We employ the existing PAM baseddatam aided (NDA)
frequency detection algorithm discussed in SecBd@first to find an estimaté of the
frequency offset in the received signal. We used this fraqueffset to counter-rotate
the received waveform at an angular frequencRo# before feeding the signal for
timing and phase recovery as already explained in Se&tibrin our discussion here,

we distinguish between two major cases:
1. The frequency offset is much smaller thef¥’; that occurs when a receiver is
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Figure 5.2. Discrete-time implementation of PAM based joint frequency,
timing and phase recovery.

operating in steady-state conditions. In this casmjrg timing and frequency
recovery is possible, in which, the timing recovery is dohérat and then ex-

ploited for estimating’ [14].

2. The frequency offset is on the order of the symbol dat&;. This occurs dur-
ing initial acquisition in low-capacity digital radios, mmautical telemetry and
satellite communication systems. In these applicatidregn be reasonably as-
sumed that the data symbols, the carrier phase, and thegtinfarmation all are
unknown. Therefore, reducing the frequency error to a spwitentage of the
symbol rate is always recommended before attempting tanbatier synchro-

nizations.

Figure 5.2 shows the digital implementation of the PAM receiver wjitimt fre-
guency, timing and phase recovery. We base our approacideoing both coherent
and noncoherent cases discussed above in that we apply tAdri@uency recovery
algorithm discussed in Secti@3to the incoming signal to obtain a final estimatby
averagingr over a number of preamble symbols whose lengths can be deeatrny

simulations for different CPM modulation formats. While estting the frequencyy;
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remains closed anél, opened. Once the average estimatg is done the FDD loop
is disconnected by openirtg. This estimate,,, is then used to counter-rotate the re-
ceived signal bri,,,[m] and fed to thgoint timing and phase detector by closifg
The timing and phase estimates are then obtained accomlithge tmethod described
in Section5.1 We observed that accurate timing information can be obthaven in
the presence of a moderate frequency offsét’ to 20% of the symbol rate). This is
not the case with phase recovery. Therefore, we feed thalsogriput from the FDD
block to noncoherent PAM based timing recovery detecti@eulised in Sectio8.2,
thus, avoiding the carrier phase recovery. A good reasortoosing the NDA fre-
qguency recovery algorithm is that it has a relatively lamgklacquisition range on the
order of the symbol rate depending on the variations in CPMuiatidbn. However,
we observe the performance of both coherent and noncohdetdtors under Case 2
and noncoherent CPM/PAM detectors seem to perform muchrlibtte their coher-
ent counterparts. From the implementation perspectigenisximum likelihood based
FDD described in SectioB.3is used and the error signal is obtained as3i3Q. The
raw FDD outpute, [n] is refined into a suitable frequency estimaie] via the update

A

v[n] = v[n— 1] +,¢,[n] which is performed after each symbol indexThe PLLstep
sizeis v, £ % where the constartt,, is obtained from th&-curvecharacteristic of
the FDD.

A comparative study of coherent and noncoherent joint feeqy, timing and phase
recovery algorithms for conventional and various subogtiPAM receivers is pre-

sented in Chaptes for binary and)M -ary CPM schemes.
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Chapter 6

Simulation Results

In this chapter, we present the tracking and BER performaat€PM schemes
and their PAM based counterparts under steady-state camditer the AWGN chan-
nel. In order to compare and contrast the performance diffas between the systems
described here, we do the following:

e Compare the performance variations of binary aneary CPM.

e Study the effects of coherent and noncoherent detection bf.CP

e Observe the important results and provide recommendatmaaitably replace

conventional CPM systems with reduced-complexity PAM basastems.

6.1 Joint Timing and Phase Recovery Performance of PAM Based
Receivers Under No Carrier Frequency Offsets
We now present a comprehensive comparative study gbthetiming and phase
recovery of the existing conventional CPM receivers and gopgsed PAM based

receivers of binary and/-ary CPM systems. We assume that there is no extra “jitter”

present because of the Doppler shiftin the channel or thtadscinstabilities between
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transmitter and receiver.

6.1.1 Binary GMSK: M =2, L =4,h=1/2

We first discuss the binary GMSK scheme with = 2, L = 4, h = 1/2 and
B = 1/4, which is popularly known as “Gaussian MSK” and is the motatascheme
used for the seccond generation mobile (GSM) system, firstdonced in Europe. The
optimal PAM based detector for this scheme hastate trellis and a bank &f
MFs/pulses. There are a number of reduced-complexity PAs&daetector config-
urations that are possible based on the number of PAM pulsesh@ose (See Ap-
pendixC.1). We select al-state coherent detector withi = 2 that uses a bank of
IK| = |Kreo| = |Keeo| = 2 MFs/pulses and also works fokreo| = [Keeo| = 1
pulse. We then compare its detection and tracking efficeento that of the conven-
tional CPM scheme. We also use noncoherent detectors witlastonfigurations for
conventional and PAM based CPMs for comparison. In this exangnd in all the
subsequent examples in this chapter, we select the tentnision delay) asl.

Figure 6.1 and Figure6.2 show S-curves for PAM-TED and PAM-PED for this
detector obtained by computer simulations. Analyticalregpions of the S-curves are
also given in A.1) and A.4). The S-curves are shown properly marked on the figure
for various PAM pulses. The curves indicate that the TED d®lRED lock onto
the correct timing and phasing instantséat= 0 and atdy = 0 respectively. The
results from computer simulations for tdecision-directeadase also conform with the
corresponding analytical (data-aided) expressions. detfme, however, thdecision-
directedcase is the intended implementation. Both analytical andsecdirected S-
curves match near the zero-crossings as shown in the figieesote that the decision-

directed S-curve for the TED is periodic with the peribd and therefore, has stable
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Figure 6.1. S-Curves for the TED. The modulation scheme is GMSK
(M=2,L=4,h=1/2andB = 1/4).

lock points whery, equals an integer multiple &f,. For the PED, the stable lock
points are the evenly distributedpoints along a unit circle and with a perigd The
performance of the decision-directed TED breaks dow, approaches half-integer
multiples of 7, or ¢, approaches half-distance on the circle between two cotigecu
phase lock points, due to unreliable tentative decisioisimthe VA.

In Figure6.3, we compare theormalized timing error variancef the TED for the
conventional CPM and the PAM based implementations. We astgare cases with
2 pulses and pulse in the PAM based TED for coherent and noncoherent titgtec
The coherent TEDs show better tracking accuracy compartieetooncoherent TEDs
in the fact that they operate very close to the practical tdveeind of MCRB(). We

also observe that the tracking accuracy of the reduced-lexiypPAM-TEDs are very
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Figure 6.2. S-Curves for the PED. The modulation scheme is GMSK
(M=2,L=4,h=1/2andB = 1/4).

much comparable to the original implementation of the catieeal TED. Also, the
performance of all the reduced-complexity configurati@guite good for small values
of Es/N, but at large values df’;/ N, it appears to deviate from the MCRB(which is
due to the internal noise generated by the DD algorithm. éretample considered, the
relative ranking between the reduced-complexity TED camégons often fluctuates
depending on the operating rangeff/ N, although, for the most part, the TED with
2 pulses offer better tracking performance than the TED wiphilse.

Next, in Figure6.4, we compare th@hase error variancef the PED for conven-
tional CPM and the PAM based implementations. Like with th®T®#e also consider
cases with2 pulses and pulse in the PAM based PEDs for comparisons. We observe

that, for lower values of,/N,, the tracking performance of the reduced-complexity
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Figure 6.3. MCRB vs. normalized timing error variances for the TED.
The modulation scheme is GMSKA = 2, L. = 4, h = 1/2, B = 1/4) with
BTy =1x 1073,

PEDs are comparable to the conventional CPM PED. At relgtikedher values of
E /Ny, however, it deviates further away from the MCRB(ue to the internal noise
generated by the DD algorithm. Here, we use only a first-oRldr for phase acqui-
sition and tracking. In this example, both the reduced-derity PED configurations
offer similar tracking performance over the operating enfF~; / N.
Lastly, in Figure6.5, we compare the BER for the conventional CPM and the PAM

based configurations. The coherent conventional CPM redeasgthe lowest BER and

is the same as the theoretical BER for this scheme for AWGN darirhe conven-
tional noncoherent CPM receiver is the next best: operatirhg about0.2 dB off the

coherent receiver at a probability of error of—*. Reduced-complexity PAM based
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Figure 6.4. MCRB vs. phase error variances for the PED. The modulation
scheme is GMSKN = 2, L = 4, h = 1/2, B = 1/4) with ByT; =
1x 1072

coherent receivers witfC| = |Kep| = 2 MFs/pulses show good BER and withirb
dB of the theoretical value at a given probability of errast with |K.ep| = 1 pulse,

we obtain about @ dB worse performance in BER. This is due to rapid deterioration

of the timing tracking efficiency withC.¢,| = 1, especially for higheFE /Nj.

6.1.2 M-ary CPM: M =4, h =1/4,2RC

In our seccond example, we discuss the quaternary CPM schémeliv= 4,
h = 1/4 and2RC. The optimal PAM based detector for this scheme requitésstate
trellis and a bank ofl2 MFs/pulses. Out of a number of reduced-complexity PAM

based detector configurations that could be chosen (Seendpp€.2), we select a
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Figure 6.5. Theoretical BER vs. BER obtained for various conventional
and PAM based implementaions of the GMSK modulation schéve=(2,
L=4,h=1/2,B=1/4) with B,Ty =1 x 1072 andByTs = 1 x 1072,

4-state coherent detector witli = 1 that uses a bank dfC| = |Krep| = |Kpeo| =

2 MFs/pulses and, also, can be made to work|f6fe,| = |Keen| = 1 pulse. We
then compare their detection and tracking efficienciesab dhthe conventional CPM
scheme. Also, noncoherent detectors are considered fquarason.

Figure6.6and Figures.7 show S-curves for PAM-TED and PAM-PED respectively
for this detector obtained from computer simulations. s tase, the second and third
PAM pulses for this CPM scheme have relatively large ampditLas seen in Figuf@.2,
their absence withtC.¢,| = 1 has resulted in lowering the amplitude of the S-curve for
the TED. The curves indicate that the TED and the PED lock th@aorrect timing and

phasing instants @t = 0 andd, = 0 respectively. We note that the decision-directed
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Figure 6.6. S-Curves for the TED. The modulation scheme is Quaternary
CPM (M =4,L =2,h=1/4).

S-curves for the TEDs are periodic with the perifid and therefore have stable lock
points wher,. equals an integer multiple @f.. For the PEDs, the stable lock points are
the evenly distributed points along a unit circle and with a perigd The simulated
S-curves show that the performance of the decision-dideTiED breaks down as.
approache%Ts. The breakdown causes additional zero crossing points pasiitive
slope at%TS and%Ts. These additional points are false lock points. This is intast
with the binary GMSK scheme discussed earlier where no sohiended lock point
is created. Thereforé/-ary partial response CPM systems suffer from the problem of
false lock.

In Figure 6.8, we first compare the normalized timing error variance of TE®

for conventional CPM and the PAM based implementations. Caghs2 pulses and
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Figure 6.7. S-Curves for the PED. The modulation scheme is Quaternary
CPM (M =4,L =2,h=1/4).

1 pulse in the PAM based TED for coherent and noncoherent tileiecare consid-
ered for comparison. The coherent TEDs show better trac&owyracy compared
to the noncoherent TEDs by operating very close to the madower limits of the

MCRB(7). We also observe that the tracking accuracy of the redaoetplexity TEDs

are very much comparable to the original implementationhef ¢conventional CPM
TED. Also, the tracking performance of all the reduced-claxipy configurations are
quite good for small values df, /Ny, but, at higher values df; / Ny, they deviate from
the MCRB() due to the internal noise in the DD algorithm. In this exaenfor the co-

herent case, the relative ranking between the reducedieaityoTED configurations
often fluctuates depending on the operating range,@fV, but in general a TED with

2 pulses offers similar or better tracking performance whamgared to a TED with
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Figure 6.8. MCRB vs. normalized timing error variances for the TED. The
modulation scheme is CPM{ = 4, 2RC,h = 1/4) with B, T, = 1 x1073.

pulse. This is readily visible for the noncoherent case,rliee2 pulse TED offers a
slightly better tracking performance than thpulse TED, especially for highe?, /Nj.

Both noncoherent PAM based TEDs operate atidot2 dB away from the MCRBX).

Next, in Figure6.9, we compare the phase error variance of the PED for the con-

ventional CPM and the PAM based implementations. We also ecenpases witk2
pulses and pulse in the PAM based PEDs for coherent detections. We wob#eat the
tracking accuracy of the reduced complexity PEDs are verghraomparable to the
original implementation of the conventional CPM PED, esakcior lower values of
E,/Ny. At large values of?; /N, it deviates further away from the MCR®B(which is

due to the internal noise generated by the DD algorithm. Wel@yonly a first-order

PLL for phase acquisition and tracking in this case also.his ¢xample, the relative
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Figure 6.9. MCRB vs. phase error variances for the PED. The modulation
scheme is CPMN/ = 4, 2RC,h = 1/4) with BT, = 1 x 1072,

ranking between the reduced-complexity PED configuratodtes fluctuate depending
on the operating range di;/N,. The PED withl pulse offer slightly better tracking
performance than the PED withpulses which is in contrast with the corresponding
TED cases.

Finally, we compare the bit error rates shown in Figare0for the conventional
CPM and the PAM based configurations. The coherent convexiti@®M receiver has
the lowest BER and is similar or slightly worse in most partrestheoretical BER for
this scheme for AWGN channel. The conventional noncoherei &Reiver comes
next; operating only within about5 dB off the coherent receiver at a probability of
error of 10~%. The reduced-complexity PAM based receivers all show gooR Bid

vary within 1 dB of the theoretical value at a given probability of error.e Wbotice
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A comparative study of the results we found in this chaptemaw summerized in

They show that, for a givelv;/ Ny, the PAM based receiver performance is com-
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Figure 6.10. Theoretical BER vs. BER obtained for various conventional
and PAM based implementations of the CPM scheime+£ 4, 2RC, h =
1/4) with B, Ty, =1 x 1072 andByTs = 1 x 1072,

a performance improvement here for the detector wighulse TED compared to the

GMSK modulation observed previously.

6.1.3 Observation Summary

Table6.1and Tables.2

parable to that of the conventional CPM receiver for difféMdf pulse and trellis con-
figurations. We also observe that though the tracking vaeedar timing operates very

close to the MCRB for most of the inpiit; /N, range, such is not the case with phase
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Table 6.1. BER and Tracking Error Variance performance comparison For
GMSK with an inputE; /Ny of 10 dB in AWGN channel.

Modulation Error Variancet) | Error Variancef) BER
Coherent (C) CPM 821 x 1077 0.25 x 1072 2.55 x 102
CPAM [Kreo| = [Koeo| =2 | 825 x 1077 0.85 x 107° 254 x 1072
CPAM |Krep| = |Kpeo| = 1 8.39 x 107° 0.85 x 1073 | 40.25 x 104
Noncoherent (NC) CPM 8.41 x 107° N/A 3.05 x 10~*
NCPAM [Kreo| = 2 9.57 x 107° N/A 3.25 x 1074
NCPAM | K| = 1 1x10°4 N/A 40.25 x 1074

Table 6.2. BER and Error Tracking Variance performance comparison for
a4-ary CPM with an inputf; /Ny of 10 dB in AWGN channel.

Modulation Error Variancet) | Error Variancef) BER
Coherent (C) CPM 2.84 x 1074 1.01 x 1073 0.95 x 1074
CPAM [Kreo| = [Kpeo| =2 | 2.88 x 1071 1.23x 103 [0.94x 1077
CPAM |Krep| = |Kpeo| = 1 3.48 x 1071 9.86 x 10~* ] 0.97 x 10~*
Noncoherent (NC) CPM | 3.57 x 10~* N/A 1.15 x 10~*
NCPAM |Krgp| = 2 5.57 x 107* N/A 1.25 x 10~*
NCPAM |Krep| =1 5.61 x 107 N/A 3.85 x 1074

as it starts to deviate about halfway through the inpytVy range. Also, interestingly,
the |Crep| = 2 PAM based system seem to have worse phase tracking efficieany
the|Crep| = 1 pulse PAM receiver. However, the BER is not affected by a largeunt

by this relative lack of efficiency in phase tracking. Both emdnt PAM receivers pro-
vide BERs close to the theoretical valuelof * for the inputE, /N, = 10 dB as seen

from the table.

6.2 Perfomance of PAM Based Receivers Under Large Frequency
Offsets
We again present a comprehensive comparative study of teengxconventional

CPM and PAM based receivers of binary andary CPM systems under the assump-

tion that there is a large frequency offset on the order otmbol rate present due to
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the Doppler shift in the channel or the oscillator instadi@$ between transmitter and
receiver.

In Section5.2, we explained why coherent detection in the presence ofge lar
frequency offset can be quite difficult. In this section, watually show the results
of the PAM based coherent and noncoherent detection undege tarrier frequency
offset. For coherent detection, we keep the phase PLL secalet as the second-order
PLL is suitable in situations where there is a small carneg@iency offset. However,
after the frequency recovery, the residual frequency oifsthe carrier is still around
2% to 3% of the symbol rate. The results obtained through simulatimonfirm that
coherent detection is not suitable for symbol recovery utalge frequency offsets,
even with the initial frequency recovery. This is due to &aggror in phase acquisition
under the presence of frequency offsets. Simulations shaty any frequency offset
of more than 10~*7, causes phase PLL to loose the lock. The timing lock, however
still remains attainable. Therefore, it is more feasablege noncoherent detection.
Another reason behind opting for the noncoherent deteditirat, it is usually inferior
to its coherent counterpart (under no frequency offset itimm) by only aboutl dB to

2 dB in terms of error tracking and BER performances as we hawersin Sectiort. 1

6.2.1 Binary GMSK Under a Large Frequency Offset: M =2, L =4,h =1/2

We first apply the NDA PAM based frequency recovery algorittemthe binary
GMSK scheme with\/ = 2, L=4, andh = 1/2 and B = 1/4. By simulation we found
that, only keeping a single MF pulse is sufficient for the FD&3aribed in SectioB.3
We also use a delay and multiply based FDD scheme for CPM teslan [20] and use
it in the conventional CPM receiver for comparing the perfante against the PAM

based CPM receivers.
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Figure 6.11. S-Curves for the FDD. The modulation scheme is GMSK
(M=2,L=4,h=1/2,B=1/4).

Figure6.11shows that the S-curve of the PAM based FDD has a lock poirgrat z
and no false lock points which is true for any NDA scheme. \¥e abserve that the S-
curve is linear within about0.35 of the symbol rate which is quite a large lock range.
Out of a number of reduced-complexity PAM based detectofigorations, we select
a 4-state detector withil’ = 2 that uses a bank diC| = |Krep| = 2 MFs/pulses and
|K+en| = 1 pulse respectively and then compare their detection aokiitrgefficiencies
with that of the conventional noncoherent CPM scheme.

Figure6.12shows the normalized timing error variances of the noncaitePAM
based and conventional CPM detectors. We seldestate PAM based detector with
L’ = 2 that uses a bank diC| = |Kre| = 2 MFs/pulses andCrep| = 1 pulse

respectively and then compare their detection and tradadiiicjencies with that of the
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Figure 6.12. MCRB vs. normalized timing error variances for the TED.
The modulation scheme is GMSKA{ = 2, L = 4, h = 1/2, B = 1/4) with
BTy =1x 1073,

conventional noncoherent CPM scheme.

Figure6.13shows the frequency error variances of the NDA PAM based ane ¢
ventional CPM detectors. The conventional CPM-FED perforraggmally better than
the PAM-FED.

Figure 6.14 shows the BERs of the PAM based and conventional CPM detectors
under a large frequency offset. The noncoherent conveadtiGRM performs better
than noncoherent PAM withiC| = |Krep| = 2 MFs/pulses andiCrep| = 1 pulse by
about1.7 dB at a BER ofi0~°>. The coherent PAM WithKep| = [Keeo| = 1 pulse,

however, performs the worst.
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Figure 6.13. MCRB vs. normalized frequency error variances for FDD.
The modulation scheme is GMSKA{ = 2, L = 4, h = 1/2, B = 1/4) with
B,Ts =5 x 1073.

6.2.2 Quaternary CPM Under a Large Frequency Offset:M = 4,2RC, h =1/4

We first describe the NDA conventional and PAM based frequeswovery schemes
for the quaternary CPM scheme wiflf = 4, L = 2, andh = 1/2. By simulation
we found that, only keeping a single pulse is sufficient fa BDD described in Sec-
tion 3.3 We also apply one conventional CPM based FDD scheme cit@d]rmahd use
it as a reference to compare the performance against PAMI lmeseoherent receiver
under a large frequency offset.

The S-curves in Figuré.15show that the PAM S-curve has only one lock point at
zero and no false lock points which is true for any NDA schemés also observed

that the S-curve is linear within aboit7 of the symbol time with is quite a large lock
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Figure 6.14. Theoretical BER vs. BER obtained for various conventional
and PAM based implementaions with the initial carrier frequency recov-
ery.The modulation scheme is GMSR/(= 2, L =4, B =1/4h = 1/2)

with B, Ts = 1 x 103 andB, T = 5 x 1073.

range. Out of a number of reduced-complexity PAM based t@teonfigurations, we
select al-state detector witth’ = 1 that uses a bank ¢K| = |Krep| = 2 MF/pulses and
|Kren| = 1 pulse respectively. We then compare their detection acilitrg efficiencies
to that of the conventional noncoherent CPM scheme.

Figure 6.16 shows that the noncoherent CPM-TED and PAM-TED offer much
lower tracking variances than their corresponding cohtezeanterparts. Figuré.17
shows that the conventional CPM-FED performs better tharP&id-TED but both
perform far away from the MCRB.

We simulate the coherent conventional CPM and PAM basedragataeder a large
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Figure 6.15. S-Curves for the FDD. The modulation schemelisary
CPM (M = 4,2RC,h = 1/4).

frequency offset condition and they provide much worse BE&htthe noncoherent
schemes as seen from Fig@d8 This is due to inadequate phase tracking under even
a small amount of frequency offset. The carrier phase istdtea lot more by the

introduction of the frequency offset as compared to the syriiming.

6.2.3 Observation Summary

We summarize a comparative study of the results we foundisnsiéction in the
following tables.

Table 6.3 and 6.4 show that for a given inpuf’;/N,, the PAM based receivers
with various MF/TED pulse and trellis configurations are pamable in performance

to the conventional CPM receivers for noncoherent deteciibe results also indicate
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Figure 6.16. MCRB vs. normalized timing error variances for the TED.
The modulation scheme &/-ary CPM (M = 4, 2RC, h = 1/4) with

B.T,=1x1073.

Table 6.3. BER and Variance performance comparison for GMSK with an
input Es /Ny of 10 dB in AWGN channel.

Modulation Error Variancef) | Error Variancey) BER
Noncoherent (NC) CPM  1.21 x 10~* 2.5 x 107* 8.15 x 107*
NCPAM |Kqgp| = 1 1x1074 1.5 x 1073 43.5 x 10~*

a marked degradation in the system performance in the presanlarge frequency

offsets. The FDD algorithm, although has a relatively higbek range and does not

require being driven by decisions or actual data, it inteetuenough jitter due to its

noisy tracking process that, it affects the noncoherernesyperformance by as much

as3 dB.
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Figure 6.17. MCRB vs. normalized frequency error variances for the
FDD. The modulation scheme &-ary CPM (M = 4, 2RC, h = 1/4)
with B, T = 1 x 1073.

Table 6.4. BER and Variance performance comparison fof-ary CPM
for an inputE, /Ny of 10 dB in AWGN channel.

Modulation Error Variancef) | Error Variancey) BER
Noncoherent (NC) CPM  5.41 x 10~ 1.96 x 10~* 4.57 x 107*
NCPAM |Krep| =1 7.31 x 107° 1.73 x 1073 6.75 x 10~*
Coherent (C) CPM 9.56 x 107° 1.96 x 10~* 5.07 x 1073
CPAM [Krgp| = 1 1.93 x 1071 1.73x 1073 2.13 x 1072

6.3 Key Points and Recommendations

Based upon the simulation results presented in this chapgeran infer that
e PAM based reduced-complexity CPM detectors provide veryldaxking char-

acteristics under no carrier frequency offset.
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Figure 6.18. Theoretical BER vs. BER obtained for various conventional
and PAM based implementaions with the initial carrier frequency recovery.
The modulation scheme &/-ary CPM (M = 4, 2RC, h = 1/4) with
B,Ts =1x 1073 andB,Ts = 5 x 1073,

e Coherent and noncoherent detection can be done based on Fed detectors.
The noncoherent detectors are worse by aBaR in BER under all practical require-
ments and under no frequency offset condition.

e With a frequency offsets on the orderisf* of the symbol rate, the performance
of PAM based detectors does not suffer deterioration ingesfitiracking accuracy and
BER.

e With the carrier frequency offset on the order of the symladér noncoherent
detection outperforms coherent detection in terms of trecccuracy and BER.

e Frequency detectors are non-data-aided, thereby causstagiaely large residual
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frequency jitter which can be further removed by methodsudised in [14], if coherent
detection is used. However, noncoherent detection allovikdr simplification of the
receiver structure by alleviating the need for a secondestdgrequency recovery,
although more investigation on this is required.

e Algorithms discussed in this thesis are simple to implenagt comparable in
performance to conventional CPMs. They reduce the complekihe CPM receivers
and have good timing, phase and frequency synchronizatioponents making them

an alternative option for commercial cost-effective reees.
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Chapter 7

Timing False Lock Recovery with

M-ary CPM

So far, we have discussed and compared simulation resultsoth conventional
and PAM based receivers under the steady-state conditiorthid chapter, we con-
centrate on the acquisition characteristic of the syndhess. We propose a suitable
solution to a common problem during acquisition, i.e., thisd lock problem. This is

another important contribution of this thesis.

7.1 False Lock with No Frequency Offset

Under no carrier frequency offset, the steady-state eswdicated very good track-
ing performance for both conventional and PAM based syntheos. However, the
acquisition behavior may be different for them. In fact,ahde found by simulation
that, depending on the modulation format, the timing angfase synchronizers get
into false locks which was earlier described in [12]. Thip@ns only with)M -ary

partial response formats. A simple explanation for theefédgk is that the decision-
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Table 7.1. BER and Variance performance comparisodbfary CPM un-
der spurious lock with inpul/s /Ny = 12 dB.

Metric Value by Simulation Theoretical
BER 0.2808 0
Timing Variance|  0.5007 x 1073 0.0511 x 1073

Phase Variance 0.0397 0.0006

directed timing and phase recovery use ML method to find tb&tion of the maximum
of (5.2 and 6.3 in the (7, 4, ) plane with the assumption that a reliable estimate of the
data sequenc& is available from the VA. It appears that the functions whtwody try to
maximize are not monotonic (increasing or decreasing) andequently have several
local peaks along with one global maximum. Spurious or fadsks occur when the
algorithm tends to settle on one of the local peaks from thimirronditions. This can
be analogically related to a marble on top of a convex side @mifraed floor that has
several concave structures. When the marble is moved affibthe its unstable posi-
tion, it tries to go to the closest minimum point on the suefaegardless of whether
it is a local minimum or the global minimum. A case of this @alsck problem was
shown in [12] for a quaternar3RC CPM scheme with a modulation indexiof2 and

is reproduced here for illustration purpose.

Figure7.1shows a situation of occurrence of a spurious lock. The jneistimate
gets locked onto a value ef0.35 and phase wanders around a value-af6 radians.
Typical values of the BER, timing and phase variances undefalke lock situation
are shown in Tabl&.1

Table 7.1 shows that under a spurious lock the system has fairly higmg and
phase tracking variances and its BER is aboi#, which shows poor system perfor-
mance. In [12], a non data aided “auxiliary” lock detectoemployed. While it does
detect a false lock and removes it, it has some distinct dés@dges: it is slow, noisier

due to its NDA nature and has a longer acquisition time.
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Figure 7.1. Timing and Phase estimates fbf = 4, 3RC, h = 1/2 with
B, T, =5x 1073 andByT, = 5 x 1072,

In this thesis, we observe a simple solution to the false f[mdblem. The vari-
able lengths of the PAM based matched filters impart extraidtian” to the system
whereby any false lock, if occurs, can be eventually removEus is promising be-
cause the proposed receiver does not use any additionatdookery circuitry and is
suitable for use with faster decision-directed algorithriairing several simulations
runs it is observed that, a noncoherent synchronizer with 6TED pulse does very
well to keep the system from falling into a false lock. Al&qyulse coherent and non-
coherent synchronizers do reasonably well. This can bhbuttd to lower peaks at the
false lock points for the PAM based TED system as compardtktodnventional CPM
based system as shown in Figut These lower peaks and lesser slopes, combined

with the internal noise in the algorithm due to varied MF ldvsg help drive the system

62



15 T T T T T
Coherent CPM
....... Noncoherent PAM |KFED|:2

1+ Noncoherent PAM |KFED|:1

Amplitude

N ) U Y S S S
-1.5 -1 -0.5 0 0.5

Normalized Timing Offset (6T/TS)

15

[ERY

Figure 7.2. S-curves of the noncoherent CPM and the PAM based TEDs.

out of the false lock. In our simulations, we focus mainly e honcoherent PAM
based TED withl pulse as this provides the best result.

From Figurer.2it is observed that the noncoherent PAM based systemwithD
pulse has the lowest slope around the false lock points ansecuiently, the largest
step size. Therefore, its probability of getting out of arspus lock is more than the
other TEDs shown in the figure. With the conventional CPM-T&® run a simulation
of 100000 times and plot the lock acquisition time distribution. Rigi.3 shows that
there is a large number of cases, represented by the sdiicaVisection at the end of
the figure, where the conventional CPM system is unable tosezdoom false locks
and therefore, is unsuitable for use.

In the PAM based system shown in Figutd, the simulation is run independently
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Figure 7.3. False lock trials (noncohereitpulse TED) forM = 4, 3RC,
h=1/2andBT, =5 x 1073.

100000 times and the lock acquisition time distribution is plottdtl appears similar

to an exponential distribution with mean lock acquisitiosirp is within about700
symbol periods. In comparison to the conventional CPM schéhege are very few
cases where the PAM based system is unable to avoid the &ake In particular,
only 30 cases out of th@é00000 independent trials, the system was unable to recover
from the false lock; thus providing a very low false lock pabidity of 0.03%. The
situation gets worse a little as we increase the inpytV,. The PAM based system
shows).089% false lock at an inpuf, / NV, of 20 dB, still, much better than the conven-
tional CPM system under similar condition. The result vanmsutely across different
modulations schemes. We found, by simulation that, foreallizable CPM schemes,

the PAM based noncoherent single pulse TED guaranteesrifiagpaurious lock will
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Figure 7.4. False lock trials (noncohereitpulse TED) forM = 4, 3RC,
h=1/2andBT, =5 x 1073.

be removed, or, at least the probability of false lock willdmfined to a negligible
amount. Compared to a similar conventional CPM scheme, thisitgge improvement
in the acquisition performance. Therefore, our approaciwshhat, a simple reduced-
complexity PAM based noncoherent single pulse TED systenieamployed without
any extra circuitry for guaranteed performance improvenmeterms of the spurious

lock removal, when compared to a similar conventional CPMesth

7.2 False Lock Under a Large Carrier Frequency Offset

While discussing joint frequency, timing and phase recowe§hapters, we men-

tioned that after the frequency lock is achieved, the irglemoise of the NDA frequency
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acquisition algorithm introduces a residual frequencgetfthat can not be completely
removed from the signal before it is fed to the timing and pHab synchronizers. The
small frequency offset introduces extra noise in the systéanch helps reduce further
the false lock probability. Returning to the marble analdfg additional noise pre-
vents the marble from settling easily in local minima andmately helps it find the
global minimum. Simulation results with various CPM scheroesfirm our predic-
tion. Interestingly, in the presence of a smalli(to 3% of the symbol rate) frequency
offset, conventional CPM receivers in noncoherent modeoparequally well to their
PAM based single TED counterparts when it comes to avoidiegfdélse lock. But,
overall, in a complete tracking environment where the incgnirequency, phase and
timing information are unknown to the receiver, our PAM lthegodel ensures a very
low probability of false locks, as shown in Talie2

Figure7.5presents a comparison of timing lock acquisitions in theg@nee of a fre-
guency offset for conventional CPM and PAM based noncoheeeeivers with single
TED pulse. Compared to Figured discussed in the previous section, the conventional
CPM system does provide a comparable performance againBddihased system.
We did 100000 independent trial runs with a frequency offset of abbut 102 of the
symbol rate and found no false lock occurrences for botheatwnal and PAM based
systems. Therefore, a small frequency offset appears temoldgh extra noise to both
the systems so that, it helps them avoid false locks.

We summarize the results discussed in Secfidrand in Sectiory.2in the follow-
ing Table7.2

Table7.2shows that, the solution to the false lock problem lies initibernal noise
in the system itself! we observe that there are little or neeféocks if we use a nonco-

herent single pulse PAM-TED receiver. Introduction of a Britaquency offset ben-
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Figure 7.5. False lock trials (noncohereitpulse TED) forM = 4, 3RC,
h=1/2andB, Ty =5 x 1073.

efits both CPM and PAM based system in the fact that, both sgséeenow able to
act without getting into spurious locks. So, in generalusti-complexity PAM based
receivers produce consistent performance under falsedoct#itions with or without
carrier frequency offsets. We conclude this chapter bytpajrout the fact that a trade-
off exists between the choice of the PAM pulses in the TED #hdbility to recover
from false lock during acquisition. A single pulse TED is betien avoiding a false
lock is of prime importance, whereas2aulse TED provides slightly better tracking

accuracy and BER.
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Table 7.2. Performance comparison - timing lock recovéry = 4, 3RC,
h =1/2andB,T; = 5 x 1072 under false lock.

No Frequency Offset | NC conventional NC PAM |Krep| = 1
No. of Simulations 10° 10°
No. of False locks 10° 30
False lock probability 1 0.0003
Lock state No lock Consistent over no. of symbols
Small Frequency Offset NC conventional NC PAM |Krep| = 1
No. of Simulations 10° 10°
No. of False locks 0.0 0.0
False lock probability 0.0 0.0
Lock state Consistent 1 or 2 momentary loss
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Chapter 8

Conclusions and Future Work

We have shown how the PAM representations of binary as wéll a8y CPMs can
be applied to the problem g¢dint carrier frequency, carrier phase and symbol timing
recovery for reduced-complexity CPMs in general. We havesid@ed formulations
for joint operation of PAM based TEDs and PEDs, and also ma@ted FDDs to an-
alyze and compare their performances under various ofsetitons in timing, phase
and frequency. From the simulation results it is confirmexd the PAM based CPM
receivers provided a comparable performance against nbowal CPM receivers and
proved to be a better choice where there is a possibility afisps locks. We also
have analyzed the possibility of noncohrerent detectiortfe PAM based receivers
have shown superiority over their coherent counterpartrmthere is a large carrier
frequency offset present. Therefore, this thesis considéirpossible signal recov-
ery scenarios for CPM transmission over AWGN channel and gesvimportanjoint
synchrozation components for recovering carrier frequesyambol timing and carrier
phase of the signal that have been missing up to this point.

The future work will include looking into the possibility foncoherent detection

and eliminate the need for a second frequency offset syn@eowhich is used to
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further improve the frquency recovery of the signal. A conagige study of system
performance with out the second synchronizer is essentadgtermining the effective-
ness of the solution.

There is also a possibiity of looking further into the falsek recovery solution we
proposed and try out various combinations of PAM pulsesédfdbe system recovers
from it completly without the need of any extra lock detectéior example, having
a single pulse noncoherent TED during initial acquisitidrtiee symbol timing and
reverting to a two-pulse noncoherent TED when the timing Iscacquired, could
improve the acquisition and tracking performance of therestetectors greatly.

Finally, the performance of the proposed algorithms haug baen described in
AWGN channel where the channel frequency response remanssacd over the entire
transmission length. The behavior of fleent synchronizers under steady-state as well
as acquisition stages can be further explored for fadingroéla and provide a detailed

understanding of the algorithms under the most practicasicerations.
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Appendix A

Calculation of S-Curves

In this appendix, we present some useful derivations antemgntation method-

ologies for the S-curves we discussed previously in Sedti@n

A.1 Timing S-Curve

We now give a derivation in fair detail of the S-curve for tiraihg TED assuming
that, we know the transmitted symbol sequeacg.e. thedata-aidedcase).

To proceed, we make use of the fact that, the S-curve deatsathl the difference
between original and estimates and use the substititiea 7 — 7 to replacer, with

7 = 0 to further simplify the analysis. Insertin@.14), (3.12, and the derivative
of (3.6) into (4.13 we obtain

S(8,) = —\/%E{ Re{ 57}.

We next insert the received signal ), into the above expression. Since noise is con-

(TL+Dk)Ts

>t |

keKeD nTs

r(t)gk(t—nTs)dt}

sidered to be independent of the data symbols, we can fustimgalify to obtain the
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following expression

2 9=0 i=| 27 | —Dy+1 (A1)

Agr(n—1)g,(t — 67 — iT5) g (t — nTy) dt

where

Agr(n —i) £ E{bgb; . }

is the real-valued cross-correlation function of the psesyginbols and is given in
closed-form in [3]. The limits for the summation oare| x| denotes the largest integer

value ofx not exceeding:.

A.2 Phase S-Curve

As mentioned previously, the S-cur$gd,) determines the loop acquisition proper-
ties of the phase PLL. This is defined as the expectation ctedpunder the assumption
of correct decision and a fixed known value of phase offget 0 — 0. To further sim-

plify the analysis we assunte= 0. Then from3.2Q we have
/Es Es * _—j0,
S((Sg) = ?SE{en‘ég} = ?SE {lm [keg xkjib,me J 0] ‘69} (A2)

Substituting2.7into 3.15and from3.6 we express;, ;b ; as

el% (A.3)

Tp,iby; = [ Z membz,ipm,k(i —n)T

melpep 1

wherep,, » = g (t) ® gr(—t). Assuming noise and data symbol are uncorrelated
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and therfore independent (Gaussian noise), expectatiam taf the noise, becomes

Zero.

S(dg) = \/%lm{ D7D Awkli = n)pmil(i - n)TS]eﬁe} (A.4)

JEKpep kEKPenr N

where

App(i—n) = E {bmnb};l}

A.3 General Guidelines for Simulating the S-Curve

The following are a few important steps to simulate an S-ewsing MATLAB or

other simulation tools.

1. Open the loop filter and run the detectors described asd-&ly Figure3.2and
Figure3.3with known offsets in the corresponding signal attributed discard

the noise introduced in the channel (AWGN).
2. Accumulate the errors from the TED, PED output after egohb®| index.

3. Assuming the error generation process is wide sensersaayi (WSS), obtain the

average of the errors over the total received symbol length.
4. Follow stepd to 3 for another known timing or phase offset.

5. Finally, plot the average error against the correspandifset for the selected

range.
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Appendix B
Performing Digital Synchronizations

B.1 Digital Sample Interpolation

The problem of timing correction for synchronous samplimgow addressed. We
used linear interpolation discussed in [18] to produce Byouized samples based on
the timing estimate obtained from the timing PLL after eveyynbol time. A linear
interpolation algorithm is illustrated in Figui 1 The received discrete-time signal is
sampled at a higher sample ratecalled the over-sampling factor. Ideally, we would
like the sampling pulses to be issued at the instants &+ + 7 for every symbol index
k. Therefore, we have to computékt, ) from the available samples of the received
signalr(nT") by a technique called “interpolation”. Assuming theh interpolated
sample is between sample&:7’) andr((n + 1)7'), the sample index is callek-th
basepoint index; denoted by(k)T'. The time instankt,, is some fractionr (k)T of
a sample time greater than(k)7" that satisfies the condition < 7(k) < 1 and is
defined byr (k)T = kt,, — m(k)T. To produce the samples at the desired instanhts
samples of(nT') are recreated at intervals,, .

Linear interpolation is practically performed from a pietge polynomial inter-
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m(k -1) m(k) m(k +1)

Figure B.1. Linear interpolation overview: relationships between the exact
time instantt,,, sample time T, base-point index(k) and fractional time-
delay7 (k)

polation model. With this model, the discrete-time wavefas approximated by the

polynomial of order m and samplediat kt,, as

7 (kty) & By (kty)™ + Bp—y (kt,)™ 1 -+ hy(kt,) + hg (B.1)

The polynomial or the FIR filter coefficients,, are obtained easily using a first-order

piecewise polynomial approximation, so tliail is reduced to

r(kty) ~ hy(kty) + ho (B.2)

Therefore, the desired samples at the instaris:t,, are computed from

r((m(k) + 7(k))T) = hi((m(k) + 7(k))T) + ho (B.3)
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Figure B.2. Digital integration of phase
The coefficientd; andh, are computed from the equation descried in [18, p. 465, é4] 8.

r(m(k)T) _ r(m(k)T) 1 N hy (B.4)
r((m(k) +1)T) r((m(k) +1)T) 1 ho

Solving forh; andhg and substituing their values inBx3 we obtain

which is the equation of a linear interpolator.

B.2 Digital Integration of Phase

We discuss here the algorithm for derivation of integratigeration on the phase
®(nT') described in SectioB.3 To do that, we first divide the intervdiT, < t <
(k + 1)Ts into N sub-intervals of lengti” = 7,/N as shown inB.2. The digital

integration is performed over a subintervdl <t < (n + 1)T yielding

O [(n+1)T) = ®(nT) 4 27(kT)T,/N (B.6)

The above equation involves two indexes: A sample indexd a symbol index.
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From FigureB.2 they are related by = int(). where intm) represents the largest
integer not exceedingu. Practically, to limit the overflow while computind3(6),

modulo2 is taken. ThereforeH.6) is expressed as

® [(n+ 1)T] = ®(nT) + 275(kT)T,/N mod2r (B.7)
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Appendix C

Laurent Decomposition of CPM and

Approximation of the PAM pulses

In this chapter, we present tlheurentdecomposition of CPM pulses used in this
thesis to explain th@int frequency, timing and phase recovery algorithms and false

lock recovery forM -ary CPMs.

C.1 Binary GMSK System with Gaussian PulsesM = 2, h = 1/2,
L=4

In this case, Laurent decomposition with= 4 will give Q7 (2F — 1) = 8 PAM
pulses according to [3], wher@ = 2L — 1 and P = log,(M).

Figure C.1 shows that out of thes& pulses only pulse marked gg(¢) and g, (¢)
have significant energies. Therefore, we select @BAM pulses for using as the
matched filter responses. For TED, PED and FDD however we @actonly gy ()

without degrading the acquisition and tracking perfornesioo much.
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Figure C.1. Laurent decomposition of binary GMSK withl = 2, L = 4
andh =1/2

C.2 M-ary Partial Response System with\/ =4, h = 1/4, 2RC

We now have, after the Laurent decompositigH; (27 — 1) = 12 PAM pulses
according to [3], wher€) = 2& — 1 and P = log,(M).

FigureC.2shows that, out of these pulses, only3 pulses, marked ag (), g1(¢)
and g, (t) have significant energies. To reduce the MF pulse requireiehis case,
we select only2 PAM pulses for using as the matched filter response. Whiletete
the pulses, we observe that,(t) and g,(¢) have almost the same energy. We use a
simple average of these two similar energy pulses for thergb&F response. We

select onlyg(t) for the error detection pupose.
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Figure C.2. Laurent decomposition of the quaternary CPM with= 4,
L=2andh=1/4

C.3 M-ary Partial Response System with\/ =4, h = 1/2, 3RC

We now have, after the Laurent decompositigH; (27 — 1) = 12 PAM pulses
according to [3], wher€) = 2& — 1 and P = log,(M).

This case is different than the previous two as the Lauretm@osition generates
a product of two binary signals with modulation indexg and1. As we know that
Laurent decomposition doesn’t work for integer modulatindexes, so we use the
method described in [5]. So instead®f (27 — 1) = 48 predicted by Laurent, actually
we getl7 PAM pulses.

FigureC.3shows that, out of theskr pulses, only3 pulses, marked ag (), g1(¢)
andg,(t) have significant energies. For the reduced MF pulse reqeméim this case,
we take only2 PAM pulses for using as the matched filter response. We al&e mate
of the fact thatg, (¢) andg,(t) have comparable energies than other low energy pulses.

Therefore, we use a simple average of these two energy pladsése second MF
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2
Normalized Time t/T

Figure C.3. Laurentdecomposition of the quaternary CPM with M=4, L=3
and h=1/2

response. Again, for the TED, the PED and the FDD, selectig @ () is sufficient
in most cases. In fact, as this scheme ¥ ary partial-response, selecting omjy(t)
for the error detectors is beneficial in avoiding the falseklproblem mentioned in

Chapter?.
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