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ABSTRACT

Knowledge of glacial ice temperature profiles is import@nthe study of
glaciology. Currently, the only method of obtaining ice temperatuoélgs is by
drilling ice cores, which is a long and arduous process. Fortunatelpenetrating
radar can be used to obtain temperature profiles without the nemdaufres. A radar
technique incorporating common mid-point geometries is presented feunmggice
temperature. However, in order for this technique to work, accurateaéss of the
far-zone antenna gain within glacial ice are necessary. Clyrresammercial
electromagnetics software packages utilizing the finite e@dmmethod (FEM) are
used by academia and industry to accurately characterizenaste free space, and
near finite dielectric and conductive materials. Unfortunatdtgse commercial
packages are incapable of accurately determining the farammeena gain near a
dielectric half-space such as glacial ice. Thereforeglieeghis problem, a routine for
determining the far-zone gain of an antenna located near gleeialas developed,
which utilizes an FEM package in conjunction with a near-to-&dfiransformation
(NFFT). Additionally, glacial ice imposes another complication ttmeding far-
zone antenna gain: the dielectric constant is a function of depth.fdieetke far-
zone antenna gain within glacial ice changes as a function of deetto increased
ray bending resulting from refraction. To solve this problem, the gecnoptics
technique (GO) was used to propagate the far-zone antenna gain detenitivie
the relatively shallow upper region of glacial ice, dubbed thasigaazone, to any
depth within glacial ice. Results are presented showing thatethsique is capable
of accurately determining the far-zone gain at any depth wgtanial ice for an
arbitrary antenna located near glacial ice. Additionally, resuk presented showing
that with the aid of this numerical antenna gain estimation safvieg-penetrating

radar can be used to determine glacial ice temperature profiles gith.de
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CHAPTER 1: Introduction

Figure 1.1 — Ice-Penetrating Radar System

1.1 Motivation

Glaciers play an integral role in the global climate. They hold the magrit
Earth’s fresh water, have played a key role in shaping much of the Earthtsesurfa
and provide a record of past climate conditions. In addition, glaciers are of ever
increasing interest due to the onset of global climate change, sincésssiemnsider
the glacial mass balance to be an indicator of future trends in climate ¢Bahge
Additionally, due to the vast amount of fresh water encompassing glaciakeiess s
particularly those in Antarctica and Greenland, rapidly melting gecruld cause
dramatic increases in sea levels, inundating coastal areas. Scrantigts are
required to fully understand the interaction between glaciers and the glotatecli
However, scientists are currently lacking the accurate data aegésproduce such
models, and the understanding of many aspects of glaciers remains poor [31].

One particularly powerful technique for obtaining accurate data pertaming t
glacial ice is radar remote-sensing, hereafter called ice-péingtradar (Figure 1.1).

Currently, ice-penetrating radar is used to map bed conditions, surfaceams)dind
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internal layers of glacial ice, allowing such calculations as ic&nb&s and annual
snow accumulation. However, with accurate knowledge of the far-zone antenna
radiation pattern within glacial ice, the full power of ice-penetrataatar can be
utilized. With this knowledge, the attenuation as a function of depth can be accurately
determined. Then, since it is directly related to attenuation, temperaturerasion
of depth can be obtained.

Glacial ice temperature profiles are invaluable to the study of glaanel
climate. In particular, “ice temperature is important for a variegladial processes,
including glacial flow, meltwater drainage, and subglacial erosion anditepgds
[31]. Currently however, obtaining ice temperature profiles is a long andudtiffic
process, since it requires the drilling of ice cores, a process that candekéoye
complete. The ability to use ice-penetrating radar in obtaining tempepatdiles
would eliminate the need for drilling ice cores to obtain temperature measiiseme
This would make temperature profiles much easier to obtain over much broader areas
of the Antarctica and Arctic ice sheets, which should greatly improve tecscof
studying glaciers and climate. Next, the proposed radar set-up for measeri

temperature is presented.

1.2 Radar Set-Up for Attenuation Profiling

The proposed radar set-up for determining glacial ice attenuation as aruncti
of depth involves placement of both transmit and receive antennas directly on the ice-
cap surface in common midpoint (CMP) geometry. Two separate CMP confaggrati
are utilized to achieve two separate signals off of each resolution layea$2stjown
in Figure 1.2. The resolution layer shown in Figure 1.2 is 100 meters, and indicates
the depth-range for which a single attenuation value is obtained. Also, the use of two
separate CMP configurations is desirable since it reduces some of thaintiesrt

associated with attenuation profile extraction [32].

-11-



Separation N

Separation |

Layer 2 | N / Layer 2

Layer N l \/ Layer N
(b)

Figure 1.2— Bistatic-Radar Common Midpoint Configurations

(a) Configuration 1 — Fixed Separation (b) Configuration 2 — Fixed Incident Angle

In the first CMP configuration shown in Figure 1.2(a), the antennas aresset at
fixed distance from each other. A 50 m separation was used in this case. Signals are
returned from each resolution layer at this fixed antenna separation atndiffere
incident angles. In the second CMP configuration shown in Figure 1.2(b), the antenna
separation is varied so as to maintain a fixed incident and reflected anvgéebdhe
antennas and the resolution layer of interest.

Figure 1.2 displays the rays traveling between each antenna as propiagating
a straight line. In reality, these rays are continuously refracteddewa normal
direction with increasing depth. Therefore, in order to accurately deteicrine
attenuation as a function of depth, the effect of refraction as a function of depth must
be incorporated in the estimation of far-zone antenna gain.

In order to indicate the necessity of accurate far-zone antenna gainiestimat
in accurately determining ice attenuation, the radar range equation in tdoss of

[32], L (attenuation), and based on CMP geometry is presented below

L -RC4T,, Eq. 1.1
P87 Ry

-12-



The parameterB; andP; are the power received and transmitted which are accurately
known. Also,R is the range to the target which is determined by the round-trip transit

time of the radar signal. Additionally,. . is the internal ice specular reflection

ice

coefficient which can be assumed to be -80 dB. However, any uncertainties

associated witl",, are eliminated through use of the two combined radar CMP

configurations (see Chapter 4). Therefore, the only unknown in Equation 1.1 required
in determining the losk is the antenna gaf@. Equation 1.1 assumes the transmit

and receive antennas are identical, which is the case for the two proposed CMP
geometries.

One proposed radar system for determining glacial ice attenuation as a
function of depth is the wideband bi-static ice depth sounder designed by David
Dunson [12]. The key system parameters associated with this radar are outlined in
Table 1.1. The parameters shown in Table 1.1 are used in producing the simulated

attenuation results shown in Chapter 5.

Table 1.1- Radar System Key Parameters

Parameters Values
Fadar Type Pulse Compression, Coherent Recetver
TH & B Antenna Gain idB
Chirp Frequency Range 120 MHez to 300 MHz
Tratstnithing Power 200 W
Eecerver Moise Figure 2dB
Fulse Duration 1 Pz or 10 s
Equivalent Eecetver Notse Temperature 255 K

1.3 The Importance of Predicting Antenna Gain

As shown in Section 1.2, accurate predictions of antenna gain are required in

order to accurately measure glacial ice attenuation. For most antennesnitiia
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simple task. Due to the complexity of most modern antennas (and other electronic
devices), their analysis does not lead to closed form solutions of Maxveglisi@ns.
Therefore, numerical methods for approximating these solutions while maintaining
engineering accuracy is required [39]. A number of numerical techniquescexist f
approximating solutions to Maxwell’'s equations, each of which differ in the way they
discretize the problem from the continuous domain. One means of categorizing these
techniques is to separate them into those based on partial differential equation
formulations, and those based on integrodifferential equation formulations.

The two most popular techniques within the partial differential equation
category are the finite difference (FD) and finite element method JFERher of
these techniques can be exploited in the time or frequency domain. However, FD is
usually exploited in the time domain, and called the FDTD (finite-differenoe: ti
domain) technique [26]. Both of these techniques are similar in that they directly
solve for the near-zone electric and magnetic fields within a finite solyiames
Also, since both of these techniques solve for fields within a finite space, boundary
conditions and hybrid methods are required for analyzing open structures to transform
the infinite region to a finite one [39]. Although both the FDTD and FEM techniques
are well-suited for arbitrary and versatile materials and geomeirnids;onsidered
computational efficient, the FEM is considered to be slightly superior to th®HDT
these categories [39]. In particular, the FEM technique is much bettsnt funit
arbitrary geometries than the FDTD [7].

The most popular technique within the integrodifferential equation category is
the method of moments (MoM) [19]. Rather than solving directly for the fieldsrwithi
a finite solution space, as with the FEM and FDTD techniques, the MoM works by
determining the currents on individual segments of the antenna structutiagesul
from the antenna excitation [19]. Also, unlike the FEM and FDTD techniques, the
MoM is best suited for open structures [39]. Therefore, the MoM can directly
determine far-zone patterns in an open region without the requirement of hybrid

techniques. Two major drawbacks of the MoM however, are its inability to analyze
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problems of arbitrary materials (i.e. dielectrics) or geometries. Babugh the

MoM is not generally well-suited for antennas that contain dielectrics, some
formulations, such as the Numerical Electromagnetic Code (NEC) [8] can mioglel w
antennas on or near a dielectric half-space, and provide far-zone patternshatthin t
half-space using a near-to-far-field transformation. Although glamakia dielectric

half-space, it presents other difficulties discussed in the next section.

1.4 Complications in Determining Antenna Gain within
Glacial Ice

Glacial ice significantly alters the gain pattern of antennasvelat their
free-space counterparts. The alteration is initially caused by thétpatynof ice
being greater than that of free space, leading to increased radiatiaoial gle
relative to the free-space pattern. This initial alteration of the gdiarp can be
determined by modeling the antenna above an infinite dielectric half-speeevath
a dielectric constant equal to that at the ice surface.

In reality, the dielectric constant of glacial ice is not constant, but sesea
with increasing depth to a maximum value, which is that of pure ice. This delectr
constant gradient is caused by increasing pressure with depth yieldingessattr
density with depth, which is related to the dielectric constant. Therefore, thg energ
propagating from the antenna within glacial ice is continuously refraciedds the
normal with increasing depth, which further modifies the far-zone antenna gain.

West and Demarest [46] handled the problems associated with determining
far-zone antenna gain within glacial ice for simple wire antennas. Thdyhs&EC
in conjunction with geometric optics ray tracing (GO) to develop a two-stajdhy
technique for finding the far-zone gain of wire-type antennas mounted on or near
glacial ice with depth-dependant density profiles. Due to the depth-dependatyt densi
profile of glacial ice, the hybrid technique was required. The NEC code wdgas

calculate the electromagnetic fields within the upper-surface of théhea, GO was
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used to calculate the antenna gain increase over the antenna gain determined in the
upper-surface of the ice, resulting form the focusing effect of the ice densiie.

The MoM-GO technique proposed by West and Demarest proved useful for
wire-type antennas mounted above glacial ice. But, due to the inability ofalvetd/
analyze complex materials and geometries, the MoM is unsuitable for auggtlyei
complex antennas often used in modern ice-penetrating radars. Therefdnejquiec
capable of analyzing modern complex antennas, as well as dealing with the
complicated material properties of glacial ice is required, which iepied next.

1.5 A Solution for Determining Far-Zone Antenna Gain in
Glacial Ice

Accurate far-zone antenna gain estimations are required in order to elycurat
measure ice attenuation as a function of depth. However, from Section 1.4, it is
apparent that glacial ice complicates the far-zone gain estimatidmthgiexception
of the MoM-GO technique, none of the previously discussed antenna analysis
techniques are capable of dealing with the far-zone gain altering effegésiaf ice.
However, the MoM-GO technique is only capable of modeling simple wire-type
antennas above glacial ice. Therefore, a technique capable of handling both
complicated antennas and the gain-altering effects of glacial iequged.

As discussed in Section 1.3, the FEM technique is the best at handling
complicated structures, but on its own is incapable of modeling infinite structures
such as an antenna in the presence of a glacial ice. In order to analyimegadia
structures in the presence of a very large problem domain using rigorous methods
such as FEM, it is necessary to use hybrid techniques [13]. In fact even in the
presence of an infinite homogeneous background, the commercial FEM code HFSS
requires the combination of FEM and an NFFT (near-to-far-field tranatam)

algorithm to determine far-zone fields. However, electrically large imige@meous
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backgrounds are more difficult and each specific problem requires its own technique
[9, 13, 24, and 45].

| Near-Zone

IFEM
Air Region

__________ 1 lce with Constant
NFFT . Density Relative to
‘A uasi-Far-Zone Wavelength

lce with Depth-

o Far-Zone Varying Density
Relative to
Wavelength

Bedrock
Figure 1.3— The Three Field Regions

In this thesis, a solution is presented for determining the far-zone gain of
antennas mounted at or near the surface of glacial ice. This technique handles the
difficulties of analyzing complex antennas, as well as the gain-modifyopegies
of glacial ice. The electric and magnetic fields radiated by th@aaseare divided
into three regions: the near-zone, the quasi-far zone, and the far-zone. Shown in
Figure 1.3 are the three regions, along with the respective technique used to
determine the fields in that regions. The near-zone fields are determinedhasing
FEM code HFSS. A dual-dielectric NFFT algorithm is used to solve the problem of
the antenna being mounted above a half-space of ice. Then, a GO algorithm [46] is
used to account for the depth-varying dielectric constant of the ice. Using the
combined FEM-NFFT-GO algorithm, the far-zone antenna pattern at any depth
within glacial ice can be determined.
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1.6 Thesis Organization

The overall goal of this work is to determine the ice attenuation, and thus ice
temperature, at any depth within glacial ice from radar returns. As statadysly,
precise knowledge of the far-zone antenna gain is necessary to accletaetyirte
the radar signal attenuation at each depth. Therefore, the majority of thisswork i
devoted to determination of the far-zone antenna gain. A three-part hybridjteehni
was developed to determine the far-zone antenna gain, involving FEM, a near-to-fa
field transformation (NFFT), and GO. FEM modeling using HFSS is discussed on its
own in Chapter 2. Next, the FEM-NFFT-GO hybrid technique is discussed in Chapter
3. Results from both the FEM-NFFT and combined FEM-NFFT-GO technique are
presented in Chapter 4. The proposed technique for determining temperature from
radar returns and simulated results are discussed in Chapter 5. Finally, Chapter 6
discusses conclusions and future work. A full derivation of the dual-dielectric NFFT
routine is presented in Appendix A. Also, the code used to implement the FEM-
NFFT-GO routine is discussed in Appendix B. The code used for performing ice

temperature extraction simulations in presented in Appendix C.
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CHAPTER 2: Antenna Analysis Using HFSS

Full characterization of radar systems requires antenna analysis. @ee of t
most popular antenna analysis tools is the commercial software Ansoft HF88gAm
other things, it is useful for determining input impedance, scattering paransetd
both near-zone and far-zone antenna patterns in free space. The code directly solves
for the electric and magnetic near-zone field values in a solution space surrounding
the geometry of interest (Figure 2.1) using the finite element method (FBkI). T
FEM is discussed in Section 2.1. Since field values determined within the solution
space are often still in the near-zone, a near-to-far-field transiom{&atFFT),
performed in post-processing, is necessary to determine the free-spawecfdield
values. Free-space antenna modeling using HFSS is presented in Section 2.2, and the
HFSS NFFT for obtaining free-space far-zone field values is presentedionS2a.

With some modeling adjustments, HFSS can also be used to determine near-
zone parameters for antennas located above glacial ice. Unfortunatebadons
discussed in Section 2.4, the HFSS NFFT can not be used to transform these near-

zone field values to the far-zone.

2.1 The Finite Element Method

The finite element method is a useful tool for solving vector electromagnetic
wave equation boundary problems for complex radiating structures. Within a given
solution space surrounding the radiating structure of interest, the FEM [39] code
solves the 3D vector wave equations with given boundary conditions for a finite
number of 3D elements, often tetrahedrons, which fill the solution space. Due to the
relative accuracy and speed of the FEM for a variety of radiating sead0], the
method has found much commercial success in products such as Ansoft'HFSS

(high frequency structure simulator), a product often used by the Center foreRemot
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Sensing of Ice Sheets (CRESIS) for modeling antennas radiating in foee bpaiee
space, the software provides accurate values for scattering parasnet@nput
impedance. Also, through the use of a near-to-far-field transformation, HFSS is
capable of generating far-zone radiation patterns in free-space. Addytiche to
the software’s ability to model an arbitrary variety of materials, ¢apable of
accurately calculating near-field parameters for radiatingtstes located above
glacial ice. However, even with the many post-processing features &,HiS
incapable of accurately determining far-zone radiation patterns for astuated
above a dielectric half-space such as glacial ice.

Although it is possible to have multiple materials within the softwareitefi
solution space, it is impossible to model multiple materials outside of theosoluti
space. When enclosing the solution space with any of the available boundary
conditions (usually radiating boundary conditions are used), the code assumes the
medium outside of the solution space is a homogeneous medium of the users choice.
Therefore, since a dielectric half-space is infinite relative to trenaat it is
impossible to determine the far-zone radiation pattern of antennas located near a
dielectric half-space, such as glacial ice.

Even though HFSS is incapable of determining far-field radiation patterns for
antennas located near a dielectric half-space, it is still capable ahdetey accurate
electric and magnetic near-field values, provided the modeled dielecttiarme
within the solution space is large enough relative to the antenna. Therefore, &FSS ¢
be utilized in determining the electric and magnetic near-field valuesy; step in

solving the overall far-zone antenna gain determination problem.

2.2 Free-Space Antenna Modeling

When modeling antennas in free-space (or any homogeneous medium) with

HFSS, the antenna is embedded in a finite solution space in which the wave equation
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derived from the differential form of Maxwell’'s Equations is solved. In additon t
other parameters, the size and material properties of the solution space wusgquir
specification. Other parameters requiring using specification are bourwtaditions,
port excitation, and solution set-up. Each of these specification requirements are

discussed next.

2.2.1 The Solution Space

The antenna being modeled is embedded in the solution space and enclosed
by a solution box as shown in Figure 2.1. The user can specify the solution space to
have any material properties, including such parameters as permittivityeadahty,
and loss tangent. Even anisotropic materials can be modeled in HFSS. Also, the
solution space can be set to any geometry and size, but analysis time Iy lchkesct
to the size of the solution space. Usually, the solution space is rectangtiia, wi

minimum size of a quarter wavelength at the frequency of interest [21].

Solution Box w/ Radiating
“Far-zone E and H fields” Boundary Conditions

/

“Near-zone E and H fields”

Homogeneous Global

; . A/4 Minimum
Material Environment

+ >

Antenna

Material Medium (usually
free-space)

Figure 2.1- Generic HFSS Modeling
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2.2.2 Boundary Conditions

Due to discontinuities associated with the finite solution space, boundary
conditions are required. This is because the fields are discontinuous along the
boundaries, so the spatial derivatives can not be calculated directly. Therefore, use
specified boundary conditions are used to define the field behavior at the solution
space boundaries [21].

For the case of a structure open to infinite space, two different types of
boundaries are often utilized: radiation and PML (perfectly matched layer)
boundaries. Although implemented differently, both radiation and PML boundaries
achieve the same end result: making a finite solution space behave agéf it we
infinite. However, only radiation boundaries are discussed here, since due to ease of
implementation, they are used more frequently. Figure 2.1 shows a generic HFSS
simulation setup, utilizing a radiation boundary.

Radiation boundary conditions are also referred to as absorbing boundary
conditions since the “system absorbs the wave at the radiation boundary, essentially
ballooning the boundary infinitely far away form the structure and into space” [21].
Therefore, the radiation boundary is non-reflecting and enables a finitetepace

treated as an infinite space.

2.2.3 Port Excitation

When using HFSS, antenna feeds are modeled as ports. A port is “a unique
type of boundary condition that allows energy to flow into and out of a structure”
[21]. HFSS uses an arbitrary port solver to determine the natural modes thatstan exi
inside of a transmission structure having the same cross section as the paypdsv
of ports are used in HFSS: wave ports and lumped ports.

With wave ports, the port is assumed to be connected to an infinitely long

waveguide having the same cross-section and properties as the port. The wave port
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solver determines the characteristic impedance, complex propagatiomtonsta
associated s-parameters of the port, and supports multiple modes. By default, the
outer edge of a wave port is defined to have a “Perfect E boundary,” meaning that the
port is enclosed inside of a perfect conductor, such as a waveguide. The perfect E
boundary forces the electric field to be perpendicular to the boundary surface.
Additionally, wave ports must always be directly connected to the solution box
boundary, and lie on a planar surface. When specifying a wave port, the port location
must overlap a 3-dimensional object. Figure 2.2 shows a picture of a waveport
feeding a coaxial line. Also shown in Figure 2.2 is an integration line, which defines

the positive direction at each port.

Waveport

Integration Line ™|

Figure 2.2 — Waveport Usage in Coax-to-Stripline HFS Model

Lumped ports are used for driving sources internal to the solution box
boundary. Unlike wave ports, lumped ports only support a single mode (TEM) and
can be considered to be an ideal current source. Also, lumped ports use a perfect E
boundary only along port edges that interface with conductors. All other edges of the

port utilize “Perfect H boundaries,” which force the electric field to bgeatal to
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the port surface. When defining a lumped port, one specifies a 2-dimensione surfa
for the feed input, and defines an integration line, which is simply the direction of the
current on that surface. Also, the characteristic impedance of the port isexpecifi

Figure 2.3 shows a picture of a lumped port for feeding a dipole antenna.

i
Dipole Lumped Port
(a)

Integration Line Lumped Port

(b)
Figure 2.3 — Lumped Port Usage in Dipole HFSS Model
(a) Entire Dipole (b) Zoomed in on Port (Feed)
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2.2.4 Solution Set-Up

The last required specification for analyzing structures using HFSS is the
solution set-up. The minimum items required in the solution set-up are the solution
frequency, maximum number of adaptive passes, and the parameter Delta S. The
maximum number of adaptive passes and Delta S are both features of the adaptive
solution process of HFSS.

HFSS uses adaptive meshing to analyze structures, where the mesh is a grid of
tetrahedrons. Adaptive meshing works by searching for the largest gradidress-
field throughout a region in the solution box, and adjusting the mesh accordingly with
each subsequent adaptive pass. With each adaptive pass, HFSS compares the S-
parameters from the current pass to those of the previous pass. If the maximum
change in the S-parameters has changed by less than the user-defiree®, Dt
the maximum number of adaptive passes has been exceeded, the solution has
converged. The default Delta S setting is 2%, and is recommended as sufficient by
HFSS.

A useful optional input when adding a solution set-up is the frequency sweep,
which allows for results to be determined for a range of frequencies inoadditihe
solution frequency. The converged mesh at the solution frequency is used to solve for

the fields at the frequencies specified in the frequency sweep.

2.3 Far-Zone Field Calculations Using HFSS

The field values determined within the solution space are typically in the near
zone, since the solution box is usually too small for fields to reach the far-zone.
Therefore, HFSS incorporates a NFFT (near-to-far-field transtan)do determine
far-zone field values. In order for HFSS to calculate meaningful far-zeldevilues,

non-reflecting boundaries such as radiation or PML must be specified at the solution

- 25-



box. This allows HFSS to make the finite solution space appear as an infinite one,
since the non-reflecting boundaries absorb all incident radiation. Otherwyse, an
radiation incident on the boundaries would be reflected back, invalidating the near-
zone field values. With this NFFT algorithm, near-zone field values sampled on the

solution space boundary are converted to far-zone field values.

ﬁ Solution Box Solution Box

lE’Hij rE’—I-l"'/—'*"t

- ——p
Antenna Antenna
Pattern Pattern
External to External to
Solution Box Solution Box

(b)

Figure 2.4— Free-Space Equivalence

(a) Original Problem (b) Equivalent Problem

The HFSS NFFT algorithm makes use of the Schelkunoff Equivalence
Principle [18] to replace the complicated geometry and associatedareafigdds
inside the solution box with an equivalent structure that radiates the same far-zone
fields external to the solution box as did the original geometry. Figure 2.4(a) shows
an antenna residing in free-space. This figure shows the solution box surrounding the
antenna on which the near-zone fields were calculated by HFSS, along withtthe (ye
to be determined) far-zone pattern that the antenna radiates external tatiba sol
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box. Figure 2.4(b) shows an electrically equivalent geometry. Here themgdiat
source (antenna) within the sampling surface is removed, and electric andimmagnet

surface currents are placed on the solution box, with values given by:

J=fAxH Eq. 2.1
M =E xf Eq. 2.2

whereE andH are the electric and magnetic fields originally present on the solution
box surface, respectively, and the unit vedias directed outward from the surface.
According to the Schelkunoff Equivalence Principle [18], these currents gererate t
same fields outside the solution box as did the original radiating structure,rand ze
(null) fields inside the solution box.

X

Figure 2.5 — Geometry for a z-Directed Hertzian Diple

HFSS implements the NFFT by first sampling the electric and magresire
zone fields on the solution box boundary. Then, the near-zone fields are converted to
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equivalent surface currents on a rectangular grid located on the solution box
boundary. Each electric and magnetic current segment behaves as an in&hitesim
(Hertzian) electric and magnetic dipole, respectively which radiaties
homogeneous environment.

The fields radiated by the equivalent currents are calculated using the well-
known fields of a Hertzian dipole, such as the z-directed electric Hertipiale ¢h
Figure 2.5. The electric dipole shown in Figure 2.5 radiates the followingahdta
phi components of the electric field in the far-zone [4]

jknJwlsing o i

E; (0.4)= y

Eqg. 2.3
E;(6,4)=0 Eq. 2.4

wherew and| are the dimensions of the sampled electric cuseutcel, andr is the

distance from the origin to the point of observatidhe observer is assumed to be

located at coordinategsand (] on a sphere located at infinity, which eliminattes

range dependencehat would typically be in the denominator of Etjoa 2.3. Also,

kis the lossless free-space wavenumber given by
k=27f[uce, Eq. 2.5

wheref is the frequency in Hzy, is the free-space magnetic permeability x40’
H/m), ande, is the free-space electric permittivity (8.8540'4F/m). Also,n is the

lossless free-space intrinsic impedance given by

n= |20 Eq. 2.6
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Similarly, a z-directed magnetic current segmenated at the origin radiates
the following theta and phi components of the eiediteld in the far-zone [4]

E) =0 Eq. 2.7
EM _ jknMwl sin49e,jkr Eq. 2.8
’ 4r T
whereM is the magnetic current source magnitude.
2
Grid of electric and Fields radiated by
magnetic surface Jand M
currents 0 Observation
T — VW Point: (4, ¢)

[ [u oo, W.
T )
) Jmlum| oM um /]/ y
I I IM|um|omsm
W

Figure 2.6 — NFFT Superposition from a Single Surfee of Current Segments

Figure 2.6 shows a grid of electric and magnetitage currents] andM on
a single surface. Each current radiates a thgbaigvolarized electric field, described
by Equations 2.3 through 2.8, towards the far-zapservation point at coordinatés
and(]. The total far-zone theta and phi componentb®#lectric field are simply the

superposition of all of the far-zone electric felddiated by the individual current
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segments. For a surface such as that shown iné=i&j@r the total field is calculated

by

E; (6.6)=22[E/(nmO.¢)+ ' (n o ¢)] Eq. 2.10
E; (0.4)=> > [ E/(nmo.¢)+ E' (n Y ¢)] Eq. 2.11

where the indexeld andM represent the number of rows and columns for wtiieh
surface has been discretized into surface curdesutsiM.

2.4 Modeling Antennas above a Half-Space of Glacial Ice

The procedure presented in Sections 2.2 and 2i#fisient to model
radiating structures in free-space or some otherdgeneous medium. However, in
remote sensing of polar ice sheets, antennas eadtata half-space of glacial ice.
This affects all characteristics of the antennduiding its input impedance, near-
zone fields, and far-zone fields. With some modgétidjustments (Section 2.4.1),
near-zone fields and input impedance can stilllitaioed. In fact, these HFSS
modeling adjustments have been routinely perforaet€@RESIS for obtaining the
input impedance of ice-mounted antennas. Howener,far-zone fields can not be
obtained using HFSS alone.

2.4.1 HFSS Modeling Adjustments for Antennas Near Glacial Ice

The process of modeling antennas near a dield@ifespace in HFSS is
similar to the generic modeling described in Sexid.2. However, now, some of the

material representing the half-space must be pladtih the solution box in order to
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model the effects of the half-space on near-zotenaa phenomena. Also, additional
requirements are placed on the size of the sollon which are listed in Table 2.1.
When modeling a dielectric half-space in HFSS sihletion box size must be
increased to at least the minimum size xf@mpared with a minimum size o#

for the homogeneous medium case. Experimental eegdleas shown that this
increase in solution box size is required to obtaiourate near-zone fields. Figure 2.7
displays a generic antenna modeled near a halesgfdace, incorporating the
requirements from Table 2.1. Note that when modeadintennas mounted above a
dielectric half-space, HFSS is capable of detemgj@iccurate near-zone fields, but
not far-zone fields.

Solution Box w/ Radiating

Boundary Conditions
Global Material Environment = Air / Y

“Near-zone E and H fields”
+—— 2. Minimum ———— >

Antenna
Air

lce ‘[

A Minimum

|

Figure 2.7— HFSS Modeling Near a Half-Space

Table 2.1- HFSS Modeling Requirements Near Glacial ice

Boundary Conditions:| Radiating
Square Solution Box Dimension:| 24 minimum
lce Halfspace Dimension:| 4 minimum
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2.4.2 What HFSS Will Let You Do Even Though It Is Incorrect!

Although it is impossible to obtain correct fameoantenna patterns for ice-
mounted antennas using HFSS alone, HFSS will restgort users from trying. As
discussed in Sections 2.2 and 2.3, HFSS can ontgatty perform its NFFT
algorithm into a homogeneous infinite medium, sipediby the global material
environment (GME). Therefore, the NFFT algorithnedi®y HFSS is useless for far-
zone radiation into anything other than a homoges@oedium. That being said,
HFESS will not prevent the user from generating mect far-zone field results.

A theory proposed by an HFSS employee for possibtgining nearly correct
far-zone fields within air or ice involved adjustmef the GME. He suggested that
modeling the antenna above glacial ice, but settisgsSME to air or ice, depending
on the observer’s location, would produce nearlyest far-zone fields within air or
ice, respectively.

The E-plane far-zone fields resulting from suchr@pdure are presented in
Figure 2.8, for an ice-mounted horizontal Hertzigpole. In Figure 2.8(a), the GME
is air, and Figure 2.8(b), the GME is ice. Alsowhan Figure 2.8 is the exact result
[40] for a horizontal Hertzian dipole located abavkalf-space of glacial ice. Both of
the results obtained from HFSS disagree dramatieath the true result, indicating
that true far-zone fields for ice-mounted antercasnot be obtained using HFSS

alone.
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Figure 2.8— Far-Zone E-plane for Horizontal Hertzian Dipole Mounted Above Glacial Ice from
HFSS (dB)
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2.5 HFSS Modeling Summary

In the context of modeling antennas near glacg| lFSS is only useful for
determining near-zone fields and input impedanaed,this requires the modeling
technique discussed in Section 2.4. Also, althddg8S allows the calculation of
far-zone fields, these results are incorrect fernwunted antennas. The inability of
HFSS to determine far-zone fields for ice-mounteianas is due to the HFSS
NFFT only being capable of transforming near-zoekl$ to a homogeneous far-
zone. In order to determine true far-zone fieldsystom NFFT is required, which is
discussed in Chapter 3. In this custom NFFT, ttea-mene fields calculated in HFSS
are sampled and exported to memory. These nearfisbtie are then converted to a
series of equivalent radiating current filamentse NFFT algorithm allows the
currents to radiate essentially in an infinite fegdhice, allowing for the determination

of accurate Green’s functions associated with theeat filaments.
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CHAPTER 3: Far-Zone Field Patterns in Glacial Ice

In order to accurately determine glacial ice terapee profiles from radar
returns, accurate far-zone antenna gain estimaticequired. Typically, far-zone
antenna gain is determined using commercial soéwach as HFSS. However, due
to the complicated properties of glacial ice, thes@mercial software packages are
incapable of determining the far-zone gain forneednted antennas (see Chapter 2).
This chapter presents a new hybrid technique ftardening the far-zone gain of
glacial ice-mounted antennas, which addressesrtidgm by dividing the geometry
into three regions: the near-zone, the quasi-faezand the far-zone. Fields in the
near-zone are determined using the finite elemethod (FEM) via HFSS. In the
guasi-far-zone, which is the region just belowsh&ace of the ice where the
wavefronts are planar, the fields are determinéugues near-to-far-field
transformation (NFFT). In the far-zone, which is tiegion starting just below the
guasi-far-zone and ending at bedrock, fields aterdened using geometric optics
ray tracing (GO). The combined three-part non-tteeshybrid technique is called the
FEM-NFFT-GO technique.

The basic theory of this technique is presentegieiction 3.1. Also, the
practical aspects of the technique, as well agpleeation of the FEM-NFFT-GO

software are presented in Section 3.2.

3.1 Background for the FEM-NFFT-GO Technique

The FEM-NFFT-GO technique involves three steps:REM modeling of the
antenna above the upper layer of glacial ice taialglectric and magnetic near-zone
field values, the transformation (NFFT) from theneone to the quasi-far-zone (a
few wavelengths below the air/ice interface), dmelprojection of the quasi-far-zone
fields to any depth within the non-uniform gladizé (GO). The three regions (near-
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zone, quasi-far-zone, and far-zone) are depicté&digare 3.1, where an antenna is

mounted near an air/ice interface.

I Near-Zone

|FEM
Air Region

__________ 1 lce with Constant
NFFT . Density Relative to
/)_uaz-;l-Far-Zunc Wavelength

Ice with Depth-

co Far-Zone Varying Density
Relative to
Wavelength

Bedrock

Figure 3.1- The Three Field Regions

3.1.1 Far-Zone Fields within Uniform Glacial Ice

The quasi-far-zone, shown in Figure 3.1, is assuimide a relatively uniform
region that is deep enough (a couple wavelengtms the air/ice interface) for fields
within the region at VHF frequencies to be constdgslanar. Far-zone fields in this
region are determined using the FEM-NFFT routinec&the FEM was largely
discussed in Sections 1.3 and Chapter 2, it willogodiscussed here. Also, in Section
2.2, an NFFT for homogeneous backgrounds was disdu3herefore, this section is
primarily devoted to discussing a dual-dielectri€AN algorithm, which is used for
determining far-zone fields in uniform glacial ice.

The dual-dielectric NFFT is more complicated thae HFSS NFFT, since in
addition to utilizing the electromagnetic equivalertheorem; it also utilizes the
electromagnetic reciprocity theorem [18]. Althousfuivalence was discussed in
Section 2.3 for homogeneous backgrounds, it idlprEscussed here in relation to a
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dielectric half-space. The reciprocity theoremnsgque to the dual-dielectric NFFT

and is discussed in detail.

Sampling Surface Sampling Surface

EH | 4n PN
i f A A
EE’HA 5 P oeimoo
. ntenna | | =H-=

v 1

Ir

Ice

Antenna Pattern Antenna Pattern

(@) (b)
Figure 3.2— Equivalence for a Half-Space of Glacial Ice

(a) Original Problem (b) Equivalent Problem

Figure 3.2 shows how the equivalence principlesiduin the dual-dielectric
NFFT. An antenna mounted above a homogeneous redkef ice is shown in
Figure 3.2(a). This figure shows the sampling sigfan which the near-zone fields
were calculated by HFSS, along with the (yet tal&égrmined) quasi-far-zone
pattern radiated by the antenna below the airfiterfiace. Note that in Figure 3.2(a),
the near-zone fields are sampled on a samplingseirfather than the solution box
as is done by the HFSS NFFT algorithm (shown infe@.2(a)). Thus, one major
difference between the HFSS NFFT and the dual-cligteNFFT is the ability to
sample near-zone field values at an arbitrary sagpbcation.

Figure 3.2(b) shows an electrically equivalent getsgnto Figure 3.2(a). Here
the antenna is removed, and electric and magnafiace currents, with values given
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by Equations 2.1 and 2.2, are placed on the sagpbm. As was shown in Section
2.3, the superposition of the fields radiated ksthcurrents generates the same total
electric and magnetic fields outside the sampliog &s did the original radiating
structure, and zero (null) fields inside the sanghbox.

The calculation of the fields radiated by theseaant electric and magnetic
surface currents is straightforward when the bamkgd medium is free space, but
the presence of the air/ice boundary presents a difficult problem. A general
solution involves the decomposition of the sphénizaves emanating from the
currents into a spectrum of plane waves, whoseatdins from and transmission
through the dielectric interface can be determiinech the Fresnel reflection and
transmission coefficients. However, when the obseiwelectrically far from the
boundary (as in the case of the quasi-far-zone)rehiprocity principle can be used
to simplify the analysis [38]. For this case, otilg geometric optics waves — those

obeying Snell’'s law — need be considered.

JS source current
—

A%
Ice
et
7

Observer, test current

Figure 3.3— Reciprocity for a Half-Space of Glacial Ice

Reciprocity states that the response of a systeastiurce is unchanged when

source and observer are interchanged [18]. Fig@rsI®ws this reciprocal
relationship between a source currdptand an observer’s test curreft, where the

observer is assumed to be located in the far-zaoeiple wavelengths from the
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air/ice interface. Fields transmitted by the sownaeent are in black, and those fields
transmitted by the observer’s test current aredh The field transmitted by the
observer’s test current is planar within the vigiraf the air/ice interface, whereas the
field transmitted by the source antenna is noplatar in the vicinity of the air/ice

interface. Therefore, reciprocity can be used s&edbe E, (electric field due to the

source current at the point of observation) in teafthe fieldE, (electric field due to

the observer test current near the air/ice intejfaghich is a plane wave. The
derivation and presentation of these plane wavadtas is presented in Appendix A.
Also, Appendix A provides a thorough descriptioratifthe supplementary formulas
and variable descriptions necessary for codingltla-dielectric NFFT routine.

The total quasi-far-zone electric field at anyrdiobservation anglegand
1 is the superposition of the electric fields raglthby each electric and magnetic
current source along the sampling box, determirnetthé formulas presented in
Appendix A. Recalling that the near-zone field shngpbox is rectangular, there are
six two-dimensional surfaces on which electric araynetic current sources exist.
When the source and observer are in different nmeslithe sum of total parallel and

perpendicular polarized electric fields radiatezhira surface are found by

El (,0.6) =3 [ EL(M no.p)+ El, (M 0 )] Eq. 3.1
E25urf(i,6’,¢)=iZN:[EJ‘E(m, no.¢)+ B, (m nd ¢)| Eq. 3.2

wherei is index representing the surfabéandN are the number of surface currents

in each of the two dimensions of the surface, Bpg,; andEq,, are the parallel

and perpendicular components of the transmittectréddield radiated by the surface
i. When the source and observer are located iratine snedium, the sum of total

parallel and perpendicular polarized electric elddiated from a surface are
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M N

Eeur (1,0,8) =D D [Eje(mnog)+ BEc(mno gl Ey(mw gy B (mag)

- Eqg. 3.3
Ejut (1:0,8)= > > [Efe(mMnog)+ EL(mnd g1+ E,(mw gl E (mnag)
Eq. 3.4

where Egq, and Ejq,, are the parallel and perpendicular componentiseof t

combined incident and reflected electric fieldsagetl by the surface Finally, the
total electric far-fields at each pair of obsergatangles due to the contribution of all
sampled surfaces are

B} (6.0) = 2| Bosur (1.0.9) + B (1:0.9) | EQ. 35
B (6.0) = 2 B (10.9) + B (10.6) =4- 36

Antenna patterns are often presented as gainvestatan isotropic radiator,
which is given by the following expressions

272_ ETOtal 0’ 2
Gy (0,0) =—— (6.9) Eq. 3.7
o
272_ ETOtal 0, 2
G, (0.4)=— (6.9) Eq. 3.8

Mo

wherez, is the intrinsic impedance of the medium contajrtime observer. For

antenna patterns located above the air/ice intertae intrinsic impedance is that of
free-space (370), whereas for antenna patterns located below theainterface,

the intrinsic impedance is that of the upper-layface (280Q)).
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3.1.2 Far-Zone Fields within Non-Uniform Glacial Ice

The non-uniform region of glacial ice, called tlae-£zone, is shown in Figure
3.1. This region extends from the quasi-far-zoneadrock. As shown in Figure 3.1,
rays propagating toward the bedrock are continyaes$tacted towards the normal
direction in this region due to the depth-dependiemisity of glacial ice. This
refractive gain must be accounted for if ice atéimn is to be accurately measured
from radar sounding. Fortunately, the GO (geom«tpitics ray tracing) technique
can be used to determine the refractive gain. 8uie useful, the GO technique
requires knowledge of the density profile caushmgrefractive gain.

Ice core data taken from Greenland and Antarctésee mesulted in empirical
ice density models that agree well with measureditg[3, 10, and 43]. Combining
the empirical ice density model with GO allows floe effect of depth-varying ice
density on the far-zone antenna gain to be detednigince the GO technique
depends on both glacial ice density modeling armunggtric optics, both are presented

in this section.

3.1.2.1Glacial Ice Empirical Density Model

Generally, ice density (and other constitutive pagters) varies as a function
of depth only [20]. Near the surface, the ice teimixed with air bubbles yielding a
density less than that of pure ice [34], wherediesity of pure ic® is 0.92 g/cm
As the depth increases, the pressure due to the ohae above compresses the ice,
thus reducing the volume of the air bubbles uh#l pure ice density is achieved. This
compression occurs for roughly the first 100 metéise. An accurate model for the
ice density is given by the following relation [37]

p=P-Ve¥ Eqg. 3.9
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wherez is the ice depth, andandR are empirical constants. The value$/andR
for Byrd Station in western Antarctica [10] andrfrahe GISP2 [14 and 43] ice core
from Summit Station, Greenland are shown in Table Jhe empirical relationship
of Equation 3.9 using the constants shown in Taldlerovides a coefficient of
determination of over 0.99. Also, presented in FegdiL4 is glacial ice density in
Antarctica and Greenland using Equation 3.9. Ndtie¢ near 100 m in depth, the
density comes very close to that of pure ice. Alstice the subtle differences in
density profile between Byrd Station in Antarctazad Summit Station in Greenland.
This makes it evident that a density profile cqomsling to the exact geographic
location of interest is desirable when using th&/REFFT-GO technique to obtain
the most accurate results.

Table 3.1 -- Ice Density Empirical Constants

Antarctica | Greenland
W 0.h2 0.55
R: -0.033 -0.022

1.0

T

03

Density (g/cm3)

02

oA

0o

0 5 10 15 20 25 30 35 40 45 50 55 gOOBS YO FS 80 85 90 g5 100
Depth (m)

| —— Biyrd Station: Antarctica —+— Summit: Greenland — — Pure Ice Density (0.92 g/cm3) |

Figure 3.4— Glacial Ice Density vs. Depth: Empirical Models
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Also introduced by Robin [37] was the following enigal relationship between the
glacial ice index of refraction and glacial ice digy,

n=1+ap Eqg. 3.10

wherea is equal to 0.854. Recall that for non-magnetidiaethe index of refraction
is related to the dielectric constant via the foilog

n=\s Eq. 3.11

32

5o ///
s / /

» e

N

Ny

[

o 5 10 15 20 25 30 35 40 45 B0 55 60 65 VO OFS B0 85 40 95 100
Depth (m)

| —e— Byrd Station: Antarctica —+— Summit Greenland |

Figure 3.5- Glacial Ice Dielectric Constant vs. Depth: Empiri@al Models

Although the FEM-NFFT portion of the technique (&mplix A) is discussed in terms
of & (dielectric constanthe geometric optics relationships described hexerere
eloquently presented in terms of index of refractidlso, in general, with high
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frequency approximations such as geometric opdéiggracing, the index of refraction
is used. Figure 3.5 shows the relationship betweand depth using Equation 3.10
and 3.11. Notice that in both Antarctica and Graed| the change i with depth
begins to level off near 100 m in depth.

3.1.2.2Geometric Optics Ray Tracing

Although geometric optics ray-tracing is often tgbtof at optical
frequencies, it can also be used at the VHF fregjaerused by ice-penetrating
radars. The key point to consider when applyingmgtac optics is the relation of
size and curvature of wavefronts to wavelength.[36F electromagnetic fields a
couple wavelengths into the upper-ice region {he.quasi-far-zone) can be
considered locally as propagating rays with plamavefronts [46], indicating
essentially no wavefront curvature, and the sizthefwavefront is much larger than
the wavelength. At greater depths, the ice demsiyeases slowly compared to
wavelength for VHF radars, so reflections are maldif25], and the ray paths are
bent increasingly toward the normal direction. Fribkese ray trajectories the antenna
gain at any depth can be determined.

The geometric depiction of ray bending occurrinthim the ice is presented
in Figure 3.6. In Figure 3.6(a), a constant eneayytube extending from a point
source is propagating in a continuous medium, wtiexeay tube energy is focused
on the aredA, at a distanc® from the source. Figure 3.6(b) depicts the caserevh
the mediums refractive index increases gradualtiy depth, and the constant energy
ray tube is focused on the a®, located at the same distarizdérom the source.
The areaA’ in Figure 3.6(b) is less than the ad#ain Figure 3.6(a). Therefore, the
energy per unit area is increased for the caseanluglly increasing dielectric
constant, leading to an increased far-zone antgaiman the medium having the

dielectric constant-gradient.
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(b)
Figure 3.6— Geometric Optics Ray Tracing — Constant Energy Tubs
(a) No Ray Bending (b)Ray Bending [45]

West and Demarest [46] reported the followingtretes for determining the

far-zone antenna gai@(z7 ") as a function of depth and effective look angle

G(zn)= G(r.4)G (27 Eq. 3.12
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whereG, is the quasi-far-zone gain in the upper regionla€igl ice (relative to a
free-space isotropic radiator), which is the restithe FEM-NFFT technique. Also,

Gt is the gain factor improvement due to ray bendiitge effective look anglg: is

given by
n'= tanl(gj Eq. 3.13

wherer’ is the radial distance traveled by the ray begigrit the surface, as shown
in Figure 3.6(b) and is the depth within the ice. From geometric oplt], the gain

improvement factor is given by

2 -
G, (zy)=2__D sz Eq3.14
dA' r.dr cosy
d7o

Here, y, is the angle the ray makes with the normal aslaunched at the surfade,
is the direct distance from the ray location attdegrom the starting location, and
is the angle the ray makes with the normal at apttd The parameteBand ' are

given by

D=4(r)*+2° Eq. 3.15

y':sin‘l[%sinyoj Eq. 3.16
Another key parameter found in Equation 3.14 is

Eq. 3.17

S
r £\/n2(2)+cf ‘
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which is the radial distance traveled by a ray beigig at the surface, whergz) is

the refractive index as a function of depth, and
c=n,siny, Eq. 3.18

As stated in Section 3.1.2.1, glacial ice densitfifes are often described by the

following exponential relationship [37],

p(2) = P-Ve® Eq. 3.19
n(2) =1+ go( 2 Eq. 3.20
where the ice density is now presented as a function of depth.

Making use of the exponential density profile déssat in Equations 3.19 and
3.20, and integrating Equation 3.17 yields theofwlhg result for the radial distance
traveled by a ray at any depth

—C 2NWY+2W+ X

TRW Y e (2/Wy + 2w+ )

Eqg. 3.21

Differentiating Equation 3.21 with respect tg and then integrating with respect to z

yields the following result

dr 1 ¢\ ncos §+W+2c2 &+W+26
—:r'nocos;/o(—+—j+ 0 =25 | 2 2
7o c W

RW N2 J% Eq. 3.22

where,

W=1+2aP+ & P- ¢ Eq. 3.23
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X =(-2a’PV-2aV) & Eq. 3.24

Y=aVe+ X+ W Eq. 3.25
X, =-2aPV-2aV Eq. 3.26
Y, = a&Vi+ X+ W Eqg. 3.27

Although an exponential density profile was assumed inghgation of Equation
3.21 and 3.22, any density profile could be used in catipn with the geometric

optics ray tracing technique. However, this would require eitbmerical calculation

dr .
of r' andd—, or another closed form derivation of these parameters.
Yo

3.2 Using the FEM-NFFT-GO Technique to Determine Far-
Zone Electric Fields

In this section, the practical aspects of running the FEMANEO technique
are presented, as well as some of the practical aspedtguseating the routine.
Regarding the FEM-NFFT procedure, these include near-field sampling,
sampling location, and sampling resolution. Also presented @rtleedure for
actually running the FEM-NFFT-GO routine using Master.mMatlab script. The
Matlab script keeps most of the inner-workings of the routidden from the user,

so these inner-workings are left for Appendix B.

3.2.1 Sampling and Exporting Near-Zone Fields

HFSS has a useful built-in feature called the vector fidutztor. This
allows for the performance of mathematical operations, dsawexportation of data,
on all saved field data in the modeled geometry [22]. Itallsovs for certain types

of data to be imported into HFSS. The Fields Calculator iy/easessed from the
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main HFSS toolbar, by clicking HFSS < Fields < Calculatggufg 3.7 displays the
Fields Calculator window for HFSS v. 10.

Fields Calculator

Named Expressions Contest: The Real CAV-A

Mame | ~ Solution: Setupl : Lastddaptive hd
Mag E MaglitPhase(3n R T |
tag H MagfatPhase(Sm
Mag_Jwal MaglatPhaze[Sm Clear &l Freq 0.214286GHz -
Mag_Jsuf Magl#tPhass(<): Phase Odeg
Complextdag_E tdag(Cmplstd agl<

w
S >
gt | |

Change Y ariable Yalues...

Library: Load Fram... ‘ Save To.. |

CWe: <Hu Hy Hz»
Cvc: <ExEyEz»

Push | Fam Alllp | RiDn | el | Tz | Undo |

Input General Scalar Wectar Output
+ | vee? ¥ | Scal?  # | Vel |
Geometry... | - | 1 | hatl... | Ewval |
Constant ¥ " Paw Mag Wite..
Mumber. .. / ' Dat Expart...
Function | Meg | Trig ¥ | Crozs |
Beom ettings...| sps | wer # | oivg |
Read... | Smoath k) Curl
Complex ¥ Min ¥ Tangent
Dromain | Max * | Normal |
571 | UnitVec ¥ |
Ln
Lag

Figure 3.7— HFSS v. 10 Fields Calculator

For the purposes of this work, only exportation of thetaveCartesian
complex electric and magnetic near zone fields is of inteFag.is easily
accomplished by selecting Quantity < E and then Quantityir<the Fields

Calculator window shown in Figure 3.7, which also showdstlaad H fields added
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to the display. Once the E and H fields have been added teields Calculator
display, they are exported by using the Export commandbgieghin Figure 3.7.
Once the Export command has been pressed, the wiridnwisn Figure 3.8 is
displayed. Exportation of field data requires the specificaifan output file name
(shown aglataOut.txtin Figure 3.8), and the input of ptsfile (shown as
samplingPoints.ptg Figure 3.8), which specifies the three dimensional grid o

which to sample near-zone field data.

()

Export Solution

Output file name:
|dataDul.l>:t [

Grid points on vhich to export

&+ |rput gnd points fromm file

zamplingFoints. pts g
" Calculate grid paints
| R BRI on <]
| o =1 | o =1 | on <]
ok | Cancel |

Figure 3.8— HFSS v. 10 Fields Calculator Export Solution Window

The output data file contains the vector Cartesian electritagnetic near-
zone fields sampled on a grid specified by.fhefile. The output ASCII text file is
in the format specified by Table 3.2, whéreepresents the field value, either E or H.
The ASCII text file is then easily imported by Matlab for fertiprocessing.
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Table 3.2 — HFSS Vector Cartesian Field Value OutguFile Format

Column 1 | Column 2 | Column 3 | Column 4 | Column S | Column 6 | Column 7 | Column 8 | Colunn 9
x-position | y-posttion | z-postion |Eeal[Fz)] | Inag[F )] | Eeal[F ()] | Imag[F ()] | Beal[Fiz)] | Imag[F(z)]

The input.ptsfile contains the list of Cartesian coordinates in three
dimensions on which the near-zone field values are samfihedptsfile extension is
recognized by HFSS as being a “Point File,” which lists pam@artesian
coordinates in the following format shown in Table 3.3.

Table 3.3 — HFSS Points File Format

Column 1| Column 2 | Column 3

X-position | y-position | Z-postion

Fortunately, HFSS also integrates with Microsoft® Visual Ba$Scripting
Edition (VBScript) [23], which eliminates the tediousness e@ased with outputting
data files containing the E and H fields. The VBScript is eisetbt only automate
the process of uploadingtsfiles and outputting data files, but is also used to
determine the relevant HFSS model parameters and geoiftatrefore, when
running the FEM-NFFT-GO routine, the near-zone-field dargps automated and
transparent to the user.

Appendix B describes the Matlab and VBScript code usadtmmate the
near-zone field sampling process. This code includesutipeiting of the relevant
HFSS model parameters and geometry, the generatipiséifes, and the outputting
of the sampled near-zone field values to ASCII text filesttubther processed by
Matlab.

Two important parameters associated with near-zone fieigdlsay are
sampling location and sampling resolution. The sampling locetiamectangular
surface similar to the solution box, and called the samplingTmough a trial of
FEM-NFFT processing, a desirable location for the samplixgaas determined to
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be ¥ the size of the solution box. Therefore, ika@lution box is used, X2
sampling box is used. Results verifying the ideal solution hdxsampling box
dimensions are withheld to the FEM-NFFT results shown ep€n 4, since the
complete FEM-NFFT technique should be presented prioet6EM-NFFT results.
The sampling resolution is specified in terms of the numbpoioits per wavelength.
A reasonable sampling resolution used for much of this vgatk pointsi.

However, as will be shown later with the null field test, oioely, higher
resolution is necessary. The determination of whethertdonee higher resolution

is application specific.

3.2.2 Running the FEM-NFFT-GO Routine

This section describes the procedure necessaryrioimng the FEM-NFFT-

GO routine. This involves running a Matlab script in conjumctigth HFSS.

3.2.2.1 HFSS Requirements

+z

Solution Box

-y Air Ty
Ice

£

Figure 3.9 — HFSS Half-Space Modeling Convention
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In order for HFSS to interface properly with the FEM-NFEO routine,
some modeling and naming conventions are required whdelimg antennas in
HFSS. When modeling ice-mounted antennas in HFSS, thelMattle assumes that
the half-space of ice extends fr@w0 towards negative values nfand the half-
space of air extends from¥0 towards positive values af This is shown in Figure
3.9.

Table 3.4— HFSS Model Naming Conventions

HESS ltem Required Name
Solution Box BoundaryBox

Solution Setup Setup

Due to the VBScript used in automatically sampling the neae-etectric and
magnetic fields, some naming conventions are requirecduftatimg the HFSS model.
These naming conventions are outlined in Table 3.4. Asstisduypreviously, the
“Solution Box” is the box enclosing the solution space, orciwhadiating boundary
conditions are specified. The “Solution Setup” was discuss8éction 2.1, and
“Setupl” is in fact the default name.

The only other requirement of HFSS when running the MNEFT-GO
routine is that the desired HFSS model with solved near{eeidevalues be open
while running the NFFT portion of the routine, which acconmglssthe near-zone
field sampling. Also, only one HFSS model at a time shoeldgen while running

the routine.

3.2.2.2The Master.m Matlab File

In this section, the operation of thaster.mMatlab script file is discussed,
which is the only code with which the user is required tofaxter TheMaster.m
script is divided into three sections: inputs to specify for tBeIfNFFT-GO routine,
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the FEM-NFFT routine, and the GO routine. The way thatdhptss divided allows
for the user to run the FEM-NFFT routine by itself, oramjanction with the GO

routine.

Table 3.5— FEM-NFFT-GO Input Parameters

Input Description Format
the directory containing the raw near-zone
dirln field data string
ptsinput sample points per wavelength integer
the sampling box decrement value for the 4
sDecXY vertical faces real number
the sampling box decrement value for the top
sDecZ Top face real number
the sampling box cecrement value for the
sDecZ Bot bottom face real number
thetalMin the minimum value of observatin angle B degrees
thetalax the maximum value of observatin angle B degrees
numTheta the number of B values desired number
phi the single observation angle @ degrees
el the relative permittivity of the top medium real number
ez the relative permittivity of the bottom medium real number
u1 the relative permeability of the top medium real number
the relative permeability of the bottom
uz2 medium real number
(1) for Antarctica, (2)
location the ice density profile model to use for Greenland
the depth values in meters at which to
zDepth calculate the far-zone gain Matlab vector

There are a total of 15 inputs required for the FEM-N&ET routine, which
are described in Table 3.5. The ingirtn is the directory which contains all of the

intermediate text files for communicating with HFSS, which inctualmong other

things, the text files containing the near-zone electric and etiadield values (see

Section 3.2.1). The inpgtsinputis the sampling resolution in terms of poihts/
described in Section 3.2.1.
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Three of the more complicated input parameters@eeXY sDecZ_ Topand
sDecZ_BatEach of these inputs are used to specify the samplingibe. The
sDecXYinput specifies the reduction in size of the sampling box rel&bithe
solution box in theX andY dimensions. TheDecZ_Topnput specifies the reduction
in size of the sampling box relative to the solution box in tisitige Z dimension.
Finally, thesDecZ_Botnput specifies the reduction in size of the sampling box
relative to the solution box in the negat&eimension. The formulas for determining
the size of the sampling box from the decrement factorasaf@lows

sampBoy, = ( solution box sige2* sDec Eq. 3.28

sampBox = ( solutionbox sire sDecZ TFop sDecZ Eqg. 3.29

wheresampBoxy is the size of the sampling box in wavelengths intlaadY
dimensions andampBoxis the size of the sampling box in wavelengths inZhe
dimension.

The reason for differentiating the sampling box size inkh¢ andz
dimensions has to do with the variability in HFSS antenna madéls discussed in
Section 2.2, waveport excitation requires that the port beectehto the solution
box boundary. If uniform reduction in the sampling boxtre¢ato the solution box
occurred in each dimension, this could cause overlapedfampling box and the
antenna, which may be undesirable. Therefore, the omttaroh-uniform sampling
box size allows for the sampling box to be kept from opgpiteg with the antenna
location, if desired.

The observation angles are specified by four variatiiesgaMin thetaMax
numThetaandphi. Therefore, the far-zone fields determined by the FENFNEO
routine are always computed through a rangéw#lues at a constant valuegof

The material parameters for the dielectric half-spacepa@feed by four
variables. The relative permittivity and relative permeability efupper half-space

(air for purposes of ice-penetrating radar) are spediiyesil andul, respectively.
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For the lower half-space (glacial ice for purposes opeeetrating radar), the
relative permittivity and relative permeability are specifiecBpndu?2,
respectively.

The final two input variables are only relevant for the @@ine. The input
location specifies the empirical constants to use for the glacial iosigenodel (see
Section 3.1.2.1). A value of “1” specifies usage ofAnéarctic empirical constants,
and a value of “2” specifies usage of the Greenlandrerapconstants (see Table
3.1). The last inputDepthis a one-dimensional Matlab row-vector specifying the
various depths in meters, within the ice, at which to deterthaéar-zone electric
field gain.

The FEM-NFFT section of thidatlab.mfunction contains calls to two sub-
functions,Equivalent_CurrentandNFFT. Equivalent_Currentperforms the
sampling of the near-zone electric and magnetic fieldstedconversion to
equivalent surface currents, and basically implements theadepce theorenNFFT
performs the near-to-far-field transformation, and basidgalplements the
reciprocity theorem. Sindéquivalent_Currentss an intermediate step, its outputs
are not listed here. However, the separation of the impletrentd the equivalence
and reciprocity theorems eliminates the need for re-samghléngear-zone electric
and magnetic fields and converting them to equivalent cuueniscessarily.
Descriptions of th&quivalent_Currentsutputs are described in the source code.

The outputs from thBIFFT sub-function are listed in Table 3.6. These outputs
include the observation angles, intrinsic impedances of therynd lower mediums,
and the theta and phi components of the quasi-far-zocteieliéeld in both complex
and magnitude format (relative to an isotropic radiator). viim@blesEthetalNand
EphilN are in magnitude format which is required for input to thefsaction that
performs the GO routine.

The GO section of thBlatlab.mfunction contains a call to the
Gain_Factorsub-routine which implements the geometric-optics ray-tracing

calculations. The outputs Gfain_Factorare listed in Table 3.7. The primary outputs
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of concern aré&thetaADandGphiAD which are the theta and phi components of the
far-zone electric gairGthetaADandGphiAD are 2D matrices that are a function of

the effective look anglaidaPrimein the row dimension, and a functionzaidepthin
the columns dimension.

Table 3.6— FEM-NFFT Output Parameters

Input Description Format
the theta component of the
quasi-far-zone electric field
Etheta versus theta complex values
the phi component of the
quasi-far-zone electric field
Ephi versus theta complex values
the value of theta and phi for
each pair of observation
angleMatrix angles radians

the intrinsic impedance of
N1 the upper medium ohms

the intrinsic impedance of
N2 the lower medium ohms
the theta component of the
quasi-far-zone electric field | magnitude relative to an
EthetalM gain versus theta isotropic radiator

the phi component of the
quasi-far-zone electric field | magnitude relative to an
EphilM gain versus theta isotropic radiator

Table 3.7— GO Output Parameters

Input Description Format
the theta component of the far-zone electric | magnitude relative to an
GthetaAD gain versus effective look angle and depth isotropic radiator
the phi component of the far-zone electric | magnitude relative to an
GphiAD gain versus effective look angle and depth isotropic radiator
aidaPrime the effective look angle radians
Gf the gain factor improvement matrix number
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CHAPTER 4: Far-Zone Field Results for Ice-Mounted
Antennas

Far-zone field results obtained using the FEM-NFFT-GOrtigcies are
presented in this chapter (Section 4.4). But, prior to theggmtation, results
validating the accuracy of the FEM-NFFT routine are predant8ection 4.1. Recall
that the FEM-NFFT procedure is useful on its own for deteng far-zone fields for

antennas mounted above a homogeneous half-space.

4.1 FEM-NFFT Validation Tests

Four tests were performed to validate the FEM-NFFT tectenigr obtaining
the far-zone electric fields above a dielectric half-spake.fifst two of these tests
check the accuracy of the FEM-NFFT routine by compahed=EM-NFFT results
to theoretical predictions. The third test validates the chdinear-zone field
sampling location when using the FEM-NFFT routine. The foieshdetermines
whether or not similar far-zone field results could havenlmtained using HFSS

alone, by substantially increasing the solution box size toaewvavelengths.

4.1.1 The Null Field Test

A null field test was the first devised to validate the FEM-NFIgor&hm. In
this test, a plane wave was incident from a source locatécbim the sampling box.
Figure 4.1(a) depicts the original geometry and the equivgésnnetry is depicted in
Figure 4.1(b). Here, the fields located some distance tihenair/ice interface arg,
andHp, and those near the air/ice interfaceByandH,. In Figure 4.1(b)E; andH,
are sampled and converted to equivalent electric and magoatice currents using

Equations 2.1 and 2.2. According to the equivalenceipt&édhe observer senses the

- B8-



same field€, andH,, meaning thals andMsradiate null fields external to the
sampling box, and the negativefandH,internal to the sampling box. So, the null-
field test involved verifying whether the equivalent curreatiate null-fields

external to the sampling box.

Plane Wave Source Observer in Far-Zone | Plane Wave Source
:: Ey, Hy, Ep, Hy —
—_ —_ — —
v
T
E'h HH A]I’ ‘ Ea Ha 0 | A]_['
Ice M; ? Ice
ey
(@) (b)

Figure 4.1- The Null-Field Test

(a) Original Situation (b) Equivalent Situation

Table 4.1 — The Null-Field Test Cases

Plane Wave | Plane Wave Incident Observation Associated
Test Case | Propagation Incidence Angle Angle (D) Figure
1 ftam ice to air Marmal 0= 80 Figure 3.7(3)
2 from ice to air Obligue 30° s0® Figure 3.71b)
3 from ice to air Dbligue 30° 45° Figure 3.71c)
4 frorn air to ice Ohbligue a0° n° Figure 3.7(d)

Four test cases involving the null-field test were performbdse test cases,
outlined in Table 4.1, involve different combinations of plar&evsource location

(either in air or ice), plane wave angle of incidence,@skrvation or look angle
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For each test case, the electric far-zone fields radiatdtebyquivalent surface
currents produced a noisy response, not at all resembénhgfth plane wave. With
increasing sampling resolution (poiftsdiscussed in Section 3.2.1), the magnitude
of the far-zone radiated fields decreased. In ordbetier quantify the decreasing
electric field magnitude with increasing sampling resolution, angpéing box was
treated as a scatterer with the following radar cross section

o=l Eq. 4.1

where E__, is the maximum value of the electric far-zone field acatiszalues ofé
for a particular look angle. Also, E, . is simply the magnitude of the incident plane

wave, which was 1 V/m. Next, Equation 4.1 was normalizediyiding by the area
of the ice interface, and converted to dB using the following

(01 Ay =1OIog(%J Eq. 4.2

The results of the four test cases are shown in Figlrééte that for test
case 1, only @ component of the electric field was present due to thenaigm
angle ofg= 9, and for test case 2, onlyacomponent of the electric field was
present due to the observation angl®ef0°. In each of these test cases, the amount
of energy scattered by the ice decreased significantlyiméteasing sampling
resolution, reaching nearly -25 dB in each case. Thergtioe FEM-NFFT procedure
passed the null-field test, generating null fields external tsah®pling surface when
a plane wave is incident on the half-space of ice, as didbgtéhe electromagnetic
reciprocity theorem. In each case, a sampling resolutiovebe 10 to 20 ptsivas

required to achieve a normalizeaf -10 dB. As will be shown in the Hertzian dipole
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test, a sampling resolution of only 10 ptss generally adequate for obtaining far-

zone fields.
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Figure 4.2— The Null-Field Test: Four Test Cases
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4.1.2 The Hertzian Dipole Test

Solution Box
Sampling Box ./

Hertzian Dipole

Figure 4.3— Horizontal Hertzian Dipole

The next test of the FEM-NFFT technique was to determint@atfmone
fields of a horizontal Hertzian dipole above a half-spaggafial ice, as shown in
Figure 4.3. The exact result for the far-zone fielda Blertzian dipole above a
dielectric half-space are known and are presented in[pA.to the simplicity of the
Hertzian dipole, the Green’s function [44] can be determaxadtly when the dipole
is located above a dielectric half-space. In fact, thévalgnt source currents
presented earlier and used in the NFFT algorithm are ndblinigertzian dipoles
themselves.

In this test, a horizontal Hertizan (y-directed) dipole was recd&bove a
half-space of ice with a dielectric constant equal to that atéhsurface using HFSS.
Then, the near-zone fields were sampled from HFSS)gutted to Matlab for
NFFT processing. Table 4.2 specifies the parameterspeating the FEM-NFFT
procedure, and obtaining the same results as presenged her
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Table 4.2— Horizontal Hertizan Dipole Test Parameters

g (ice): 1.8
Antenna Height Above Ice: AM10
pts/h: 10
Antenna Length: AM100
Solution Box Size: 2A
Solution Box Type: sguare
Sampling Box Size: M2
Sampling Box Type: square
Ice Layer Size: A

The far-zone field patterns obtained from the FEM-NFFhregie for both
the E-plane and H-plane are shown in Figures 4.4 anadsd.5, respectively. Also
shown in Figures 4.4 and Figures 4.5 are the corregpptigixact” and “Free-Space”
results. The exact results were obtained by using the diogedolution for the far-
zone fields of a Hertzian dipole located above a half-spiagkcial ice. In both
Figures 4.4 and 4.5, it is seen that the FEM-NFFT andtEgaults are virtually
identical, indicating the accuracy of the technique. The ssaafethe Hertzian dipole
test provides confidence in using the FEM-NFFT techniquarfatyzing other
antennas.

Also shown in Figures 4.4 and 4.5 are the free-spaecmofee fields of a
horizontal Hertzian dipole. Comparing the FEM-NFFT (or Exegsults with the
free-space pattern reveals the effect of the ice has darthene pattern. For the E-
plane pattern shown in Figure 4.4, the gain increases withiite and decreases
above the ice by approximately 2 dB. Sidelobes which diegxist in the free-space
pattern occur within the ice. In Figure 4.5, the H-planengha from the isotropic
free-space pattern to a much more directive one with nule atir/ice interface.

Again, the gain within the ice increased by approximately.2 dB
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Figure 4.4— E-Plane of Horizontal Hertizan Dipole Far-Zone Fidds (dBi): FEM-NFFT, Exact,

and Free Space
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——FEM-IFFT
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——— Free Space
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60

Figure 4.5— H-Plane of Horizontal Hertzian Dipole Far-Zone Fidds (dBi): FEM-NFFT, Exact,

and Free Space

4.1.3 Effects of Sampling Location

The effects of near-zone field sampling location on thdtreguar-zone
fields produced from the FEM-NFFT routine will now be preed. The far-zone
fields for a vertical Hertzian dipole above a half-space®{kigure 4.6) are
presented here for a range of sampling box sizes. #ableresents the relevant
modeling parameters.
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Solution Box
Sampling Box /

Hertzian Dipole

Air

Figure 4.6— Vertical Hertzian Dipole

Table 4.3— Vertical Dipole Modeling Parameters

g (ice): 18
Antenna Height Above Ice: M10
pts/h: 10
Antenna Length: AM100
Solution Box Size: 2A
Solution Box Type: sguare
Sampling Box Size: M2
Sampling Box Type: square
Ice Layer Size: A

The E-plane of the far-zone fields using both the “Exatl] pnd FEM-
NFFT solutions for the vertical Hertzian dipole are preseint&igures 4.7, 4.8, and
4.9. Each figure uses a different near-zone field §ampox size. In Figure 4.7, the
near-zone fields were sampled on the outer edge obthiéos box (the same
location used by HFSS its own NFFT routine). In this caseE#act and FEM-NFFT
results differ significantly. Then, in Figure 4.8, the sangpbox size wa, which is
half the size of the solution box in this case. Notice that tlaettand FEM-NFFT

results are more similar in this case, relative to FigureHnally, in Figure 4.9, the
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sampling box size was reduced\t@, which is one quarter the size of the solution
box. Here, the Exact and FEM-NFFT results are nearhtickd. Additionally, for all

orientations and observation angles involving Hertzian dipolesmgling box one

fourth the size of the solution box yielded results that coetparost favorably with

the Exact result. Therefore, in all future usage of the N T routine, a sampling
box of one fourth the size of the solution box is recomreend

Exact
-o—a—FEM-NFFT

. P

60

Figure 4.7— Far-Zone E-Plane of Vertical Hertzian Dipole Abovelce (dBi): Near-Zone Fields
Sampled at 2
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Figure 4.9- Far-Zone E-Plane of Vertical Hertzian Dipole Abovelce (dBi): Near-Zone Fields
Sampled at 0.5

4.1.4 Comparing FEM-NFFT Results with HFSS Near-Zone Results

A question that arises when using HFSS is whether the sohdionan be
made large enough to where the calculated near-zonedigdsctually in the far-
zone, thus making them far-zone fields. In order to tésidea, an HFSS simulation
was performed for a horizontal Hertzian dipole, as shiovidigure 4.2 but using the
parameters outlined in Table 4.4. The near-zone fieldslatdduon a sphere with a
diameter equal to the square solution box width were detedraime compared with
the results obtained from the FEM-NFFT procedure. In #se cthe solution box
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size was 4, which is large enough for the outer edge of the solutarid be in the
far zone [5].

Table 4.4— HFSS Near-Zone Field Parameters

g, (ice): 1.8
Antenna Height Above Ice: A10
Antenna Length: A100
Solution Box Size: AA
Solution Box Type: square
[ce Layer Size: 2\
Near-Zone Calculation Sphere Diameter: 4h

180
5.000
150 150
8.000 1
120
' m 120

90 Air a0

Ice

X
A

30 30

Figure 4.10— E-Plane of Horizontal Hertzian Dipole Far-Zone Fidds (dBi): From HFSS Near-

Field Calculator
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Figure 4.11— H-Plane of Horizontal Hertzian Dipole Far-Zone Fidds (dBi): From HFSS Near-

Field Calculator

The E-plane and H-plane obtained from the HFSS near-fzeid calculator
are shown in Figures 4.10 and 4.11, respectively. Congpthe E-plane obtained
from HFSS (Figure 4.10) with the E-plane obtained fronRBBI-NFFT procedure
(Figure 4.4), it can be seen that although the two reseltscenewhat similar in
shape, the result from HFSS is in fact quite different. Noiedack sidelobes in
Figure 4.10 for the pattern directed towards the ice, atdhb pattern is extremely
jagged and asymmetrical. Additionally, the magnitude oEtpdane obtained from
HFSS is over 10 dB less than that obtained by the FEM-N#igarithm. Clearly, the
HFSS result for the E-plane is incorrect. Similarly, thplahe obtained from HFSS
(Figure 4.11) is similar in shape to the correct result obteirom the FEM-NFFT
algorithm (Figure 4.5). However, as with the E-plane rewtasymmetry,
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jaggedness, and incorrect magnitude make the H-planéobtained from HFSS
incorrect.

To conclude, HFSS can not be used to determine farfieddeatterns for
ice-mounted antennas. Even increasing the solution box entrenous size ofé
which introduces significant computational consequenceseg@ronavailing.

4.2 Combined FEM-NFFT-GO Results

The far-zone antenna gain at any depth for ice-mouwarteghnas, obtained via
the FEM-NFFT-GO technique, is presented in this sectiorul®dsr two different
antennas are shown, including a horizontal Hertzian dipal@amminted-circuit board
tapered slot antenna (Vivaldi). Also presented are the fr@eegpattern and FEM-
NFFT result for the Vivaldi antenna, primarily to provide aibdor evaluating the
FEM-NFFT-GO results. Recall that the free-space patterirBMINFFT result for
the horizontal Hertzian dipole were previously presenteeatiéh 4.1.2, where it
was used as a test of the FEM-NFFT routine’s accuracy.

The Vivaldi antenna, shown in Figure 4.12, is a complexnaateleveloped at
CReSIS (Center for Remote Sensing of Ice Sheets) byBerer [33]. It was
designed to be lightweight, wideband, and be multipurpde T8e lightweight
constraint arises from its intended usage on an unmaenedi\aehicle (UAV). The
antenna has a very wide bandwidth, operating from 162 tdHz121 GHz. At the
lower end of its band (162-250 MHz), it is suitable fordepth-sounding. Also, from
600-900 MHz, it will be used for an accumulation radar, tvisitows the detailed
year-by-year ice layering up to 200 meters with very f@sslution. At 214 MHz, the
Vivaldi has a free-space pattern shown in Figure 4.18 Viiialdi antenna was
modeled using the parameters outlined in Table 4.5.
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Figure 4.12- Tapered Slot Antenna (Vivaldi)
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Figure 4.13- Vivaldi Free-Space Pattern (dBi) — E-Plane
(nadir is 0°)
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Table 4.5- Vivaldi Modeling Parameters

g (ice): 1.8
Antenna Height Above Ice: AM10
pts/h: 10
Antenna Length: AM100
Solution Box Size: 2A
Solution Box Type: sguare
Sampling Box Size: M2
Sampling Box Type: square
Ice Layer Size: A

Using the FEM-NFFT routine, the far-zone antenna gaiwsho Figure 4.14
was produced for a Vivaldi antenna mounted on glaciaReeall that in relation to
the entire FEM-NFFT-GO technique the FEM-NFFT result is caledjuasi-far-
zone field. This is because in the FEM-NFFT-GO techniqeel-EM-NFFT result is
an intermediate step. Comparing the pattern directed towaid$@ure 4.14 (ice is
present) to that in Figure 4.13 (free-space), it is obwioaisthe ice significantly
alters the gain pattern. The gain of the main lobe in thepcesof the ice has
increased by nearly 5 dB relative to the free-space paso, sidelobes are present
for the pattern in the presence of ice, which were n@&septt in the free-space
pattern.
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Figure 4.14— Vivaldi FEM-NFFT Result — E-Plane Gain (dBi)

Next, using the quasi-far-zone gaig, from Section 3.1.2) shown in Figure
4.14, as the “input” to the GO technique, the gain patsogs/n in Figure 4.15 were
produced. Since the GO technique only has relevangafterns within the ice that
is all that is presented here. The gain at three separate deptiown in Figure 4.15

and antenna gain both narrows and increases in maximaragthe depth increases.
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Figure 4.15— Gain Pattern at Various Depths for Vivaldi Antenna (E-Plane)

Also presented is the far-zone gain versus depth foriadmtal Hertzian
dipole. This is the same Hertzian dipole presented in Sectich #igure 4.16 shows
the Hertzian dipole gain for three separate depths. Theogtern narrows and

increases in maximum gain as the depth increases.
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Figure 4.16— Gain Pattern at Various Depths for Hertzian Dipole(E-Plane)

An important fact regarding the GO technique is that thesiag effect of the

glacial ice density profile is independent of antenna pattema lgiven range of

angles and range of depths, the same decrease ingthlaragxtent of the gain pattern

and increase in gain of the gain pattern will occur, regasdbf the gain pattern input

to the GO routine.
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CHAPTER 5: Glacial Ice Temperature Extraction from
Attenuation Measurements

Ice attenuation can be measured from radar returns asindace-based
bistatic radar system, such as that presented in SectiohddoZommon mid-point
(CMP) antenna configurations are utilized in the data attainmeatwbere transmit
and receive antennas are at a fixed distance from ¢aeh and another where the
transmit and receive antennas are at a fixed incident dedteef angle with respect
to each other. Results from these two arrangements aredh#ined to measure
attenuation as a function of depth.

The ultimate goal of obtaining ice attenuation as a functiatepth is to
determine the ice temperature as a function of depth. How@er to relating
attenuation to ice temperature, the basic causes of attenwéhonglacial ice must
be considered, which are presented in Sections 5.1 2ndlISo, in Section 5.3
existing temperature profile data is presented for glaciersiarética and
Greenland. These data reveal the range of temperagpreallty encountered in
glacial ice. Next, in Section 5.4, the relationship betweemheshanisms and the
attenuation constant is presented. The method for meagyaicigl ice attenuation
from radar echoes is presented in Section 5.5. Thea|ghgthm for extracting
temperature from attenuation measurements is presentedion&e6. Finally, in
Section 5.7, simulated results are presented that highlighapiaditities of the
technique for extracting glacial ice temperature from radhoes.

5.1 Causes of Attenuation in Glacial Ice

Two loss (attenuation) mechanisms can occur in glacial ecetuction loss,
and polarization loss. Conduction losses occur when thaictwity o is greater than
zero, and results in conduction current defined by thevigiigp
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Eq. 5.1

The conduction current causes some of the energy trardifndte the radar to be
converted to heat within the ice.

Polarization losses are due to displacement current withiy fesdia.
Displacement current results within any dielectric exposeditoeavarying electric
field, and is described by the following

Jp = JocE Eq. 5.2
where o is the frequency in radians per second. For materialsavigial permittivity

(i.e. lossless dielectric), equal amounts of energy aredsame released upon each

cycle, meaning thal, results in no loss. However, when the permittivity is complex,

as with glacial iceJ, causes some of the incident energy to be convertedto hea

Therefore, the causes of loss in glacial ice are duenuctivity o and a
complex permittivity. Generally, these two loss mechanismsarbined into a
single imaginary component of the permittivity, where

c=¢—|j(¢e +%) Eq. 5.3
Equation 5.3 can be simplified to the following
e=¢,(e —je,) Eq.5.4

whereg¢, is the free-space permittivity (8.854 X @ /m), the real part of the

permittivity is
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g =— Eq. 5.5
and the imaginary part is

&

g +6
" =—4’ Eq. 5.6
80

At depth-sounding frequencies in glacial ice, the loss is daeubyo [28] and

therefore, the imaginary part ef can be simplified to

Py :% Eq. 5.7

which neglects contributions to loss arising frem However, Equation 5.7 is only

applicable for frequencies below 700 MHz, since aboveithigiency,s’
(polarization loss term) increases with frequency and besa@ry large. Equation
5.7 allows the conductivity and loss within ice to be entirelycdbed by the
permittivitye . Sinceo is the primary cause of loss in glacial ice, a further dgons
of the causes of conductivity is warranted.

5.2 Conductivity in Glacial Ice

Radar signal attenuation within glacial ice is proportional to cctindty,
which in turn depends on a number of factors, includirmunity concentrations as
well as the ice temperature [28]. Pure ice conductivity éstduhe polarization of
individual water molecules @@), hydronium (HO") and hydroxyl (OH) ionic
defects, and Bjerrum defects in the presence of highw«rezy (0.1 to 300 MHz)
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electric fields [35], which is the frequency range typicabgd for ice depth-
sounding [15]. For impure ice, the conductivity also depemdthe concentrations of
acid ([H]), sea-salt chloride ([ss @), and ammonium ([N&]). Since glacial ice is
impure, its conductivity is dependent on each of the cortimifxs mentioned above.
Each contributor to ice conductivity follows an Arrhenius-tygmperature
dependence. But, NFcan be neglected, since the product of its molar concentratio
(mol L' and molar conductivity (S L thmol™?) is over an order of magnitude
smaller than that for Hor CI [28]. Therefore, the Arrhenius-type conductivity model

can be represented by the following relation

oc=0, E{I;‘[Tli [H+]E,[EH P e, Cr] LEC'[l #ﬂ Eqg. 5.8

whereo , o, , ando,, are the molar conductivities of pure watef, &hd C,

respectively. AlsoE,, Ey, andEg are the activation energies for pure wat€r, ahd
CI'. Also, kg is Boltmann’s constant ani is a reference temperature equal to 251 K.
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Figure 5.1— Glacial Ice Conductivity Contributions [28] (For frequencies between 0.1 to 300
MHz)
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Figure 5.1 compares the conductivity contributions frone pee, H, and Cl
for Siple Dome in Antarctica [28], within the frequency ratggcally used for radar
depth-sounding (0.1 to 300 MHz). The pure ice compoisasitminate above -3C,
and dominates more as the temperature is increased. bifjtassumes impurity
concentrations of 1.8M for H" and 4.2uM for CI". Higher impurity concentrations
would increase the temperature at which the pure compdoeninates conductivity.

Recall from earlier that attenuation is proportional to conductiVitgrefore,
as the glacial ice temperature increases above;3ie assumption that the ice
attenuation profile is due to temperature changes with degtmaanmpurity
concentrations, becomes more reasonable. Assuming theé tbenductivity (and
thus attenuation) is due solely to ice temperature leads folliwing

Ep(1 1
o= O'pe[kB[Tl’ i) Eq. 5.9

One important consideration in validating the assumption thattesuation is solely
a function of temperature is to consider the factors affeatetemperature, as well
as known temperature profiles from various glacial icexofrhus, it is important to

determine the likeliness of encountering glacial ice temperagueaser than -3@C.

5.3 Measured Glacial Temperature Profiles

Several factors contribute to the glacial ice temperatwlkedimg the surface
temperature, the rate of geothermal heat influx from the, laaxl the vertical and
horizontal components of velocity within the glacier [42 aa Bhe surface
temperature of glacial ice is determined by climate, which dedwelevation and
seasonal effects, in addition to any global climate trends. Alsmugh glacial
temperature distributions are not linear with depth, the tempergfically increases
with increasing depth [31] due to a combination of incregsiegsure with depth,
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friction due to velocity gradients, and geothermal heat inflomfthe base. The
degree of non-linearity in the temperature profile increastsincreasing vertical

velocity vectors [34].
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Figure 5.2— Glacial Ice Temperature at 10 m Depth vs. Elevatio[41]

Elevation above sea level has a profound effect anagli@e temperatures
[42], which can be attributed to increased ambient air teryveraith elevation. The
usual parameter used for indicating surface temperatthie temperature at a depth
of 10 m, since it avoids seasonal temperature variatiofsyW#i2h only immediately
affect the first 10 m of ice. Figure 5.2 displays the glaceatemperature as a
function of elevation above sea level along a flow line ind&delie in Antarctica
[42]. It can be seen that the surface temperature desreskedly with increasing
elevation. Any glacier exceeding roughly 1900 m in elevatesms to have a surface
temperature beneath the *8mark. Recall that at temperatures abové €3(ce

temperature is the primary contributor to ice conductivity. elev, the surface
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temperature is typically the coldest temperature within the g)asiree the glacier

temperature increases with depth.

Temperature (°C)
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Figure 5.3— Measured Temperature Profiles from Antarctica

The data was taken from accumulation areas. [34]

Figure 5.3 displays temperature profiles measured frerodces in
Antarctica. Also, Figure 5.4 displays an ice temperaturl@ifoom the GISP2 ice
core from Summit Station in Greenland [14]. Each of theseaces were obtained
from accumulation areas, which are defined as areasawiét gain in ice mass over
time. Accumulation areas are usually located further intamdn ice sheet [34]. In
contrast, an ablation area is defined as having a nedflass mass over time.
Ablation areas are usually located closer to the coast o ahéet [34].

From Figures 5.3 and 5.4, it can be seen that with ttepé&rn of Vostok,
each of the temperature profiles are well abov@ C3¥ostok is the exception since
it is located near the South Geomagnetic Pole at an elevatiua aba level of 3488
m. Also, with an average winter temperature of @5he coldest recorded
temperature on Earth of -89.€ was recorded at Vostok. In contrast, Summit Station

in Greenland, at an elevation above sea level of 3200latated at the highest point
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in the Arctic, yet has a significantly warmer temperatureilprdian Vostok.
Therefore, with the exception of areas near Vostok an8ahéh Pole, the majority
of glacial ice temperatures are near or below €@t least during summer months,
at which time field research is usually conducted.

500

1000

1500

Depth (m)

2000

2600

3000

3500

35 -325 30 275 25 225 20 175 15 125 <10 7.5 -5 2.5 0

Temperature (Celsius)

Figure 5.4— Measured Temperature Profile from Greenland

The data was taken from the GISP2 ice core from Sumit Station [2]

As shown throughout this section, for the majority of caesassumption
that conductivity is temperature driven is reasonable. Condydswthe primary
cause of loss within glacial ice, and can be accountdalyftite complex permittivity
&, as shown in Equation 5.7. Now, it is necessary to prédsememperature

dependence of and how it relates to attenuation.
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5.4 Relation of Attenuation to Ice Permittivity and
Temperature

The majority of the material in Section 5.4 was originallyspreged by Li,
Xie, and Dobbs in [27].

The attenuation (loss) within glacial ice can be entirely ateolfor by the
complex permittivitye as shown in Equation 5.7. Both the real and imaginary parts

of ¢ exhibit temperature dependence. Based on the work in [29]
&, (T)=3.1884+ (0.00097) Eq. 5.10

whereT is the temperature in degrees Celsius. Also, as showh in [1

£ (f,T) = 1020200 Eq. 5.1
10f

wheref is the operating frequency of the radar system in GHz.

Generally, for lossy media, the wavenumber is complexsrepresented by

k= jou(c+ jwe) Eq. 5.12

where 12 equals the free-space magnetic permeability 40’ H/m), since glacial
ice is non-magnetic. However, since conductivity was accddatedy &, in

Equation 5.7k can be simplified to

k=anfus Eg.5.13

The complex propagation constant is relatekit@ the following
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y=jk=a+|p Eq. 5.14

where « is the attenuation constant (Np/m) afids the phase constant (rad/m).

Taking the real and imaginary partslofind doing some rearrangement results in

: %
a=2rf {@(\/1— tarf 5 — ])} Eq. 5.15

and
£.€. %2
p=2rf {%(\/1— tarf 5 + 1)} Eq. 5.16

wheretano is the loss tangent described by

&,
tano = Eq. 5.17

r

Equation 5.15 relates the attenuatiorto the complex permittivity: of the
ice, which is itself a function of temperature. Therefore ahility to measure
attenuation at each depth within glacial ice should enable theniedtion of
temperature at each depth. The measurement of attenatéaoh depth using radar

echoes from the two CMP configurations is discussed next.
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5.5 Attenuation Extraction from Radar Echoes

The majority of the material in Section 5.5 was originalgsented by Li,
Xie, and Dobbs in [27].

Separation N

Separation |

Layer 2 | N / Layer 2

100 m
Layer N l W/ Layer N

(b)

Figure 5.5- Bistatic-Radar Common Midpoint Configurations

(a) Configuration 1 — Fixed Separation (b) Configuation 2 — Fixed Incident Angle

In order to determine the ice attenuation as a functiolejoth, two different
transmit and receive antenna common mid-point radar geomatgaised: one
incorporating a fixed antenna separation at each depthdemtion 1) as shown in
Figure 5.5(a), and one incorporating a fixed incident aagéach depth
(configuration 2), as shown in Figure 5.5(b). Figuedeneralizes the two radar
configurations taN layers, with a fixed layer separation of 100 m in each
configuration.

In order to clarify the radar configurations in deriving ibe attenuation from
radar returns, Figure 5.6 is used. This figure presbatgeometric variables

associated with extracting attenuation from a single layer.
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Figure 5.6 — Common Mid-Point Radar Set-Ups for Lagr 1

The radar equations for the common mid-point soundioggéy are

P.(2= RCU20)A T, >
L,(z,6,)[87 R(z6,)]
P,(2= FIGZ(Zﬂz)/IZFice

L,(z,6,)[87 R( 202)]2
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where Equation 5.18 is associated with configuration 1 gpation 5.19 is
associated with configuration 2. The loss incurred by tbeived signal in each

configuration is related to the attenuatie(z) by

ezj:a (z)sed,dz

L(z,6,)= Eq. 5.20

ezj:a(z') sed,dz’

L,(2,6,)= Eqg. 5.21

Also, the incident angles and ranges shown in Figureré.@edermined by

0,(z,d)= tanl(ij Eq. 5.22
z
(d,
6,(z,d,)=tan (?j Eq. 5.23
R(z6,)= z Eq. 5.24
Y cosg,
R(20,)=— Eq. 5.25
> cosb,

Dividing Equation 5.19 by 5.18, assumifg: is specular, and doing some

rearrangement results in

L(z0) G(z20)P(3 B #,) & B) K)£oso,

= = Eq. 5.26
L(z6,) G(z6,)RP(3R(#) & 1B, K)rose,

Next, dividing Equations 5.20 by 5.21 results in
L(z,6) ezjoa(z')(sezﬁl— sed, Jiz Eq. 5.27

L,(2.60,)
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Equation 5.27 can be rearranged to the following

fa(z')dz': In{ L(z.6) }{ 1 } Eq. 5.28
5 L,(z6,) || 2(sed,— sed,

Plugging Equation 5.26 into Equation 5.28 yieldslationship between the

accumulated attenuation over a dep#nd the power received from that depth

fa(z')dz':ln{Gzz(z’el) EZ(Z)COSZQM ! } Eq. 5.29
g G’(z6,)P,(9cos 0, || 2(seb,— se&t, |

The ice attenuation over a single resolution layerat a deptlz, can be obtained by
subtracting the contributions from all layers poms toz from the accumulated

attenuation
Z i—1
a(z)=[a(2)dz-A 2 a( D) Eq 5.30
0 k=1

Equations 5.30 and 5.29 can be used to determénatttnuation at any depth within
glacial ice from knowledge of the received powecident angles, and far-zone
antenna gain. The next section deals with relahegneasured attenuation to

temperature.

5.6 Temperature Extraction from Measured Attenuation

The majority of the material in Section 5.6 wagorally presented by Li,
Xie, and Dobbs in [27].
Extraction of temperature from measured attennatigolves representing

a(2) from Equation 5.15 in terms of the temperatureetielent complex
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permittivity s . However, prior to doing so, for low-loss dielécs$r(tans << 1), the

following simplification can be made fer(z) [11]

f.e tand '
a(z2)== */{ _rta Eq. 5.31

CVE,

To see if the low-loss approximation of EquatioBl5is acceptable for glacial ice,
considero of 0.00001 S/m [2] at a frequentgf 200 MHz (frequency used in ice-

penetrating radar), and a dielectric constanof 3.2 (that of fully compressed ice).
Determininge, using the above information and Equation 5.7 wieldoss

tangentans of 0.00028, which is much less than 1.
Plugging Equations 5.11 and 5.12 into 5.31 yields

—2.02+ 0.025
7105

a(2)= Eq 5.32

3(3.1884+ (0.0009T))"

Rearranging Equation 5.32 and squaring both siefdts in the following

transcendental equation relating temperali{gdto attenuationxz(z)

[—3“ (Z)} [3.1884+ (0.0009T) £ ]y 1% 0% €)= Eq. 5.33
T

Equation 5.33 can be solved numerically to deteentire temperature as a function
of depth within glacial ice. The next section preseesulting temperature profiles

obtained using Equation 5.33 and simulated data.
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5.7 Simulated Temperature Profile Results

Four sets of simulated results were calculated fusing three measured
temperature profiles [2]. The temperature profigggywn in Figure 5.7, include one
from the GRIP [16] ice core, and two hypotheticalfies, called Hypothetical 1
(Hypo. 1) and Hypothetical 2 (Hypo. 2). From thesgasured temperature profiles,
received power was simulated. Then, from the sitedleeceived power, temperature
profile extraction was simulated. In the first eésimulated results, temperature
profiles were extracted assuming ideal conditioessgain estimation error). In the
second set, temperature was extracted while naggeitte depth-dependent refractive
properties of glacial ice. The third set involvedracting temperature while assuming
an error in the ice density profile model. Finallythe fourth set, temperatures were
extracted using a Hertzian dipole in free-spacdterestimated antenna gain. All of
the results obtained in this section where prodwsaag thdceTemp.nMatlab

script, which is shown in Appendix C.

T T T 1
; . F\\ GRIP
700 SRS T S s . S —+— Hypothetical 1
: : : \ : — — - Hypothetical 2
1000 p o A b ]

R ..,

£ : : : ' : i

o : : : : : :

3 2000 - T O e T ]
2500 e L
SIS ———
oo A IR SR SR RN

-39 -30 -25 -20 -15 -10 -5 0

T(C)

Figure 5.7 — Measured Temperature Profiles used f&imulation
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Each of the three simulated sets of results invbbwe identical procedure for
simulating received power. The equations usedifoulgting received power are
presented in Section 5.6, but are repeated heddoty. First, from the measured
temperature profiles, real and imaginary permiiiwiwere calculated for each depth

using the following

£ (2)=3.1884+ (0.00091) % Eq. 5.34
£ (2) = —=—10720% 005 ¢ Eqg. 5.35
10f

Then, from the calculated values 9z) ande, (2), the attenuation at each depth

was calculated using

: %
a(2) =27 f{%gogf(z) (\/1— tarf 5 (z)- 1)} Eq. 5.36

2

The attenuation is related to the total loss iredityy the received power from each
depth by

ezj:a (z)sed,dz

L(z,6,)= Eq. 5.37

2[ e (z)sed,dz’
joa(z)se ), dz

L,(z6,)=¢e Eq. 5.38

Knowing the accumulated loss at each depth fromakops 5.37 and 5.38, and using
the appropriate formulas from Section 5.6 for diéstg the geometries of radar

configurations 1 and 2, allows the received powdrd simulated using
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RG*(26)A°T,

P.(9= e Eq. 5.39
L1(Z, 91)[872' R( 2‘91)]

P,(2= RCA20)A T, - Eq. 5.40
LZ(Z, 62)[87[Rz( Zgz)]

Once the received power is known and the antenimaagj@ach depth is estimated,

the attenuation at each depth can be extracted usin

fa(z')dz':ln Gzz(z’el) EZ(Z)COSZQM ! } Eq. 5.41
g G’(z6,)P(9cos 0, || 2(seb,— se&t, |
a(;)zia(z') dz-A ia( 2 Eq. 5.42

Note that the Vivaldi antenna (Chapter 4) was dsedalculating antenna gain in
Equations 5.39, 5.40, and 5.41. Once the attenuatieach depth has been extracted,

the temperature at each depth can be extracted usin

[30(7[(2)}2[3.1884 (0.0009T) 7 ])- 10°°% &)= Eq. 5.43
The purpose of the simulations in Section 5.7 wasxplore the effect of
antenna-gain estimations on the ability to extgh@tial-ice temperature profiles.
There are other possible sources of error in detemmglacial-ice temperature
profiles that are not investigated in this worke$a include possible inaccuracies in
the temperature extraction algorithm, the poss$jbdf the internal ice reflectivity
being a function of polarization and incident angled the signal to noise ratio. Since
in these temperature profile extraction simulatighe same algorithm was used to
simulate received power, as was used to extragideature, inaccuracies in the

temperature extraction algorithm could not be evgalan this work. The effect of
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polarization and incident angle could have beeragggd in this work, but that in of it
self would involve internal layering assumptionbeTeffect of noise was explored in
[27], and is therefore not repeated here.

5.7.1 Simulated Temperature Extraction under Ideal Conditions

The majority of the material in Section 5.7.1 wagioally presented by Li,
Xie, and Dobbs in [27].

In this idealized simulation, there was no antegaia estimation error. Also,
since the same antenna gain was used to simullaiesvafP; as was used to extract
a(z), the antenna gain had no effect on the resultsleTal lists the parameters used
to perform this simulation. The fixed valuefin Configuration 2 is half the critical
angle [11] determined using a value of 3.2 foritieedielectric constant. This

incident angle insures that the critical angleasar exceeded.

Table 5.1 - Ideal Temperature Profile Extraction Sinulation Parameters

“ariable Configuration 1 Configuration 2 Description
=N 00 W 800 Wy Transmitted Power
Zr 100 m 100 m Depth Resaolution
g variable 18.7 degrees Incident Angle
H 50 m variable separation between transmit and receive antennas
r -80 dB -30 dB reflectivity between lavers
f 210 MHz 210 MHz frequency

Figure 5.8 compares the measured temperatureggodilthe simulated
results obtained assuming ideal conditions. Alttotige measured and simulated

results in Figure 5.8 are not identical, they agy\similar.

Figure 5.9 quantifies the error between simulatetirmeasured temperature
profiles. The hypothetical 2 profile performed thesst, with the error being
constrained to within -0%5C. The GRIP and hypothetical 1 profiles did natfqen

as well, with the error exceedind’-C for depths below 2500 m.
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Figure 5.9 — Temperature Extraction Error (Ideal Case)

Results comparing the measured and simulated atienware also presented.

Figure 5.10 compares the measured and simulatauation profiles, and Figure
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5.11 displays the error between measured and siecuddtenuation profiles. In
Figure 5.11, there is good agreement between mezhamd simulated attenuation
profiles, which mimics the agreement for tempempnofiles shown in Figure 5.8. In
Figure 5.11, the error is constrained between 0lafick 10 Np/m for most of the
data points. Only the hypothetical 1 profile ha®evalues significantly exceeding

this range.
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Figure 5.10 — Measured/Simulated Attenuation Profés (Ideal Case)
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Figure 5.11 — Attenuation Extraction Error (Ideal Case)

5.7.2 Effect of Neglecting Refractive Gain on Temperature Extraction

In this simulation, the ice was treated as a homeges half-space in regards
to extracting ice temperature profiles. Thereftine, refractive gain of the ice was
neglected. Figure 5.12(a) shows the error betwreunlated and measured
temperature profiles. The error is extreme forfitse 500 m, with the error
magnitude exceeding %D at one depth. But, the error does become leagfisant
below 800 m. Figure 5.12(b) provides a zoomed msive of Figure 5.12(a), and
only displays depths from 700 m and deeper. Frayarei5.12(b), it can be seen that
the magnitude of the error is constrained to wifid below 900 m. Also, Figure

5.13 compares the measured and simulated tempeptfiles.
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Figure 5.13 — Measured/Simulated Temperature Profis (Ignoring Refractive Gain)

From Figures 5.12 and 5.13, it is apparent thatleotigg the refractive gain
of glacial ice when estimating antenna gain seyatécts the ability to accurately
extract temperature profiles using radar, at lashallower depths. This is because
the more the density profile changes with depta,ntfore the antenna gain pattern
changes spatially with depth. Eventually, a deptteached (800 m in this case), at
which the gain estimation error for each radar igumétion is essentially constant as
a function of depth. The usage of 2 radar confityoing nearly cancels out the effects
of any magnitude-only error in antenna gain estiomatsee Equation 5.41 and 5.42).
Only spatial variations in the antenna gain, wtachur at shallower depths,
significantly affect the accurate calculation of @ttenuation via Equation 5.41 and
5.42, and thus the extraction of temperature ametibn of depth. Figure 5.14 plots
the antenna-gain estimation error as a functicsiepth in dB. Here the gain error can
basically be considered as additive noise. The &ress than -25 dB for depths

greater than 800 m in this case.
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Depth, km

Figure 5.14 — Antenna-Gain Estimation Error in dB (gnoring Refractive Gain)

5.7.3 Effect of Ice Density Profile Error on Temperature Extraction

In this simulation, an incorrect ice density piefivas used to estimate
antenna gain, when extracting ice temperaturelpsofl he received power is
simulated using antenna gain obtained from the i@aed density profile model, and
the glacial ice temperature is extracted usingraraeyain obtained from either the
Profile 1 or Profile 2 density profile models dissed below.

Table 5.2 — Density Profile Empirical Constants

Antarctica |Greenland Profile 1 Profile 2
W 0.h2 0.55 0.h2 0.55
R: -0.033 -0.022 -0.04 -0.018
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Figure 5.15 — Density Profiles

Profile 1 and Profile 2 were created using theigog) constants shown in

Table 5.2. Figure 5.15 compares the two hypothledieasity profiles with the

Antarctic and Greenlandic density profiles discdsseChapter 3. From Table 5.2

and Figure 5.15, it can be seen that Profile imda to the Antarctic density profile,

but has a slightly increased exponential growtlsoAProfile 2 is similar to the

Greenlandic density profile, but has a slightlyréased exponential growth.

Figure 5.16 shows the temperature extraction eftained when using the

Profile 2 density model. The error is large for thespof roughly 250 m and less.

However, below 250 m, the error is approximatelysame as that obtained under

ideal conditions (Figure 5.9). The error is grea#eshallower depths, because that is

where the ice density, and thus the antenna gaiies/the most.
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Figure 5.17 — Measured/Simulated Temperature Profis (Profile 2 Density Model)
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Figure 5.17 compares the measured temperaturigegroifith those
temperature profiles obtained using the Profile@sity model. The simulated
temperature is underestimated at depths shalldvaer250 m. Also, based on
previously presented temperature profiles (Figbr8sand 5.4); the simulated profiles
in Figure 5.17 seem to have an unnatural slopehd shallower than 250 m.
Therefore, it appears that incorrect density peafsage could be predicted if such
unnatural looking temperature profile results dsgamed in practice.

Temperature profile results were also simulatedguthe Profile 1 density
model. As shown in Figure 5.15, the Profile 1 dgngiofile is drastically different
than the Greenland profile, so errors should batgréhan those shown in Figure
5.16. Figure 5.18 displays the temperature extraairor obtained when using the
Profile 1 density profile. The error exceedSQ®ear the ice surface. As the depth
increases, the error is reduced. Again, this isbge the density profile changes the

most near the surface, and the density becomely meastant below 100 m.
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Figure 5.18 - Temperature Extraction Error (Profile 1 Density Model)
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Figure 5.19 compares the measured temperaturigegroifith those
temperature profiles obtained using the Profileetisity model. The measured and
simulated results are significantly different fbetfirst 400 m. But, again the
simulated results look unnatural at these depthedan known temperature profiles.

Therefore, the error could be predicted in practice
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Figure 5.19 — Measured/Simulated Temperature Profis (Profile 1 Density Model)

From the simulated temperature profile resultssshim Figures 5.16 through
5.19, it can be seen that accurate predictiongsitly profiles are necessary in order
to accurately extract temperature profiles. Bug, dffect of the usage of inaccurate
density profiles is most pronounced within thetf#®0 m of ice. This is because the
more the density profile changes with depth, theentike antenna gain pattern
changes spatially with depth. At depths greaten 280 m, the antenna gain reaches a
nearly constant pattern that is roughly the sargarddess of the density profile used.

Therefore, any error in the antenna gain estimdtonadar configurations 1 and 2 is
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an approximately constant value that is essentiflginated through the
mathematics of Equation 5.41 and 5.42.

Figure 5.20 plots the antenna-gain estimationrexsa function of depth, for
antenna gain obtained using both the Profile 2Ruadile 1 ice-density models. The
antenna-gain estimation error is smaller for the g@atimated using the Profile 2
density model, since it is more similar to the Gitaed density model (which was

used to simulate received power) than is Profile 1.
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Gain Estimation Error, dB
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Depth, km

Figure 5.20 — Antenna-Gain Estimation Error in dB (ncorrect Density Profile)

Even though inaccurate ice density profile usageot ideal, the usage of a
reasonable, if not exact density profile, is supetthan neglecting the refractive gain
of ice altogether. The temperature extraction sretiown in Figures 5.16 and 5.18
(usage of incorrect density profile) are much ks that shown in Figure 5.12(a),

where the density profile of ice is neglected etyirCorrespondingly, the antenna-
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gain estimation error reaches a value of less #pamB at a depth of only 300 m
when the reasonable Profile 2 and Profile 1 icestigmodels were used, whereas an
error of less than -25 dB was not reached untéatld of 800 m when the ice

refractive gain was neglected.

5.7.4 Effect of Using a Free-Space Hertzian Dipole as Estimated
Antenna Gain

In this simulation, the estimated antenna gain disetemperature extraction
was that from a Hertzian dipole in free-space. é®ke, the received power was
simulated using antenna gain obtained from the Mixantenna and using the

Greenland density profile model.

500

1000

1300

Depth, m

2000

2500

300?60 -40 -20 0 20 40 50

Figure 5.21 — Temperature Extraction Error (Free-Smace Hertzian Dipole)

Figure 5.21 shows the temperature extraction eftained when estimating

antenna gain using a free-space Hertzian dipole.€ftor is large for depths of
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roughly 1000 m and less. However, below 1000 methar is approximately the
same as that obtained under ideal conditions (EigL®). Again, the error is greatest
at shallower depths, because that is where theegsity, and thus the antenna gain,
varies the most. Also, Figure 5.22 compares thesored and simulated temperature
profiles. The measured and simulated profiles comfavorably at depths greater
than 1000 m.
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= —&— Hypo.1 Measured
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- ; | : : —+— Hypo.2 Simulated
e e SR e e R :
727'| ERSRSRSSRS SRR S E— SR, W O — — .
200 | | i | | i
-900 -80 60 -40 -20 0 20 40

T.C
Figure 5.22 — Measured/Simulated Temperature Profis (Free-Space Hertzian Dipole)

Figure 5.23 plots the antenna-gain estimationrexsa function of depth, for
antenna gain estimated from a Hertzian dipoleae-Bpace. As with the other two

cases of induced error, the estimation error deeewith increasing depth.
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Figure 5.23 — Antenna-Gain Estimation Error in dB (Free-Space Hertzian Dipole)

40

5.8 Chapter 5 Results Summary

The effect of antenna-gain estimation error on teraure-extraction
accuracy was explored in Section 5.7 of this chapieur different sources of
antenna-gain estimation error were used, includasguming homogeneous ice,
using two different incorrect glacial-ice densitpfiles, and using a free-space
Hertzian dipole as the antenna gain source. Eatiesé error sources yielded the
surprising result that antenna-gain estimationlitides effect on temperature-
extraction accuracy deep within the ice. This is thuthe eventual nearly-constant
antenna gain patterns occurring within the iceegfpddepths, and the mathematics of
the attenuation extraction algorithm (see Equatmad and 5.42). Usage of the two
radar configurations provides two independent viatvsach depth-resolution layer,
which significantly reduces the effects of any utaiaties in antenna gain.

Figure 5.24 plots the antenna-gain estimation exsaa function of depth for

each of the four induced-error scenarios. Eachefdur curves in Figure 5.24

-111-



follows the same general trend. But, the curvedyred for more accurate antenna-
gain estimations yield the smallest error. The mmiegain estimation error can be
considered to be additive noise, affecting thenation measurement accuracy, and
thus the temperature extraction accuracy.
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Figure 5.24 — Antenna-Gain Estimation Error in dB @ll Error Sources)

Table 5.3 compares the four sources of antennaegdiimation error, where
usage of “Density Profile 2” yielded the most a@ataly-estimated antenna gain, and
usage of “Free-Space Hertzian Dipole” yielded #eest accurately-estimated antenna
gain. The depth at which the antenna gain erroinedg mimic that obtained under
ideal conditions (Section 5.7.1) is listed. So, ni@re accurate the estimated antenna

gain, the shallower is the depth at which extratéeaperatures are as accurate as the
ideal case.
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Table 5.3 — Gain Estimation Error Comparison

*Relative Approximation

Depth at Which Gain Error

is Similar to the ldeal

Error Source of Actual Gain Case
Density Profile 2 1 250 m
Density Profile 1 2 400 m

Homogeneous Ice 3 800 m
Free-Space Hertzian Dipole 4 1000 m

* 1 indicates it is most like the actual antenna gain
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CHAPTER 6: Summary/Conclusions/Future Work

The thesis work began under the assumption tltaraie far-zone antenna-
gain estimates are required in order to use icefpating radar to accurately measure
glacial ice temperature profiles. Therefore, thakvwset out to determine a method of
accurately estimating the antenna-gain of ice-mediantennas. First, the possible
usage of commercial codes was explored, but itfaasd that although commercial
codes are often used to determine far-zone antggunan free-space, these codes are
incapable of doing so for ice-mounted antennas tatiee inhomogeneous dielectric
constant of glacial ice. So, after some delibematiothree-part hybrid numerical
technique, called the FEM-NFFT-GO, was devisedfmurately estimating the far-
zone antenna gain within glacial ice. The FEM-NRED-technique uses the FEM
(finite element method) to calculate near-zonelfelf the antenna, a dual-dielectric
NFFT (near-to-far-field transformation) to determitme far-zone fields in the upper
region of glacial ice, and the GO (geometric optagstracing) technique to
determine the far-zone fields at any depth withacigl ice. Results were presented
that both validate the FEM-NFFT-GO technique, aigthlight its ability to determine
far-zone gain for complex ice-mounted antennasntie glacial-ice temperature
extraction algorithm was presented, as well aslteseiating the effects of antenna-
gain estimation error on temperature profile extosmcaccuracy. Surprisingly, it was
found that antenna-gain estimation errors only faasggnificant effect on
temperature extraction at shallow depths withinitke Regardless of the necessity of
accurate antenna-gain estimations to extract gtaxgdemperatures, a powerful
antenna-gain estimation technique was developedlkioald prove useful in many

applications.
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6.1 Antenna-Gain Estimation Summary

The FEM-NFFT-GO technique provides an invaluabtd with which to
estimate far-zone antenna gain for ice-mountechaate This ability should prove to
be a huge benefit to future glaciological reseaftte technique is easy to use, and is
essentially a post-processing feature on top oiidely used HFSS antenna-analysis
software.

Also, the FEM-NFFT-GO antenna gain estimation tégpia is useful for
analyzing radiating structures in general, regasiteE whether glacial ice is involved.
The FEM-NFFT technique can be used alone to anadiating structures above an
arbitrary half-space, which may be useful for gmypenetrating radar. Also, the GO
portion of the technique can be adjusted to usact¥e indexes following any
mathematical trend.

The FEM-NFFT-GO technique relies on two assumptior@der to predict
far-zone antenna gain accurately. First, this tegplgassumes that far-zone fields
within the ice are planar prior to the ice dielectonstant changing significantly.
Although this is a good approximation, it may netdmtirely accurate. Field
experiments will be required to determine the aacyof this assumption. Second,
the technique assumes that the glacial ice depsifile is known with a high degree

of accuracy. However, a reasonable approximatidinswifice in most cases.

6.2 Effects of Antenna-Gain Estimation on Ice-Temperature
Extraction Summary

As shown in Chapter 5, antenna-gain estimatioor @vas shown to only have
a significant effect on temperature extraction aacy at shallow depths, where the
definition of shallow depended upon the accuracthefantenna-gain estimation.
When the most accurate antenna-gain estimation was® used (a slight alteration to

the glacial-ice density profile), the extracted pamatures were found to be nearly as
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accurate as the ideal case for depths below 250men the least accurate antenna-
gain estimation error was used (gain estimated freetspace Hertzian dipole), the
extracted temperatures were found to be nearlg@sgate as the ideal case for depths
below 1000 m.

The most probable source of error explored in @hrapwas the usage of an
incorrect ice density profile for estimating farrsoantenna. This was found to
adversely affect the temperature extraction acguiag again, only at shallow
depths. Even when a significantly different denpitgfile was used, the results were
still favorable, and the extracted temperatureseVi@und to be nearly as accurate as

the ideal case for depths below 400 m.

6.3 Conclusions

The combination of the FEM-NFFT-GO antenna gatimesion technique
along with the bistatic radar configurations disagin Chapter 5 should enable
glacial ice temperature profiles to be measuredguisie-penetrating radar.
Depending on the accuracy of the antenna-gain astim extracted temperatures
will be accurate throughout most or all of the depth. However, if accurate ice
temperatures are required only at very deep depticsirate antenna-gain estimations
are unnecessary.

This ability to measure glacial ice temperatueenadar will make obtaining
these profiles much easier, since ice-core driMiigno longer be required. The
resulting potential increase in the availabilitysoich data should further the science
of glaciology, since ice temperature is fundameintal variety of glacial processes
[31]. An increased understanding of glacial proesssill further science’s

understanding of how glaciers relate to the glabalate.
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6.4 Future Work

There is some future work to be carried out regeydhoth antenna-gain
estimation for ice-mounted antennas and glaciataogperature extraction. To verify
the accuracy of the FEM-NFFT-GO technique, fieldemxments need to be
conducted to measure actual antenna patterns vgkaaml ice. This could be
accomplished using a bistatic system and a calidoraarget.

Regarding temperature extraction, the effect ofsyecular reflectivity and
the accuracy of the temperature-extraction algoritieed to be investigated. As for
non-specular reflectivity, the use of two indepartdaeasurements (combination of
two radar configurations) at each depth-resolutéyer should reduce any errors
associated with non-specular reflectivity, providiee incident angles at the depth of
interest are roughly the same for both radar conéigons. This error reduction
associated with non-specular reflectivity wouldslrailar to what occurred with the
antenna-gain estimation error.

The accuracy of the temperature-extraction algaeritdan only be investigated
by taking field measurements, using the temperaguteaction radar set-up, in
regions with known temperature profiles. Then,gkracted temperature profiles
from radar measurements can be compared with therkitemperature profiles to

investigate the accuracy of the technique.
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APPENDIX A: Quasi-Far-Zone Field Derivation

In this section, the closed form solutions for Zane fields radiated by
electric and magnetic surface currents in the piesef a half-space of glacial ice are
derived and presented. The derivation of thesed@sninvolves use of the
electromagnetic reciprocity principle. Also, lossdanedia is assumed for all of the
formulas presented in this section.

General Description of Reciprocity in Relation tblalf-Space of Ice

source current

J,
—

Ice
52 &
—J

o
Observer, test current

Figure A.1 - Reciprocity

Reciprocity states that the response of a systesrsburce is unchanged when
source and measurer are interchanged [18]. Figureléscribes this reciprocal

relationship between source and measurer in ral&ti@a half-space of ice. In Figure

A.1, a source currenl_, located near the air/ice interface, radiateslectréc field

E. which is sensed by an observer (measurer) lodatefcbm the air/ice interface.
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The observer has a hypothetical test curdgnthat radiates an electric field,,
which is planar near the air/ice interface. Sidges located near the air/ice interface,

E. is not yet planer near the air/ice interface, teglefore can not be described
directly in terms of planar transmission and reftat coefficients. However, the
reciprocal relationship between source and obsevilebe taken advantage of to
describeE, in terms of the planak, near the air/ice interface.

Using the notation in Figure A.1, reciprocity candiated mathematically for

electric sources via the following relation.
(E, J,)=(E. J,) Eq. Al

The brackets in Equation A.1 indicate the innedpiat, which expands to the

following

JI(E-3.)ds= g(_‘i-_%) ¢ Eq. A2

S

Equation A.2 directly relates the source and olearvFigure A.1, and shows that

switching the role of source and observer has fexebn the problem solution. The

“observer current’J, can be considered to be a hypothetical test cLidthough

J, is useful in the quasi-far-field formula derivatjat disappears in the final result.

The Four Cases to Consider when Deriving QuasiZeaie Field Formulas

There are four cases to consider when derivingjtfasi-far-zone electric
fields radiated by surface currents in the presefieehalf-space of ice. These four

cases, which involve different combinations ofdigblarization (parallel or
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perpendicular) and source and observer locati@atlined in Table A.1. The
derivation method for each of the four cases ischg the same. Therefore, only the
electric fields for Case 1 will be derived. Therfaias for the other 3 cases will be

outlined later.

Table A.1 — The Four Reciprocity Cases

Case |E-Field Polarization | Source and Observer Location
1 parallel Both in Same Medium
2 perpendicular Both in Same Medium
3 parallel In Different Mediums
4 perpendicular In Different Mediums

Derivation of Electric Fields due to Electric SoaiCurrents for Case 1

Figure A.2 - Case 1 Reciprocity Derivation

- 120-



Case 1 involves parallel-polarized electric fanadields in which source and
observer are located in the same medium (air 9r kigure A.2 depicts the reciprocal
relationship between source and observer for Caaedlalthough the source and

observer are both shown in ice, they could have ladsh been shown in air. In Case

1, the far-zone electric fiel&, is generated by a source curréptwhich is directed
in the &, direction. Thed, direction can be eithel, , &, or ,. Because the
observer and source are in the same medtuwill consist of both incident and
reflected fields. The observer, located far from diir/ice interface “sense€, by
using a theta directed test currelyt. J,, which is directed in th@, direction,

generates an electric field,, in the -4, direction. Rewriting Equation A.1 to

correspond with Figure A.2 yields
(Eyr J5)=(E, Jy) Eq. A.3
Expanding Equation A.3 yields

(B T)as=J(%-3) o Eq. A4

S

Next, integrating Equation A.4 produces the follogvresult,

J.wla

S 's'sTs

E,=J,w]l3- E Eq. A5

wherew andl denote the dimensions of the surface current. Maeie

4, E=E, Eq. A.6
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indicating that the usage of a theta-directeddesentJ,, extracts the theta

componentE,, of E,. Rearranging Equation A.5 in terms &, yields

‘]syWslsé's' EG
E,=—Y=°° "¢ Eq. A7
Joawolo
A N
az
91‘
Air T]H kn
i Y
¥

Figure A.3 — Fields Produced bys-Directed Observer Electric Test Current

The field E,, can be found using the geometry shown in FiguB Which
shows the far-zone electric fields producedlyy, as well as the associated

variables. Since both the source and observeoaatdd in the same mediurg,,

can be described by the following
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E,=E,+E, Eq. A.8

where E!, andE] are the incident and reflected component&gf The incident

field E), is a plane wave directed in th@, direction described by the following

well-known formula [11]

E;g _ Jko7704‘]7;9W0|0 e*i("? R) (_'ég) Eq A.9

wherek, andy, indicate the wavenumber and intrinsic impedanah@imedium

containing the observer. Also,
K, =-kR Eqg. A.10

is the propagation vector of the incident eledietd radiated by the observer test

current, where the observer position vector israfiby

R=sing cospa + sird sipy + cosy Eq. A1l

andd and¢ are the angular positions of the observer. Al§p,is related to the unit

incident propagation vectd}I via the following
K =kk =k(ka+k3+ k3 Eq. A12
The reflected fieldES is also a plane wave and is described by thevfirtig

well-known formula [11]
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_ K Ted o Wolo ity
ER =1, Lelomw Mo, Aeraleog 1 () Eq. A.13

whereT ', is the parallel-polarized reflection coefficierfithed by

r €080 — 11, COY), Eq. A.14
n,Cosd; +11, COP,

andn, is the intrinsic impedance of the medium not contg the observer, which
may or may not contain the source. The transmétetliincident angles a@

(determined by Snell’s Law [11]) an@l . Also, &, is the direction ofE’, as shown

in Figure A.3.
Since the direction of propagation, electric fieddd magnetic field for a

plane wave are always mutually orthogonal, thefaithg can be used to determine

the direction ofE,

B = By x kp= -3 x ke Eq. A.15

where d, is the direction of the reflected magnetic fiedich is in the-a, in

Figure A.3. Also,lzR is the unit propagation vector of the reflectegscgbmagnetic

wave and equals the following

ke = KB+ k3~ k8= Eq. A.16

Ke
k,

indicating thatlzR propagates in the sande andéy direction aslzI , but in the

opposited, direction.
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Equation A.7 can be solved fé,, , the electric field produced by the source
current. By inspection of Equation A.7, singg, (defined by Equations A.8, A.9,

and A.13) consists of incident and reflected fiektsmusg,, . Therefore, the

parallel-polarized electric field produced By can be described by
E,=E,+E Eq. A.17
The incident field is

|
E, = M Eqg. A.18

NIRAR
and the reflected field is

R
E; M Eg. A.19

NIRAR

Substituting Equation A.9 into Equation A.18 resut

JKo770d Wl o elkiRy. 3 Eq. A.20
4

E, =

and substituting Equation A.13 into Equation A.&8uits in

EX =T It Wil 1. ﬁ)(_@ x I%) a Eq. A.21

¢ 4r
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Equations A.20 and A.21 are the parallel-polarigkedtric field formulas due

to an electric source current currdgtwith arbitrary directiond,, for both source and

observer located in the same medium. Notice timeidition ofJ ,, w,, andl , which

are associated with the observer test current. Meryéhe propagation vectof@,

~

k , Kg, andK, , are with respect to the observer as shown inrEigL8. Since there

is no longer any potential confusion between oleseturrent and source current, it is
desirable to change the notation of Equations Ar&DA.21 to the following

Jk,Iwlp, KR 4
E! = . eliRy .3 Eq. A.22
R _ jkoJWIUO 1 (Kg'R) = 1 g A
EHJ =T, 472. e (—%X I&). @ Eq 23

where E,; and E; are the parallel-polarized incident and refledteldis due to an

electric source curregdt with arbitrary directiond,. The subscrips has been

removed fromJ, w, andl, since it is no longer necessary.

Electric Fields due to Electric Source CurrentsAbrCases

A procedure similar to that used for deriving @ese 1 electric-field formulas
can be used to derive the electric-field formutastiie other 3 cases listed in Table
A.1. Whether or not the observer and source aiaéad in the same or different
mediums affects whether the total electric fieldsists of both incident and
reflected, or only transmitted fields. Also, thecttic-field polarization affects the
direction of the total electric field. The formulis the electric fields due to electric

current sources for all 4 cases listed in Tablegkelpresented below.
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Far-Zone Electric Fields due to Electric Curreoufges

Casel
£l = ko IWh7y ik, ?(-3) 2 Eq. A.24
4
K IWl, ikomy( ~ T\ A
ER =T, | o4ﬂ o o J(KRR)(_%X |$2) a Eq. A.25
Case 2
T _ 1 KW, im0 1) A
Case 3
KIWln, (ke r A\ -
g = KW, kiR (L. Eq. A.27
¢ 47 ( %) 3 \
K, IWI, komy( A\ ~
ER =T, JKo IWITT, J(KRR)(_%). a Eqg. A.28
4z
Case 4
KIWln, ik g/ ~\ -
EL =T, J 0471- Mo itk R)(_%). a Eqg. A.29

Transmission and Reflection Coefficients for BlecCurrent Sources

21, COSY,

T, = Eq. A.30
n,cosb; +n, cod,

T, = ZhC0% Eq. A.31
M COSel =1 CO§T

r, = 12080 ~11, €09, Eq. A.32
n,C0sf; +n, COP,

I, = €089 ~1l, CO%; Eq. A.33

n,Cosd, +n, cog;
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Propagation Vectors, Wavenumbers, and Intrinsjgeldances

k =-R=k3a+k3g+ ka Eq. A.34
ke =k, B+ k8- k3 Eqg. A.35
ke =k +k 3+ sigh k) k- k- Eq. A.36
R=sind cospa + sit sipa + cosy Eq. A.37
K =kk Eq. A.38
Ko =KkKe Eq. A.39
K, =k K Eq. A.40
ko =27 f [u e 2, Eq. A.41
K, =27 f\u,p.c.¢, Eq. A.42

i Eq. A.43
gfgo

7, = [ Eq. A.44
gfgn

Note, in Equations A.41 through A.44, ande, are the free-space magnetic

permeability and electric permittivity, respectivehlso, ¢, andg, are the dielectric

constants of the medium containing and not comtgitiie observer, respectively.
The relative magnetic permeabilitigs and x, are both equal to 1 for since glacial

ice and air are both non-magnetic mediums.

- 128-



Required Formula Adjustments for Incident Angles&eding the Critical Angle

For cases involving transmission from a mediuntiwaihigh dielectric
constant to one with a lower dielectric constamt ransmission from ice to air), the
possibility for an evanescent wave exists. An eseeet wave is a surface wave that

decays exponentially in th@, direction, and is therefore a non-propagating wave
This occurs then the incident andgleis greater than the critical anghe, making the

transmission anglé, imaginary. The critical angle is determined via fibéowing

)

0. :sinl( n ] Eq. A.45

" |

For the case of evanescent waves, the followingsaients are required for the

transmission and reflection coefficients, and tnaission vector [11].

27, COSY,

Ty=— Eq. A.46
_JAnn +770 COS@l
2n_ cosy
= ’In €O, Eq. A.47
n, coso, — Az,
r —ZJmA=1,c080, Eq. A.48
—J’7nA+’700059|
r, = ZJMA=11,C00, Eq. A.49
—n,A+n,c0sf,
K =k,&+k,3— jsigi k) K+ K+ k"3 Eq. A50

where
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A=\/[ﬁJsin2 6 -1 Eq. A.51
&,

Derivation of Electric Fields due to Magnetic SagdJsing Duality

Table A.2 — Duality [18]
(1) For Problems in Which Only Electric Sources Exdt
(2) For Problems in Which Only Magnetic Sources Exsit

Electric Sowrce (1) | Magnetic Source (1)

E H
H -E
J M
k k

1 1

Duality (see Table A.2) [18] is used to deterntime electric far-zone fields

due to magnetic source currents. To provide an pleaof this procedureg),, is

derived fromE,, , which is shown again below

¢

. e1CR(3). 2 Eq. A.52

First, using Table A.2, the necessary replacenametsnade for changing from an

electric source curredtto a magnetic source currévif resulting in the following:

Hyy =———e'®®(-3).3 Eq. A53
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where §, is now the direction dfl. Notice that whereasdgdirected electric current

produces a-directed electric field, &directed magnetic current produceg a
directed magnetic field. Now, using the followiredation, the electric field

associated wittH,,, can be determined

E=nH Eq. A.54

So, the parallel-polarized incident electric fidlge to a magnetic source current is

3)-a Eq. A.55

Electric Fields due to Magnetic Source CurrentsMbCases

Restating Equation A.55 and using duality to dealt of the parallel and
perpendicular electric field components due to netigrsource currents results in the
following

Far-Zone Electric Fields due to Magnetic Curremirses

Case 1
jk,Mwl R A 4
E! = - i(K R)(_%). a Eq. A.56
~ KMWl e s A\ -
ER =T J 0 e*J(KR‘R) _ . Eqg. A.57
o =T (-3)a :
Case 2
~ jk MWl e g/ Ay A
E;'M :T,g J Zﬂ_ eJ(KT R) (_ %) @ Eq A58
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MWL g s\
B == —¢"""(3) 2 Eq. A.59
Ro_p KGMWL iry (4 1)
B =T, = —e (Bx0)a Eq. A.60
Case 4
O I
Ew =T, . gl R)(—@x I§)- a Eqg. A.61

Duality also causes a change in the reflectiontearsmission coefficients for fields

produced by magnetic source currents resultingerfallowing formulas.

Transmission and Reflection Coefficients for Mamm€urrent Sources

T, = {EJTH Eq. A.62
Ty

A 770

T, = {—j T, Eg. A.63
Ty

r,=-T, Eq. A.64

r,=-T, Eq. A.65
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APPENDIX B: FEM-NFFT-GO Matlab Code Contracts

There are a total of 25 Matlab and VBS functiossdito carry out the FEM-
NFFT-GO routine. Since this is an enormous amotinobde, only the contracts
describing the purpose of each function, the fumstiassumptions, and its inputs and

outputs are presented here. The function contesetpresented in alphabetical order.

AnglePos.m

%%%6%% %% %% %% %% % %% %% %% %% ---Purpose---%%% %% SR8/ %6 % % %
%%This function creates an angular position matrix from the point of

%view of the observer

%INPUTS:

% 1. thetaMin,thetaMax; min and max values of theta look

% 2. numTheta; the number of theta values to have
% 3. phi; a specific value of phi

% The inputs are given in units of degrees and conv erted to radians
%%OUTPUTS:
% 1. lookAngles; a matrix containing both theta and phi values of

%the observer

AngleVectors.m

%%%%%%% %% %% %% %% % %% %% %% ---Purpose---%%% % % Y%
% Converts the angular theta and phi directions int 0 X,Y,Z
%coordinates

%%INPUTS:

0%%%%

% 1. lookAngles; the theta and phi angles of the ob server
%%OUTPUTS:

% 1. aHatTheta; the theta directed unit vector conv erted to x,y,z
% 2. aHatPhi; the phi directed unit vector converte dto x,y,z

AParameter.m

%%%%%%%% %% %% %% %% %% %% %% ---Purpose---%%% % % Yu00 P s0 P8P8/ % % % %
%%This function determines the parameter A, as defi ned in

%Engineering Electromagnetics (Demarest, p. 500). T he A parameter is
%used within transmission and reflection coefficient formulas if the
%critical angle has been exceeded. It is necessary to maintain the

%proper sign and phase of the coefficients.

%INPUTS:

% 1. nA,nB; the indexes of refraction for each medi um, where nlis %

% the incident medium, and n2 is the transmission m edium

% 2. thetai; the incident theta angle

%%OUTPUTS:
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% 1. A; the A parameter

AutomateFieldCalc.vbs

————————————————— AutomateFieldCalc.vbs ----------

" Assumptions:

' 1. a .pts file containing the points for which E

is available

' 2. The .pts file contains points in units of mete

by HFSS.

' 3. The geometry must have one box surrouding the
' 4. The outputs desired are complex E and H in rec
coordinates

'5. OUTPUTS: E_Field_Results.txt and H_Field Resul
'6. INPUTS: fieldDataPoints.pts

"NOTE: This code requires use of dirIN, but must b
into the code

AutomatePropertyOutput.vbs

------------------- AutomatePropertyOutput.vbs ---

" Assumptions:

' 1. The boundary surrounding the geometry is a rec
' 2. The boundary box is named exactly "BoundaryBox
' 3. The geometry must have one box surrouding the
' 4. The analysis setup is named exactly "Setupl"
'5. The geometry is oriented so that the dielectri
space is pointing in the negative z direction

'6. The ice box is assumed to start at the origin

the negative z direction until the BoundaryBox is r
"NOTE: This code requires use of dirIN, but must b
into the code

currentDimensions.m

%%9%%% %% %% %% %% %% % %% %% %% ---Purpose---%%%%%

%%This function determines the length, width, and d
%surface current, J or M

%%INPUTS:

% 1. facelD; the boundary box face identification

% 2. stepX,stepY,stepZ; the size of the increments
% dimensions

%%OUTPUTS:

% 1. length,width; the dimensions of the current s
% 2. curDirl,curDir2; the direction of the current

% X,y,z
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EDifferentMedium J.m

%%%%%6%%%% %% %% %% %% % %% %% ---Purpose---%6%%%% 0%0%%%
%%Determines the theta and phi component of the ele ctric field due
%to an electric surface current, Js, for the case o f the source and

%observer being in different mediums.
%%INPUTS:

% 1. Js; electric surface current magnitude

% 2. pos; position matrix of Js

% 3. k; the wavenumber

% 4. kT; the transmitted propagation vector

% 5. kHatT; the transmitted unit propagation vector
% 6. length, width; dimensions of Js

% 7. impdanceA,; the impedance of the medium

% 8. aHatJ; the direction of Js

% 9. transC; transmission coefficient

% 10. aHatPhi; the phi unit direction
%%OUTPUTS:

% 1. EthetaJ; Etheta due to an electric surface cur rent
% 2. EphiJ; Ephi due to an electric surface current

EDifferentMedium M.m

%%%%%%% %% %% % %% %% %% %% %% ---Purpose---%%% %% YA i A
%%Determines the theta and phi component of the ele ctric field due
%to a magnetic surface current, Ms, for the case of the s ource and
%observer being in different mediums.

%%INPUTS:

% 1. Ms; the surface current M

% 2. pos; the source position vector relative to th e origin

% 3. k; the incident field wavenumber

% 4. KT; transmitted propagation vectors

% 5. kHatT; the transmission unit vector

% 6. length,width; the surface current step size di mensions

% 7. impedanceA,; the impedance for the incident med iums

% 8. aHatM; the source unit vector.

% 9. transC; the transmission coefficient

% 10. aHatphi; the phi direction unit vector

%%OUTPUTS:

% 1. EthetaM; Etheta due to a magnetic surface curr ent

% 2. EphiM; Ephi due to a magnetic surface current

0%%%%

EfarField.m

%%%%%%% %% %% % %% %% %% %% %% ---Purpose---%%%%% IO I98/0%0 %0 % %0
%%This function determines the far field theta and phi components of

%E based on both the electric surface current Js an d magnetic

%surface currents Ms. Primarily, this function simp ly determines

%which situation is in effect based on the source/o bserver

%locations, polarization, and source type
% %%%%%%%% 4 source/observer possibilities:
% a. source/observer = top/bottom medium
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% b. source/observer = bottom/top medium

% c. source/observer = top/top medium

% d. source/observer = bottom/bottom medium
% %%%%%%%% 2 polarization possibilities:
% a. parallel polarization (theta component)

% b. perpendicular polarization (phi component)
% %%%%%%%% 2 source type possibilities:
% a. electric current

% b. magnetic current

%%INPUTS:

% 1. Js,Ms; matrix of electric surface currents and magnetic surface
% currents respectively

% 2. pos; matrix of source position vectors

% 3. k1,k2; wavenumbers for top and bottom media
% 4. Kl; incident propagation vectors

% 5. KR; reflected propagation vectors

% 6. KT; transmission propagation vectors

% 7. kHatR; reflected unit vector

% 8. kHatT; transmission unit vector

% 9. length; length of the current segment

% 10. width; width of the discrete sampled value

% 11. curDirl; direction of the 1st current vector on a face

% 12. curDir2; direction of the 2nd current vector on a face

% 13. impedancel,impedance2; impedances of top and bottom media
% 14. lookAngles; the theta and phi angles of the o bserver

% 15. reflectC; reflection coefficient array

% 16. transC; transmission coefficient array

% 17; aHatPhi; phi direction unit vector array

% 18; aHatTheta; theta direction unit vector array
%%OUTPUTS:

% 1. Etheta; the parallel polarized E field

% 2. Ephi; the perpendicularly polarized E field

%%Note: postscript 1 on inputs represents medium re siding in

%positive z axis (top medium), and postscript 2 represents medi um
%residing in negative z axis (bottom medium)

ElncMag.m

%%%%%% %% %% %% %% %% %% %% %% ---Purpose---%%%%% ) HP80%0 %% %
%%This function produces the Ei value which is the E field magnitude

%value of the incident field with zero phase. This function can also

%be used to determine Hi. However, this requires dividing the result

%of this function by the impedance, impedancel, whi ch is handled in

%the calling code.
%%INPUTS:
% 1. k1; the incident field wavenumber

% 2. Source; the current segment value (usually den oted J or M)
% 3. length; the length dimension of the discrete ¢ urrent values
% 4. width; the width dimension of the discrete cur rent values
% 5. impedancel; the impedance value of the inciden t medium
%%OUTPUTS:

% 1. Ei; the E field magnitude
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Equivalent Currents.m

%%%%%%%%%%%%% % %% %% %% %% ---Purpose---%% %% %Yo PP AR/ 0% % % %
%Equivalent_Current samples near E and H fields fro m HFSS and then
%converts those fields to equivalent currents.

%%INPUTS:

% 1. dirln: the input directory of the raw data fil es

% 2. ptsinput: the near field sampling interval

% 3. sDecXY: the sampling box decrement factor in t he XY dimensions
% 4. sDecZ_Top: the sampling box decrment factor in the upper z

% plane

% 5. sDecZ_Bot: the sampling box decrment factor in the lower z

% plane

%%OUTPUTS:

% 1. Frequncy
% 2. stepX,stepY,stepZ: the sampling size dimension

% 3. Js™": the electric current matrix for each fac e

% 4. Ms™": the magnetic current matrix for each fac e

% 5. pos™: the current position matrix for each fa ce

%%NOTE: The faces are divided into left, right, top , bottom, front,

%and back

ESameMedium J.m

%%%%%% %% %% %% %% %% %% %% %% ---Purpose---%%%%% LGy %0%%%
%%Determines the theta and phi component of the ele ctric field du
%to an electric surface current, Js, for the case o f the source and

%observer being in the same medium.

%%INPUTS:

% 1. Js; the surface current J

% 2. pos; the source position vector relative to th e origin
% 3. k; the incident field wavenumber

% 4. KI; the incident field vector

% 5. KR; the reflected field vector

% 6. kHatR; the reflection unit vector

% 7. length,width; the surface current step size di mensions
% 8. impedanceA; the impedance for the incident med iums
% 9. aHatJ; the source unit vector.

% 10. reflectC; the reflection coefficient

% 11. aHatphi; the phi direction unit vector

% 12. aHatTheta; the theta direction unit vector

%%OUTPUTS:

% 1. EthetaJ; Etheta due to an electric surface cur rent

% 2. EphiJ; Ephi due to an electric surface current

ESameMedium M.m

%%%%%%%%%%6%% %% %% %% %% %% ---Purpose---%9% %% %Yo PP iR/ %% % %
%%Determines the theta and phi component of the ele ctric field due

%to a magnetic surface current, Ms, for the case of the s ource and
%observer being in the same medium.

%%INPUTS:
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% 1. Ms; the surface current M

% 2. pos; the source position vector relative to th e origin
% 3. k; the incident field wavenumber

% 4. KI; the incident field vector

% 5. KR; the reflected field vector

% 6. kHatR; the reflection unit vector

% 7. length,width; the surface current step size di mensions
% 8. impedanceA,; the impedance for the incident med iums
% 9. aHatM; the source unit vector.

% 10. reflectC; the reflection coefficient

% 11. aHatphi; the phi direction unit vector

% 12. aHatTheta; the theta direction unit vector

%%OUTPUTS:

% 1. EthetaJ; Etheta due to a magnetic surface curr ent

% 2. EphiJ; Ephi due to a magnetic surface current

GainFactor.m

%%%%%%% %% %% % %% %% %% %% %% ---Purpose---%%%%% X ALY %%%%
%Determines the gain factor improvement in the E fi elds due to the
%focusing  effect arising from increasing dielectric constant with

%increasing depthin glacial ice.
%%INPUTS:

% 1. EthetalN; the total theta directed E field, ca Iculated from
% previous code

% 2. EphilN; the total phi directed E field, calcul ated from

% previous code

% 3. lookAngles; the angles associated with EthetaT otal and %

% EphiTotal
% 4. location; 1 = Antarctia, 2 = Greenland
% 5. z; the depth vector

%%OUTPUTS:

% 1. GthetaAD; Etheta as a function of aidaPrime (r ows)

% and depth (columns) - in magnitude gain

% 2. GphiAD; Ephi as a function of aidaPrime (rows) and

% depth (columns) - in magnitude gain

% 3. g0; The incident angles at the surface directe d towards the
% ice, ranging only from O to 90 degrees (double sided).

% 4. g02; The incident angles at the surface direct ed towards the
% ice, ranging only from 90 to 270 degrees.

% 5. aidaPrime; the effective look angle at each de pth -- 0 degrees
% at nadir (goes from 0 to 90 and 0 to -90 degre es)

% 6. Gf; The gain factor improvement matrix

Generate PTS File.m

%%%%%%% % %% %% %% %% %% %% %% ---Purpose---%% % %% Y s 988/0%0 % % %o
%creates a .pts file for each of the six boundary b ox faces given

%x,y,z minimum and maxium values

%%INPUTS:

% 1. xMin,yMin,zMin; the minimum boundary box dimen sions

% 2. xMax,yMax,zMax; the maximum boundary box dimen sions
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% 3. Frequency; the frequency of antenna operation

% 4. ptsinput; the number of sample points taken pe r wavelength

% 5. sDecXY; the sample box decrement factor in X a nd Y dimensions
% 6. sDecZ_TOP; the sample box decrement factor in positive Z

% 7. sDecZ_Bot; the sampel box decrement facotr in negative Z

% 8. dirln; the directory containing the data files

%INPUT ASSUMPTIONS: Assume that the boundary box is rectangular; the
%input dimensions are in units of meters; the frequ ency is in units
%of Hz; the ptsinput is in units of points/waveleng th

%NOTE: HFSS requires that the .pts file be in units of meters.
%OUTPUTS: outputs 6 .pts files, one for each bounda ry box face;

% 1. stepX,stepY,stepZ; the x,y,z sample increment values.
%comments assume positive z pointing upward, positi ve y pointing to

%the right, and poitive x pointing out of the screeen

KVectors.m

%9%9%0%%%0%%%0%%%0%% %% %% %% %% ---Purpose---%%%%%o PSP %%48/0 %0 % %0 Y0
%%This function produces the K vectors. The K vectors describe the
%propagation of incident, reflected, or transmitted waves

%%INPUTS:

% 1. lookAngles; the look angles, theta and phi of the observer

% 2. k1,k2; the wavenumbers of the top and bottom m edia

%%OUTPUTS:

% 1. KI; the incident propagation vectors for media land?2

% 2. KR; the reflected propagation vectors for medi aland?2

% 3. KT; the transmitted propagation vectors for me dia 1l and 2

Master.m

%%%%%% %% %% %% %% %% %% %% %% ---Purpose---%% % %% Y s s95/0%0 % % %0
%Master_Output runs either the FEM-NFFT by itself o r in combination

%with the GO algorithm. This code is divided into three s ection with
%necessary comments listed below

% 1. INPUTS TO SPECIFY
% 2. The FEM-NFFT Procedure
% 3. The GO Procedure

NFET.m

%%%%% %% %% %% %% % %% %% %% %% ---Purpose---%%%%% 0%%%%
%NFFT performs the near to far field transformation S

%%INPUTS:

% 1. thetaMin: the minimum desired value of the ang le theta

% 2. thetaMax: the maximum desired value of the ang le theta

% 3. numTheta: the number of theta values desired f or angular

% resolution

% 4. phi: the value of phi desired

% 5. el,e2: the relative permittivity of the top an d bottom mediums
% 6. ul,u2: the relative permeability of the top an d bottom mediums
% 7. Frequncy
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% 8. stepX,stepY,stepZ: the sampling size dimension

% 9. Js"": the electric current matrix for each fac e

% 10.Ms™": the magnetic current matrix for each fac e

% 11.pos™: the current position matrix for each fa ce
%%OUTPUTS:

% 1. EthetaTotal: the total complex E-field in thet a

% 2. EphiTotal: the total complex E-field in phi

% 3. lookAngles: the matrix in radians containing t heta and phi
% values

% 4. impedancel: the intrinsic impedance of the top medium

% 5. impedance2: the intrinsic impedance of the bot tom medium

ObtainHFSS Properties.m

%%%%%% %% %% %% %% %% %% %% %% ---Purpose---%%%%%
%Obtains outer boundary data from HFSS_DataOut.txt
%Determines box dimensions and frequency and conver t dimensions to
%meters

%%%%% -- Assumptions -- %%%%%%

% 1. Assumes that the boundary is a rectangular box

0%%%%

% 2. Assumes HFSS units of nm,um,mm,meter,cm,km,ft, in,mil,uin

% 3. Code converts all units to meters

%%INPUT ASSUMTIONS: The input file contains text of the following
%form:

% XSize 10mm

% YSize 10mm

% ZSize 2.5mm

% Position -5,-5,0 %position can contain units
% Frequency 50000000000

%%INPUT:

% 1. HFSSInputFile; a file containing the data show n above
%%OUTPUT:

% 1. xMin,yMin,zMin; the minimum dimensions of boun dary box
% 2. xMax,yMax,zMax; the maximum dimensions of boun dary box
% 3. Frequency; the frequency of the HFSS simulatio nin Hz

reflectCoeff.m

%%%%% %% %% %% % %% %% %% %% %% ---Purpose---%%%%% %%%%
%%This function produces the reflection coefficient

%parallel or perpendicular depending on the polariz ation

%INPUTS:

% 1. lookAngles; matrix of theta and phi of the obs erver

% 2. thetal; the incident angle
% 3. thetaT; the transmission angle

% 4. impedancel; the impedance value of the inciden t medium

% 5. impedance2; the impedance value of the transmi ssion medium
% 6. n1,n2; the indexes of refraction for each medi um
%%OUTPUTS:

% 1. reflectC; the reflection coefficient
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SourceVector.m

%%%%%%%%%%% %% %% %% %% % %% ---Purpose---%%%%%
% Converts the curDirl and curDir2 direction indexe s to actual

% vector direction

%%NOTES: curDir" = 1 indicates x directed current

% curDir" = 2 indicates y directed current

% curDir" = 3 indicates z directed current

%%INPUTS:

% 1. curDirl, curDir2; the direction of each type o f current on the
% data sample face

%%OUTPUTS:

% 1. aHatS1, aHatS2; the unit vector of each type o f current on the
% data sample face

0%%%%

SurfCurrents.m

%%%%%%% %% %% %% %% %% %% % %% ---Purpose---%%%%%9 %%%%
%%This function takes in the E and H field data fro m a face of the
%boundary box, and computes the electric and magnet ic surface
%currents Js and Ms.

%%INPUTS:

% 1. Efilename; the data file containing the near-z one electric

% field data for a surface

% 2. Hfilename; the data file containing the near-z one electric
%field data for a surface

% 3. facelD; a value identifying which face of the sampling box has
% been input

%%OUTPUTS:

% 1. Js; the electric surface currents on the face
% 2. Ms; the magnetic surface currents on the face
% 3. pos; the position of each surface current on t he face

ThetaAngles.m

%%%%%% %% %% %% %% %% %% %% %% ---Purpose---%%%%% M
%%This function produces a matrix of the incident a nd transmission
%angles theta

%%INPUTS:

%%%%

% 1. lookAngles; matrix of theta and phi of the obs erver

% 2. nA,nB; the refractive indexes of the incident and transmission
% media.

%%OQOUTPUTS:

% 1. thetal; the incident angle
% 2. thetaT; the transmitted angle
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transCoeff.m

%%%%% %% %% %% %% % %% %% %% %% ---Purpose---%%%%% : 0%0%%%
%%This function produces the transmission coefficie nt, which is

%either  parallel or perpendicular depending on the polariza tion
%%INPUTS:

% 1. lookAngles; matrix of theta and phi of the obs erver

% 2. thetal; the incident angle
% 3. thetaT; the transmission angle

% 4. impedancel; the impedance value of the inciden t medium

% 5. impedance2; the impedance value of the transmi ssion medium
% 6. n1,n2; the indexes of refraction for each medi um
%%OUTPUTS:

% 1. transC; the reflection coefficient

WaveNumber.m

%%%%% %% %% %% % %% %% %% %% %% ---Purpose---%%%%%
%%This function produces the wavenumbers, impedance
%refraction from each medium in the half-space

%%INPUTS:

% 1. Frequency; the operating frequency

%%%%

% 2. el,e2; the dielectric constant of top and bott om media

% 3. ul,u2; the relative permeavility of the top an d bottom media
%%OUTPUTS:

% 1. k1,k2; wavenumbers of top and bottom media

% 2. impedancel,impedance2; impedances of top and b ottom medium
% 3. n1,n2; indexes of refraction of top and bottom media
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APPENDIX C: IceTemp.m Matlab Code

This section contains the temperature profileaetion code, called
IceTemp.mwhich is a modified version of original code meted by Lie, Xie, and
Dobbs in [27]. This code was used to perform tiepierature profile extraction
simulations shown in Chapter 5.

%%%%% %% %% %% %% % %% %% %% %% % %% %% %% %% % % % %84

%PART 1: obtain Temperature profiles from the Exce | Spreadsheet
%Data
% 1.) Read the temperature vs. depth profile for pu re ice

% 2.) Enter in constants

% 3.) Produce layer depth matrix

% 4.) Load the Antenna Gain Data

% 2.) Calculate the real and imaginary parts of the permittivity
% 3.) Calculate the wavenumber, loss tangent, and a ttenuation
% 4.) Calculate the Total Attenuation

%%%%%%%%%%%%%%% Read in the Temperature Profiles %% %%%%%%%%%%%%%%%%%
% GRIP Temperature Profile

T1 = xlsread ( 'Ice_temp_profile’ , 'Hypothetical profiles' ,
'B4:B304' );

% Hypothetical 1 Profile

T2 = xIsread ( 'Ice_temp_profile' , 'Hypothetical profiles' ,
'C4:C304" );

% Hypothetical 2 Profile

T3 = xlsread ( 'Ice_temp_profile’ , 'Hypothetical profiles' ,
'D4:D304' );

% read the depth profile

d = xlIsread ( 'Ice_temp_profile’ , 'Hypothetical profiles' ,
'A4:A304" );

% plot temperature profiles in terms of depth

figure (1);

plot(T1, d, ™ )hold on

plot(T2, d, '‘b" );hold on

plot(T3, d, ‘m' );hold  off

grid;

h = gca;

set (h, 'YDir' , 'reverse' );

legend ( 'GRIP' , 'Hypothetical_1' , 'Hypothetical_2' ,
‘Location’ , 'NorthEast' );

title ( 'lce Temperature Profiles' );

xlabel (‘T (C) );
ylabel ( 'Depth (m)" );
%69%6%%%%%%%6%%%% %% % % % % % %% %% %% %% %% % %% %

%%%%%% %% %% %% %% %% % %% %% %% Constants %%%% %%
%depth of each layer (depth-resolution)
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layerDepth = 100; %meters
% number of layers to consider

numLayers = 3000/layerDepth;

%bistatic radar separation for Configuration 1

separation = 50; %meters
halfSep = separation/2; %meters
%Configuration 2 parameters are determined from the calculated
critical

%angle

%radar system bandwidth

B = 180e6; %Hz
%the transmitted power

Pt = 800; %watts
%transmitted pulse width

pulseWidth = 10e-6; %seconds
%center frequency of the chirp range

f = 210e6; %Hz

w = 2*pi*f; %rad/s

%the speed of light

c = 3e8;

%define free space permeability and permittivity

EO = 8.854*10"-12; %F/m

u0 = 4*pi*10"-7; %H/m

%%%%%%%%%%%%%% Produce the layer depth matrix %%%%%6%%% %% %% %% %% %% %%
%units are in meters
for m=1:numLayers
zDepth(m) = layerDepth*m;
end

%%%%%%%% %% %% %% %% %% %% %%%% Load the Gain Data %%%%%%%%%%%%%%%%%
Eplane=load( 'VivaldiEPlane.mat' );

zE = Eplane.zDepth;

Gtheta = Eplane.GthetaAD;

% Gphi = Eplane.GphiAD;

Angles = Eplane.aidaPrime*180/pi;

s = size(Angles);

numAngle = s(1);

midWay = round(numAngle/2);

%only keep one half of the Gain and angle data, sin ceitis
symmetrical.

GthetaHalf = Gtheta(1:midWay,:);

angleHalf = angles2(1:midWay,:);

%results from FEM-NFFT-GO

GainFNG = GthetaHalf;

angleFNG = angleHalf;

%9%%%%%%%%%%%% %% %% %% Calculate the Permittivity %%%8%06%6%6%%%%%%% %% %% %%
% calculate the real part of the relative permittiv ity of pure ice

%using the constant Er method

Epl =3.1884 + 0.00091.*T1;

Ep2 = 3.1884 + 0.00091.*T2;

Ep3 =3.1884 + 0.00091.*T3;
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% calculate the imaginary part of the relative perm ittivity
EDp1l = 10.(-2.02+0.025.*T1)/(10*f/1e9);
EDp2 = 10./(-2.02+0.025.*T2)/(10*f/1e9);
EDp3 = 10./(-2.02+0.025.*T3)/(10*f/1e9);

%%%%%%%%%%% Calculate Wavenumber, Loss Tangent, Att  enuation %%%%%%%%
%Loss Tangents

lossTanl = EDpl./Epl;

lossTan2 = EDp2./Ep2;

lossTan3 = EDp3./Ep3;

%Wave Number of the ice

k1l = w.*sqrt(Epl)/c;

k2 = w.*sqrt(Ep2)/c;

k3 = w.*sqrt(Ep3)/c;

%Attenuation Profile (exact formulas)

alphal = w.*sqrt(u0.*EO*Ep1./2.*(sqrt(1+(lossTan1l). 2)-1));
alpha2 = w.*sqrt(u0.*EO0*Ep2./2.*(sqrt(1+(lossTan2). 2)-1));
alpha3 = w.*sqrt(u0.*EQ*Ep3./2.*(sqrt(1+(lossTan3). 2)-1));

%%%%%%%%%%%%%% Calculate the Overall Attenuation va lue %%%%%%%%%% %%
format short , alphaAvgl = mean(alphal);

format short , alphaAvg2 = mean(alpha2);

format short , alphaAvg3 = mean(alpha3);

% two way attenuation in dB if the depth is 3000 m

two_way_att_dB_1 = alphaAvg1*8.686*3000*2;

two_way_att_dB_2 = alphaAvg2*8.686*3000*2;

two_way_att_dB_3 = alphaAvg3*8.686*3000*2;

%%%0%% % %% % %% % %% % %% % %% %% %% %% % %% %% % % %0 %
%%%0%%% %% % %% % %% % %% % %% %% % %% % % %% %% % % %00
% Part 2: Power Received Simulation

% Configuration 1 -- Use a 50 meter separation for all the layers --
% Predict the received radar power from the derived attenuation

% profiles above

% 1.) Determine the Incident Angle from the radar t o each layer

% 2.) Determine the Loss and Range for each layer

% 3.) Calculate the real part of the Relative Permi ttivity from top
% to bottom and from bottom to top (only useful for calculating non-

% specular  reflectivity)
% 4.) Calculate the specular reflectivity
% 5.) Calculate the veloctiy and wavelength

% 6.) Extract Antenna Gain values for given angle a nd depth
% 7.) Calculate the received power estimated from t he loss, which
% was estimated from the attenuation, which was est imated from the

% known temperature profiles.

%%%%% %% %% %% %% %% Incident Angle to each layer (degre  es) %%%%%%%%%%%%%
for m = l:numLayers

incidentAnglel_1(m) = atand(halfSep/(zDepth(m) ));

incidentAngle2_1(m) = atand(halfSep/(zDepth(m) );

incidentAngle3_1(m) = atand(halfSep/(zDepth(m) );
end
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%%%0%%% %% % %% % %% %% %% %% Loss and Range for each lay#®6%%% %% %% %% %% %% %%

for m = l:numLayers;
if numLayers < 31
R1 1(m) = zDepth(m)/cosd(incidentAnglel 1(m
L1 1(m) =
exp(2*secd(incidentAngle1l_1(m))*10*sum(alphal(1:10*
R2_1(m) = zDepth(m)/cosd(incidentAngle2_1(m
L2 1(m) =
exp(2*secd(incidentAngle2_1(m))*10*sum(alpha2(1:10*
R3_1(m) = zDepth(m)/cosd(incidentAngle3_1(m
L3 1(m) =
exp(2*secd(incidentAngle3_1(m))*10*sum(alpha3(1:10*
else
R_1 1(m) =(100*m+1.1)/cosd(incidentAnglel 1
L1 1(m)=
exp(2*secd(incidentAngle1l_1(m))*1*sum(alphal(1:m)))
R_2 1(m) = (100*m+1.1)/cosd(incidentAngle2_
L 2 1(m)=
exp(2*secd(incidentAngle2_1(m))*1*sum(alpha2(1:m)))
R_3 1(m) = (100*m+1.1)/cosd(incidentAngle3_
L 3 1(m)=
exp(2*secd(incidentAngle3_1(m))*1*sum(alpha3(1:m)))
end
end

%%%%%%%%%%% Average Value of the Real Part Permitti
% from the top to bottom
for m = 1:numLayers
Epl_mt(m) = mean(Ep1(1:10*m));
Ep2_mt(m) = mean(Ep2(1:10*m));
Ep3_mt(m) = mean(Ep3(1:10*m));
end
% from bottom to top
for m = 1:numLayers-1;
Epl_mb(m) = mean(Epl1(10*m+1:301));
Ep2_mb(m) = mean(Ep2(10*m+1:301));
Ep3_mb(m) = mean(Ep3(10*m+1:301));
end
Epl_mb(numLayers) = 2.7;
Ep2_mb(numLayers) = 2.7;
Ep3_mb(numLayers) = 2.7;

)

m)));
)

m)));
)

m)));
(m));

1(m));

1(m));

vity %%%%%%%

% for frozon bedrock, from David's thesis

%%%%%%%%% %% %% %% %% %% The Ice Reflectivity %% %% % P80 %% % %% %% % %%

%%%%%%%% Assuming Specular Reflectivity
% assume it equals -80 dB at all layers except for
interface!!!
gammaSP = -80; %dB
gammaSPMag = 10*(gammaSP/10); %unitles
gammaBedrock = 0.00167;
for m = 1:numLayers-1;

gammal_1(m) = gammaSPMag;

gamma2_1(m) = gammal_1(m);
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gamma3_1(m) = gamma2_1(m);
end
gammal_1(numLayers) = gammaBedrock;
gamma2_1(numLayers) = gammaBedrock;
gamma3_1(numLayers) = gammaBedrock;

%%%%% %% %% %% %% %% %% Velocity and Lambda %%%%%% %%0%%%%% %% %% %

%calculate the velocity for each temp profile

vpl = c/sqrt(Epl_mb(1)); %m/s

vp2 = c/sqrt(Ep2_mb(1)); %m/s

vp3 = c/sqrt(Ep3_mb(1)); %m/s

%calculate the wavelength in ice for each temp prof ile

lambdal = vpl/f; %m

lambda2 = vp2/f; %m

lambda3 = vp3/f; %m
%%%%%%%%%%% %% %% %% %% %% Antenna Gain %%%%%%%%%%%%%%%%%
%determine the gain at each incident angle and each depth

%%%% Assuming constant gain, not using Gain from FE M-NFFT-GO %%%%%%%

% 3 dB gain assumed
% for m=1:numLayers
%  for n=1:numLayers
% GainMag(m,n)=10"0.3;
% end
% end
%%%% Extracting Relevant Gain Values form FEM-NFFT- GO Code %%%%%%
for m=1l:numLayers
%the incident angle at z
anglelnc = incidentAngle1_1(m);
%the difference between the incident angle at z and angles in
gain
%pattern at z
diFF = abs(angleFNG(:,m)-anglelnc);
%the index where the two angles agree most
index = find(diFF == min(diFF));
GainMag(m) = GainFNG(index,m); %dB
end

0
%5084

%%%%%%%% % %% %% %% %% %% %% %% Received Power %%9
%units are in Watts
for m=1:numLayers

Pri_1(m)=Pt*

#0%%%% %% %

GainMag(m)*2*lambdal”*2*gammal_1(m)/((8*pi*R1_1(m))" 2*L1_1(m));
Pr2_1(m)=Pt*

GainMag(m)*2*lambda2~2*gamma2_1(m)/((8*pi*R2_1(m))" 2*L2_1(m));
Pr3_1(m) = Pt*

GainMag(m)*2*lambda3"*2*gamma3_1(m)/((8*pi*R3_1(m))" 2*L.3_1(m));

end

%%%%% %% %% %% %% %% % %% %% %% %% %% % %% %% %% %

%%%%%% %% %% %% %% % %% %% %% %% %% % % %% %% % %%
% Part 2: Power Received Simulation
% Configuration 2 -- Use a separation defined by th e incident angle
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% that is half of the critical angle

% Predict the received radar power from the derived attenuation
% profiles above

% 1.) Determine the Incident Angle from the radar t o each layer
% 2.) Determine the Loss and Range for each layer

% 3.) Calculate the real part of the Relative Permi ttivity from top

% to bottom and from bottom to top

% 4.) Calculate the specular reflectivity

% 5.) Calculate the received power estimated from t he loss, which
% was estimated from the attenuation, which was est imated from the
% known temperature profiles.

%9%%%%%% %% %% %% %% %% %% %% %% Critical Angle %% %% YW %% %% %% %%

%the critical angle only exists for propagation fro m ice to air
%the index of refraction for air

nAir = 1;

%ice dielectric constant for pursposes of calculati ng critical angle
Eice = 3.2;

%fixed critical angle and halfSepMax

cTheta = asind(nAir/sqgrt(Eice));

halfSepMax = zDepth.*tand(cTheta);

%factor for determing the antenna separation to use based on the
%maximum possible antenna separation

factor = 2;

halfSep1 = halfSepMax./factor;

halfSep2 = halfSepMax./factor;

halfSep3 = halfSepMax./factor;

%%%%% %% %% %% %% % %% Incident Angle, Range, and Depth %%%%%%%%%%%%%%%%%
for m=1l:numlLayers

incidentAnglel 2(m) = atand(halfSepl(m)/(zDepth( m)));
incidentAngle2_2(m) = atand(halfSep2(m)/(zDepth( m)));
incidentAngle3_2(m) = atand(halfSep3(m)/(zDepth( m)));

R1_2(m) = zDepth(m)/cosd(incidentAngle1l_2(m));
R2_2(m) = zDepth(m)/cosd(incidentAngle2_2(m));
R3_2(m) = zDepth(m)/cosd(incidentAngle3_2(m));
if numLayers < 31
L1 2(m) =
exp(2*secd(incidentAngle1l_2(m))*10*sum(alphal(1:10* m)));
L2 _2(m) =
exp(2*secd(incidentAngle2_2(m))*10*sum(alpha2(1:10* m)));
L3 _2(m) =
exp(2*secd(incidentAngle3_2(m))*10*sum(alpha3(1:10* m)));
else
L1_2(m) =
exp(2*secd(incidentAnglel 2(m))*1*sum(alphal(1:1*m) );
L2 2(m) =
exp(2*secd(incidentAngle2_2(m))*1*sum(alpha2(1:1*m) );
L3_2(m) =
exp(2*secd(incidentAngle3_2(m))*1*sum(alpha3(1:1*m) );
end
end
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%%%%%%%% %% %% %% %% %%%%% The Ice Reflectivity %% %o P850 %6 %% %% %% %% %%
% for specular case, use same as Part 1

gammal_2 = gammal_1;

gamma2_2 = gamma2_1;

gamma3_2 = gamma3_1;

%%%%%%% %% %% %% %% %% %% %% Antenna Gain %%%%%%%%%%%%%%%%%

%determine the gain at each incident angle and each depth

%%%% Assuming constant gain, not using Gain from FE M-NFFT-GO %%%%%%%
%GainMag2 = GainMag;

%%%% Extracting Relevant Gain Values form FEM-NFFT- GO Code %%%%%%

for m=1:numLayers
%the incident angle at z
anglelnc = incidentAnglel 2(m);
%the difference between the incident angle at z and angles in
%gain pattern at z
diFF = abs(angleFNG(:,m)-anglelnc);
%the index where the two angles agree most
index = find(diFF == min(diFF));
GainMag2(m) = GainFNG(index,m); %dB
end

%%%%%%%% %% %% %% %% %% %% Received Power %%%% % Y8%8%8%0%8%8%040%s
%These are all basically for a constant incident an
for m=1:numLayers
Pri 2(m) =
Pt*GainMag2(m)*2*lambdal~2*gammal_2(m)/((8*pi*R1_2( m))"2*L1_2(m));
Pr2_2(m) =
Pt*GainMag2(m)"2*lambda2”2*gamma2_2(m)/((8*pi*R2_2( m))*2*L2_2(m));
Pr3_2(m) =
Pt*GainMag2(m)*2*lambda3~2*gamma3_2(m)/((8*pi*R3_2( m))"2*L3_2(m));
end
%%%% % %% %% %% % % %% % %% %% %% %% %% % % %% %% %%

80% %%

%%%%% %% %% %% %% %% % %% %% %% %% %% % %% %% %% %

% Part 3: Derive Attenuation from Power  %%%%%% %%%%% %% %% %% %% %% %%
% 1.) Estimate the Antenna Gain for Temperature Ext raction
% 2.) Calculate total attenuation from z=0 to each depth

% 3.) Determine the attenuation at each depth
% 4.) Extract Temperature from Attenuation

%%%%%%%%%%% %% %% % %% Estimated Antenna Gain %% % %8%848%6%8%8/6% %% %% %% %%
% Normal: Assume estimated gain is the same as that used for Pr
% simulations

GainMag_E = GainMag;

GainMag2_E = GainMagz;

% Assume a uniform dB error in the gain estimation

%error_dB = 30.0;

Y%GainMag_EdB = 10*log10(GainMag) - error_dB;

Y%GainMag2_Edb = 10*log10(GainMag?2) - error_dB;

%GainMag_E = 10.~(GainMag_EdB/10);

%GainMag2_E = 10.~(GainMag2_Edb/10);
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%%%%%%%% Calculate total attenuation from z=0 to ea ch depth %%%%%%%%
for m=l:numLayers

alphaAccuml(m) =
log((GainMag_E(m)*2*Pr1_2(m)*cosd(incidentAnglel_1( m))"2)/(GainMag2_
E(m)*2*Prl_1(m)*cosd(incidentAnglel 2(m))"2))/(2*(s ecd(incidentAngle
1 _1(m))-secd(incidentAnglel 2(m))));

alphaAccum2(m) =
log((GainMag_E(m)"2*Pr2_2(m)*cosd(incidentAngle2_1( m))"2)/(GainMag2_
E(m)*2*Pr2_1(m)*cosd(incidentAngle2_2(m))"2))/(2*(s ecd(incidentAngle
2_1(m))-secd(incidentAngle2_2(m))));

alphaAccum3(m) =
log((GainMag_E(m)"2*Pr3_2(m)*cosd(incidentAngle3_1( m))"2)/(GainMag2_
E(m)*2*Pr3_1(m)*cosd(incidentAngle3_2(m))"2))/(2*(s ecd(incidentAngle
3_1(m))-secd(incidentAngle3_2(m))));
end

%%%%%%%%%%%%%% Determine Attenuation at Each Depth  %%%%%%%%%%%%%%%%
% the incremental z layer
deltaZ = layerDepth;
%determine the individual attenuation across each i ndividual layer
%the sum of the previous attenuations
sumAlphal = 0;
sumAlpha2 = 0;
sumAlpha3 = 0;
for m=1l:numlLayers
alphalnd1(m) = alphaAccuml(m)/deltaZ - sumAlpha 1;
sumAlphal = sumAlphal + alphalnd1(m);
alphalnd2(m) = alphaAccum2(m)/deltaZ - sumAlpha 2;
sumAlpha2 = sumAlpha2 + alphalnd2(m);
alphalnd3(m) = alphaAccum3(m)/deltaZ - sumAlpha 3;
sumAlpha3 = sumAlpha3 + alphalnd3(m);
end

%9%%6%%%%%% %% %% %% % %% %% %% Extract Temperature %%8%8%8%898%8%80%0%% %% %% %%
for m = 1:numlLayers-1

f1 = @(T)(3*alphalnd1(m)/pi)*2*(3.1884+0.00091* T)-107(-
4.04+0.05*T);

T_1(m) = fzero(f1,T1(10*m));

dT1(m) =T_1(m) - T1(10*m);

f2 = @(T)(3*alphalnd2(m)/pi)"2*(3.1884+0.00091* T)-10\(-
4.04+0.05*T);

T_2(m) = fzero(f2,72(10*m));

dT2(m) = T_2(m) - T2(10*m);

f3=@(T)(3*alphalnd3(m)/pi)*2*(3.1884+0.00091*T) -107\(-
4.04+0.05*T);

T_3(m)=fzero(f3,T3(10*m));

dT3(m)=T_3(m)-T3(10*m);
end

%9%%%%% %% %% %% %% %% % % %% %% %% %% %% %% %% %%
%9%%%%%% %% %% %% %% %% %% %% %%%%% Plots %%%%%
%plot indexes
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s1=1,

$2=290;

1=10;

figure(2)

%compare measured and extracted temperatures

plot(T1(1:1:290), zDepth(1:numLayers-1), ™ )hold on
plot(T_1, zDepth(1:numLayers-1), b )

plot(T2(1:1:290), zDepth(1:numLayers-1), ™ )hold on
plot(T_2, zDepth(1:numLayers-1), b )

plot(T3(1:1:290), zDepth(1:numLayers-1), ™ )hold on
plot(T_3, zDepth(1:numLayers-1), b )

grid;

h = gca;

set (h, 'YDir' , 'reverse' );

legend ( 'GRIP Measured' , 'GRIP Simulated' , 'Hypo.1 Measured'
'Hypo.2 Simulated' , 'Hypo.3 Measured' , 'Hypo.3 Simulated' );
title ( 'lce Temperature Profiles' );

xlabel ( 'T,C" );

ylabel ( 'Depth, m" );

figure(3)

%compare measured and extracted temperatures

plot(dT1, zDepth(1:numLayers-1), ™ )hold on
plot(dT2, zDepth(1:numLayers-1), ™ )hold on
plot(dT3, zDepth(1:numLayers-1), ™ )hold on
grid;

h = gca;

set (h, 'YDir' , 'reverse' );

legend ( 'GRIP'" , 'Hypo.l' ,'Hypo.2" );

title ( "Temperature Profile Estimation Error' );

xlabel ( 'T,C" );
ylabel ( 'Depth, m" );

figure(4)

%compare measured and extracted attenuation

plot(alphal(1:1:290), zDepth(1:numLayers-1), ™ )hold on
plot(alphalnd1(1:numLayers-1), zDepth(1l:numLayers-1 ), b))
plot(alpha2(1:1:290), zDepth(1:numLayers-1), ™ )hold on
plot(alphalnd2(1:numLayers-1), zDepth(1:numLayers-1 ), b))
plot(alpha3(1:1:290), zDepth(1:numLayers-1), ™ )hold on
plot(alphalnd3(1:numLayers-1), zDepth(1:numLayers-1 ), b))
grid;

h = gca;

set (h, 'YDir' , 'reverse' );

legend ( 'GRIP Measured' , 'GRIP Simulated' , 'Hypo.1 Measured'
'Hypo.2 Simulated' , 'Hypo.3 Measured' , 'Hypo.3 Simulated' );
title ( 'Ice Attenuation Profiles' );

xlabel ( 'Attenuation, Np/m' );

ylabel ( 'Depth, m" );

figure(5)
%compare measured and extracted temperatures
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plot(-(alphal(1:1:290)-transpose(alphalnd1(1:numLay

zDepth(1:numLayers-1), ™ )hold on
plot(-(alpha2(1:1:290)-transpose(alphalnd2(1:numLay
zDepth(1:numLayers-1), ™ )hold on
plot(-(alpha3(1:1:290)-transpose(alphalnd3(1:numLay
zDepth(1:numLayers-1), ™ )hold on
grid;

h = gca;

set (h, 'YDir' , 'reverse' );

legend ( 'GRIP'" , 'Hypo.l' ,'Hypo.2" );

title ( 'Attenuation Profile Error' );
xlabel ( 'Attenuation, Np/m' );

ylabel ( 'Depth, m" );
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